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Abstract: Several aspects of global climate change, e.g., the rise of sea level and water temperature
anomalies, suggest the advantages of studying wave distributions. In this study, WAVEWATCH-III
(WW3) (version 6.07), which is a well-known numerical wave model, was employed for simulating
waves over global seas from 1993–2020. The European Centre for Medium-Range Weather Forecasts
(ECMWF), Copernicus Marine Environment Monitoring Service (CMEMS), current and sea level were
used as the forcing fields in the WW3 model. The validation of modelling simulations against the
measurements from the National Data Buoy Center (NDBC) buoys and Haiyang-2B (HY-2B) altimeter
yielded a root mean square error (RMSE) of 0.49 m and 0.63 m, with a correlation (COR) of 0.89 and
0.90, respectively. The terms calculated by WW3-simulated waves, i.e., breaking waves, nonbreaking
waves, radiation stress, and Stokes drift, were included in the water temperature simulation by
a numerical circulation model named the Stony Brook Parallel Ocean Model (sbPOM). The water
temperature was simulated in 2005–2015 using the high-quality Simple Ocean Data Assimilation
(SODA) data. The validation of sbPOM-simulated results against the measurements obtained from
the Array for Real-time Geostrophic Oceanography (Argo) buoys yielded a RMSE of 1.12 ◦C and
a COR of 0.99. By the seasonal variation, the interrelation of the currents, sea level anomaly, and
significant wave heights (SWHs) were strong in the Indian Ocean. In the strong current areas, the
distribution of the sea level was consistent with the SWHs. The monthly variation of SWHs, currents,
sea surface elevation, and sea level anomalies revealed that the upward trends of SWHs and sea level
anomalies were consistent from 1993–2015 over the global ocean. In the Indian Ocean, the SWHs were
obviously influenced by the SST and sea surface wind stress. The rise of wind stress intensity and sea
level enlarges the growth of waves, and the wave-induced terms strengthen the heat exchange at the
air–sea layer. It was assumed that the SST oscillation had a negative response to the SWHs in the
global ocean from 2005–2015. This feedback indicates that the growth of waves could slow down the
amplitude of water warming.

Keywords: sea surface wave; sea surface temperature; ocean modelling

1. Introduction

During the past several decades, global climate change has resulted in sea level rise [1].
The ocean circulations in regional seas, e.g., the northern Indian Ocean [2], the Arctic
Ocean [3], and the north Atlantic Ocean [4] are sensitive to the changes in sea level and
ocean heat content. Ocean waves are a major source of dynamic process at the air–sea
interaction layer. In addition, the ocean waves also determine offshore human activities
and the security of waterways in global seas. Although the sea surface wave is a marine
phenomenon at a small-scale, sea levels and currents also influence the wave distribution,
especially in tropical cyclones [5,6].

At present, a series of moored buoys in coastal waters from the National Data Buoy
Center (NDBC) of the National Oceanic and Atmospheric Administration (NOAA) provide
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open-access data for the ocean wave community [7,8]; however, moored buoys are not
suitable for wave monitoring in open oceans with a water depth over 2000 m. There-
fore, two methods, numerical modelling [9,10] and remote sensing [11,12], are commonly
used for wave simulation and observations of various sea states over large spatial scales.
Remote-sensed wave products from altimeters [13], synthetic aperture radar [14], and the
Chinese–French Oceanic SATellite (CFOSAT) [15,16] are only available for short durations,
making the data difficult to apply to long-term wave analysis. With the development of
computational efficiency and oceanography research, the spectral numerical wave models
are designed based on solving the energy density balance in terms of wave propaga-
tion [17], and the so-called third-generation ocean wave model (WAM) [18] is an advanced
numerical model for wave simulation. Typically, two operational wave models named
WAVEWATCH-III (WW3) [19], released by the National Centers for Environmental Pre-
diction (NCEP) [20,21] and Simulating Waves Nearshore (SWAN), released by the Delft
University of Technology [22,23] are widely used for modelling waves. The basic principles
of these models are similar, i.e., taking wind as a forcing vector field [24] and considering
the various dissipation sources [25], such as the change in wave energy induced by complex
bathymetry [26], multiplying wave–wave interactions [27], wave–current interactions [28],
and sea ice [29]. Although the SWAN model was originally designed for wave simulation
at costal seas and the WW3 model was designed for the application at a large scale, there
is no apparent difference between the latest version of SWAN (version 41.31) and WW3
(version 6.07), e.g., depth-induced breaking and triad-wave interactions are included in the
WW3, and sea–ice interaction is included in the SWAN model. In a previous study [30], it
was found that WW3 had good applicability and high computation efficiency for simulating
waves over global seas, yielding a 0.43 m root mean square error (RMSE) in validating the
simulated results against measurements from the altimeter of Jason-2.

Although sea surface waves dominate at small scales such as wave lengths within
kilometers, the four components of breaking waves, nonbreaking waves, radiation stress,
and Stokes drift play important roles in the ocean circulation system [31]. In particular, it
was found that Stokes transport has a magnitude equal to that of wind-forcing circulation
transport [32] at a high sea rate when quantitatively comparing Stokes transport with
Ekman transport over the global seas. The breaking waves promote the energy exchange at
the sea-air interface and then affect the sea surface winds and the wind-induced current. In
addition, the current induced by wave breaking is the main component of the circulation.
In this sense, the four wave-induced effects induced by changes in wave distributions
could affect the water temperatures of global seas. Ocean hydrodynamic models such
as the Princeton Ocean Model (POM) [33], the Finite-Volume Community Ocean Model
(FVCOM) [34], and Hybrid Coordinate Ocean Model (HYCOM) [35], and the Regional
Ocean Modeling System (ROMS) [36] model are useful for ocean circulation research,
especially for water temperature analysis in tropical cyclones [37]. The POM, an ocean
circulation model, is commonly applied for global water temperature analysis [38] due to its
scalability. To improve the computational efficiency, the Stony Brook Parallel Ocean Model
(sbPOM) [39], based on the principle of POM, was proposed using parallel computation
techniques. Recently, sbPOM was employed for assessing the sea surface temperature (SST)
cooling for binary typhoons [21], and sbPOM was implemented for the analysis of variation
in the water temperature at the surface layer in the Southern Ocean [40].

The long-term characterization of sea states in regional seas [41–43] and global seas [44]
can be studied using the waves simulated from the WW3 model; however, the current
and sea level terms are excluded in these studies. As mentioned in [6], where the effect
of the current on wave simulation is discussed, the accuracy of model-simulated waves
is improved as including the term of current, especially at current speeds greater than
0.5 m/s. In the past several years, the sea level has gradually risen [45]; therefore, ocean
waves are simulated by the WW3 model for the 1993–2021 period in our work. Specifically,
the current and sea level are included in the modelling process so as to include the sea level
rise in the context of global climate change. Moreover, the influence of wave-induced terms
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on SST is not investigated in the background of climate change. In our work, the SST is
simulated by sbPOM considering the four wave-induced terms for the period of 2005–2015.

The remainder of this study is organized as follows: the settings of two numeric models
(i.e., WW3 and sbPOM) are introduced in Section 2; the validation of model-simulated
results (i.e., SWH and SST) is presented in Section 3; Section 4 investigates the relationship
between wave and water temperature i global seas; and we provide conclusions in Section 5.

2. Materials and Methods

First, the descriptions and settings of two numerical models are presented. The avail-
able datasets were obtained from the ECMWF (winds), Copernicus Marine Environment
Monitoring Service (CMEMS) (current, sea level and sea level anomaly), NDBC buoys and
SODA (SST and sea surface salinity), NCEP (flux), and the Array for Real-time Geostrophic
Oceanography (Argo) (water temperature).

2.1. Model Settings of WW3

Following the principle of the third-generation numerical model WAM, the main
procedure for wave simulation by WW3 is to solve the wave propagation balance equation
described below:

∂N
∂t

+∇·
[(

cg + v
)

N
]
+

∂cω N
∂ω

+
∂cθ N

∂θ
=

St

ω
(1)

where
St = Sin + Sbot + Sdb+Snl + Stq (2)

wherein N represents the wave energy density; t, ω and θ are the time, wave frequency,
and wave propagation directions, respectively; cω and cθ represents the wave propagation
velocities in the ω and θ dimensions; cg is the wave group speed, and v is the sea surface
current speed. The atmosphere–wave interaction St includes five terms: forcing field
associated with wave growth Sin; Sbot is the dissipation source represented by friction;
Snl and Stq represent the nonlinear dissipation source caused by the multiple wave–wave
interactions, and Sdb is the wave decay source. All of the above terms are listed in the
official manual for the WW3 users [19]. Specifically, the switch ST6 package is by default
employed for illustrating the input/dissipation source terms, which performs well in
terms of predicting significant wave height (SWH) [46]; the terms of triad and quadruplet
wave–wave interactions are represented by the switch TR1 package and the switch GMD2
package; and the wave breaking and bottom friction are determined by the switch FLD2
and BT1 package.

In this study, the modeling region in the global ocean was between (60◦S, 180◦W)
and (60◦N, 180◦E). Open-access atmospheric-marine data since 1979 are provided by the
ECMWF [47]. The ECMWF reanalysis (ERA-5) of wind is a valuable source for research on
SAR oceanography [48], because scatterometer winds with a spatial resolution of 12.5 km
have been assimilated in the operational system [49]. However, the current and sea level
are not considered in the ECMWF operational system, resulting in the distortion of ERA-5
wave data, e.g., a slightly large error at low and high sea states [50,51]. At present, the
Hybrid Coordinate Ocean Model (HYCOM) [52] is a valuable source that provides the
global current and sea level data over long-term periods with fine temporal resolution (i.e.,
3-h interval), whereas those data from CMEMS are the daily average. However, there is no
continuous HYCOM current or sea level official datasets for 1993–2015. Therefore, daily-
averaged CMEMS current and sea level at a 0.08◦ grid are used. In addition, the monthly-
average sea level anomaly at a 0.08◦ grid from CMEMS was collected from 1993–2020, and
this is treated as ancillary data for studying the SWH and sea level. In this study, ERA-5
winds were gridded by 0.25◦ at intervals of 1-h; CMEMS current and sea level are treated
as forcing fields. The water depth was extracted from the bathymetric topography of the
General Bathymetry Chart of the Oceans (GEBCO) that has a 1-km spatial resolution. The
outputs of the WW3 model include the SWH, peak wave length at peak, angular frequency
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at the peak, cross-zero mean wave period, and wave age, which have a 0.2◦ grid of spatial
resolution at intervals of 6-h. The details of the settings are listed in Table 1.

Table 1. Settings for the WAVEWATCH-III (WW3) (version 6.07) model.

Forcing field

ECMWF reanalysis (ERA-5) wind with a spatial resolution of 0.25◦ at an
interval of 1 h; sea surface current and sea level from the daily-average
Copernicus Marine Environment Monitoring Service (CMEMS) with a
0.08◦ grid; water depth from bathymetric topography of the General
Bathymetry Chart of the Oceans (GEBCO) interpolated as 10 km

Frequency bins Logarithmic range at [0.04118, 0.7186] at intervals of ∆f /f = 0.01

Resolution of outputs 0.2◦ grid of spatial resolution at 6-h intervals

Directional resolution A two-dimensional wave spectrum that is resolved into 24 regular
azimuthal directions with a 15◦ step

Computation
resolution

Spatial propagation characterized by 300 s time steps in both the
longitudinal and latitudinal directions

Parametrizations
The input/dissipation terms referred to as ST6 and four wave
components (quadruplets) and wave–wave interactions, referred to as
Generalized Multiple Discrete Interaction Approximation in [28].

As examples, the maps of current velocity and sea level from CMEMS on 1 January
2020 are depicted in Figure 1a,b, in which the rectangles represent the boundary of the
global ocean. The ERA-5 wind map at 00:00 UTC on 1 January 2020 is presented in Figure 1c.
As for ensuring the applicability of WW3-simulated results, the observations from a few
NDBC buoys are used, as represented by the green spots in Figure 2. Furthermore, the SWH
measured from the Haiyang-2B (HY-2B) altimeter in 2020 are collected so as to validate the
WW3 simulations. Figure 3 shows the measurements following the footprints of the HY-2B
altimeter from 00:00 to 04:00 UTC on 15 January 2020.
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2.2. Model Settings of sbPOM

As mentioned in Section 1, the basic principle of sbPOM is the same as that of POM,
using the moment equation in the σ-coordinate:

∂Du
∂x

+
∂Dv
∂y

+
∂ω

∂σ
+

∂η

∂t
= 0, (3)

D(x, y, t) = H(x, y) + η(x, y, t), (4)

wherein H(x,y) is the terrain at sea bottom in the spatial dimensions of x and y; η(x,y,t) is
the magnitude at the sea surface (z = η) referred to the bottom (z = −H) in the directions x,
y, and the time dimension t; u, v, andω represent the component of speed. In the vertical
dimension, the bottom-following σ ranges from −1 to 0, and has the formula:

σ =
z− η

H + η
(5)
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Since 1990, the Simple Ocean Data Assimilation (SODA) dataset has been used, and
it uses the global ocean data by assimilating the observations into numerical simulations;
however, it has a relatively low spatial resolution (a 0.5◦ grid). The SODA SST and sea
surface salinity based on a monthly average are set as the initial fields in the sbPOM
modeling process. The land shore and the ocean bottom are adopted to be the solid wall
boundaries according to a GEBCO water depth greater than 10 m. Moreover, the water
depth is set at 5000 m, which is less than the maximum water depth in the SODA data. The
total heat flux from NCEP data is calculated by:

Qt = Qs − Qb − Qe − Qh, (6)

in which Qe is the latent heat flux, Qh is the sensible heat flux, Qb is the long-wave radiation,
and Qs is the solar radiation. The NCEP reanalysis dataset performs well on the relative
strength of the synoptic-scale total heat flux forced over the long-term, which has been
validated against with the measurements from moored buoys [53]. The 0.5◦ gridded ERA-5
winds at intervals of 6-h are set as the forcing field of the model. In particular, the four
wave-induced terms, e.g., breaking waves, nonbreaking waves, radiation stress, and Stokes
drift, calculated by wave parameters from WW3 model, are treated as the forcing field;
these are described in [21] in detail, and we do not repeat these descriptions here. The NCEP
flux field has a spatial resolution of 1.875◦ × 1.905◦ in the longitude × latitude direction at
intervals of 6-h. The sbPOM utilizes a time split mode algorithm for the inner and outer
modes [54]. Specifically, the outer mode is used for calculating the average current speed
and water elevation; and the inner mode is used for calculating the parameters such as
turbulent kinetic energy, three-dimensional current speed, temperature, and salinity. To
ensure the stability of the sbPOM modelling, the time of the outer mode and the inner mode
were set to be 20 and 600 s, respectively. Using available SODA data, the SST is simulated
by sbPOM in 2005–2015 with a 0.2◦ spatial resolution and a 6-h temporal resolution. The
settings for sbPOM are listed in Table 2.

Table 2. The model settings for the Stony Brook Parallel Ocean Model (sbPOM).

Initial field Monthly average sea surface temperature (SST) and sea surface
salinity from the Simple Ocean Data Assimilation (SODA);

Forcing field

ERA-5 wind with a 0.25◦ grid of spatial resolution at 1-h interval;
total heat flux from NCEP reanalysis dataset in 1993–2015; and the
four wave-induced terms: breaking wave; nonbreaking wave;
radiation stress; and Stokes drift [21]

Output resolution 0.2◦ grid of spatial resolution with a six-hour temporal resolution

Boundary condition
Land shore and the ocean bottom as solid wall boundaries; the
GEBCO water depth (Figure 3d) ranged from 10 to 5000 m that
matched up with the depth of SODA data

Computation resolution 20 s in the outer mode; 600 s for the inner mode

As an example, the maps of practical salinity and potential temperature from SODA
on 1 January 2015 are presented in Figure 4a,b, respectively. Figure 4c shows the map of
the NCEP heat flux on 1 January 2015.
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Since 2000, a global project for constructing an array of temperature/salinity profiling
floats, denoted as Argo, has been a well-calibrated source for ocean observation together
with NDBC buoys. To confirm the accuracy of sbPOM-simulated water temperatures, the
high-quality measurements from Argos were collected, and they are marked by red spots
in Figure 2.

3. Results

The WW3-simulated SWHs are validated against the measurements from several
NDBC buoys in 2020, and the sbPOM-simulated SSTs are compared with the Argos data
in 2020. The inter-annual and seasonal variation of waves is analyzed. In particular, the
inter-relations among SWH, current, and sea level are studied further.

3.1. The Validation of Model-Simulated Wave and sbPOM-Simulated Sea Surface Temperature

Using the WW3 model, the wave fields of global seas (60◦S–60◦N, 180◦W–180◦E) in
1993–2020 were simulated. To confirm the applicability of modelling results, the available
SWHs measurements from more than 80 NDBC buoys were collected, which are illustrated
as green points in Figure 2. As shown in Figure 5a,b, the statistical analysis yielded a root
mean square error (RMSE) of 0.49 m with a correlation (COR) of 0.89 compared with NDBC
buoys and an RMSE of 0.63 m with a COR 0.90 compared with HY-2B measurements,
indicating a reliable accuracy of WW3-simulated waves.
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The seasonal-averaged WW3-simulated SWHs in 1993−2020 are shown in Figure 6: 
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and Atlantic Ocean, the SWHs were relatively high and were increased in summer and 
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latitudes of the northern hemisphere, the SWHs decreased in the summer and autumn, 
while SWHs increased in the spring and winter. However, the situation was contrasted in 
the southern hemisphere. 

Figure 5. (a) Comparison of the SWHs simulated using the WW3 model with NDBC buoys for a
0.4 m bin. (b) Comparison of the WW3-simulated SWHs with HY-2B measurements for a 0.4 m bin.
(c) Comparison of the sea surface temperature simulated using the sbPOM model with Argos for
a 1.8 ◦C bin between −3 ◦C and 33 ◦C. Note that the error bars represent the standard deviation of
each bin for the matchups.

Similarly, the SST was simulated by the sbPOM for the global sea (60◦S–60◦N, 180◦W–
180◦E) in 2005–2015, which were statistically analyzed by comparison with more than
50 Argo datapoints from the Pacific Ocean. There was an RMSE of 1.12 ◦C and a COR of
0.99 between the sbPOM-simulated SST and the Argo buoys measurements (Figure 5c).
Therefore, we believe that the SST simulated by sbPOM is reliable for use in this study.

3.2. The Interrelation between SWH and Current

The seasonal-averaged WW3-simulated SWHs in 1993–2020 are shown in Figure 6:
(a) spring; (b) summer; (c) autumn; (d) winter. In the equatorial areas of the Pacific Ocean
and Atlantic Ocean, the SWHs were relatively high and were increased in summer and
autumn. In the Indian Ocean, there exists a clear seasonal variation where the SWHs was
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low in spring and winter and gradually increased in summer and autumn. In the high
latitudes of the northern hemisphere, the SWHs decreased in the summer and autumn,
while SWHs increased in the spring and winter. However, the situation was contrasted in
the southern hemisphere.
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Figure 6. The seasonal-averaged significant wave height (SWH) (m) at the global ocean (60◦S–60◦N,
180◦W–180◦E) calculated by the WW3 model. (a) spring; (b) summer; (c) autumn; (d) winter.

The seasonal-averaged CMEMS currents in 1993–2020 are shown in Figure 7. The
seasonal variation of the current speed in some areas where the surface circulation flows
can be easily observed. In the Pacific Ocean, the equatorial currents were weak in the
summer. In the Atlantic Ocean and the Indian Ocean, the currents in the area where the
southern equatorial warm current and the Somali warm current flow were strong in autumn.
Compared with the seasonal change of the current and the SWHs, the inter-relation of the
two oceanic parameters was strong in the Indian Ocean. In the other two ocean areas, the
inter-relations were not as clear.

The comparisons of the WW3-simulated SWHs and the CMEMS current speed in
the global seas (a) the Pacific Ocean, (b), the Atlantic Ocean, (c) and the Indian Ocean,
(d) are shown in Figure 8. The dividing lines of the Pacific Ocean, Atlantic Ocean, and
Indian Ocean are shown as red solid lines in Figure 1a. In 1993–2012, the monthly variation
trend of the SWHs was gradually increased in the global seas and the three ocean areas.
Specifically, as shown in Figure 8d, the oscillations of the SWHs and the current speed were
consistent in the Indian Ocean during the past 28 years.
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ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean; (d) the Indian Ocean. The red and black solid
lines represent the current speed and the SWH, respectively.
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3.3. The Relationships among SWH, Sea Level, and Sea Level Anomaly

The seasonal-averaged CMEMS sea level is shown in Figure 9. The sea surface
elevation was always high at the lower latitudes of the three oceans, but low at the higher
latitudes of the three oceans. Compared with the global SWHs shown in Figure 6, the
distribution of the sea level was consistent with the SWHs in the strong current areas such
as equatorial circulation and Kuroshio, where both parameters increased. In the global sea,
the seasonal variation of currents was not evident in the past 28 years.

Remote Sens. 2023, 15, x FOR PEER REVIEW 11 of 25 
 

 

3.3. The Relationships among SWH, Sea Level, and Sea Level Anomaly 
The seasonal-averaged CMEMS sea level is shown in Figure 9. The sea surface eleva-

tion was always high at the lower latitudes of the three oceans, but low at the higher lati-
tudes of the three oceans. Compared with the global SWHs shown in Figure 6, the distri-
bution of the sea level was consistent with the SWHs in the strong current areas such as 
equatorial circulation and Kuroshio, where both parameters increased. In the global sea, 
the seasonal variation of currents was not evident in the past 28 years. 

The global seasonal-averaged sea level anomaly from the CMEMS [55] is shown in 
Figure 10. The sea level anomaly rose in the southern hemisphere and fell in the northern 
hemisphere in spring and summer. In autumn and winter, the sea level anomaly rose in 
the northern hemisphere and fell in the southern hemisphere. However, in the equatorial 
ocean areas, the seasonal variation was the opposite.  

Comparing the monthly-averaged WW3-simulated SWHs, the WW3-simulated 
SWHs anomaly, the CMEMS sea level, the CMEMS sea level anomaly in the global seas, 
and the Pacific Ocean, Atlantic Ocean, and Indian Ocean during the past 28 years, the re-
lationship among the SWHs, sea surface elevation, and sea level anomaly was analyzed. 
As shown in Figures 11–13, the upward trends of the monthly SWHs, sea level and the sea 
level anomaly were consistent in 1993−2015 in the three oceans. However, the upward 
trend of the SWHs slowed down between 2015−2021.  

  
(a) (b) 

  
(c) (d) 

Figure 9. The seasonal-averaged CMEMS sea surface elevation at global ocean (60°S–60°N, 180°W–
180°E). (a) spring; (b) summer; (c) autumn; (d) winter. 

  

Figure 9. The seasonal-averaged CMEMS sea surface elevation at global ocean (60◦S–60◦N, 180◦W–
180◦E). (a) spring; (b) summer; (c) autumn; (d) winter.

The global seasonal-averaged sea level anomaly from the CMEMS [55] is shown in
Figure 10. The sea level anomaly rose in the southern hemisphere and fell in the northern
hemisphere in spring and summer. In autumn and winter, the sea level anomaly rose in
the northern hemisphere and fell in the southern hemisphere. However, in the equatorial
ocean areas, the seasonal variation was the opposite.

Comparing the monthly-averaged WW3-simulated SWHs, the WW3-simulated SWHs
anomaly, the CMEMS sea level, the CMEMS sea level anomaly in the global seas, and the
Pacific Ocean, Atlantic Ocean, and Indian Ocean during the past 28 years, the relationship
among the SWHs, sea surface elevation, and sea level anomaly was analyzed. As shown in
Figures 11–13, the upward trends of the monthly SWHs, sea level and the sea level anomaly
were consistent in 1993–2015 in the three oceans. However, the upward trend of the SWHs
slowed down between 2015–2021.
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Figure 10. The seasonal-averaged CMEMS sea level anomaly at global ocean (60◦S–60◦N, 180◦W–
180◦E). (a) spring; (b) summer; (c) autumn; (d) winter.
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Figure 11. The relationship between monthly-averaged SWH and CMEMS sea level. (a) the global
ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean; (d) the Indian Ocean. The red and black solid
lines represent the water surface elevation and the SWH, respectively.
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Figure 12. The relationship between the monthly-averaged SWH and CMEMS sea level anomaly.
(a) the global ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean; (d) the Indian Ocean. The red and
black solid lines represent the water surface elevation and the sea level anomaly, respectively.

3.4. The Relationships among SWH, SST and Sea Surface Wind Stress

As mentioned in [52], the four terms induced by waves contribute to the ocean circula-
tion; therefore, it is essential to analyze the influence of water temperature on waves. The
seasonal-averaged sbPOM SST in 1993–2015 is shown in Figure 14. In general, the SST in
the equatorial areas and western boundary of the Pacific Ocean and the Atlantic Ocean
was cold, especially in autumn and winter. At the eastern boundary of the Indian Ocean,
the low SST appeared in autumn. The SST in the high-latitude areas was cold and became
warm in the low-latitude areas. This latitude-distribution is governed by the declination of
the sun.
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the Pacific Ocean, the Atlantic Ocean, and the Indian Ocean are shown in Figure 15. Dur-
ing the past 10 years, the SST oscillation had a passive response to the SWHs in the three 
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globally monthly-averaged SST increased from 2012, while the SWHs presented a trend 
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Figure 13. The relationship between the monthly-averaged SWH anomaly and CMEMS sea level
anomaly. (a) the global ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean; (d) the Indian Ocean. The
red and black solid lines represent the SWH anomaly and the sea level anomaly, respectively.
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To analyze the relationship between the monthly-averaged SWHs and SST, the com-
parisons of the WW3-simulated SWHs and the sbPOM-simulated SST in the global ocean,
the Pacific Ocean, the Atlantic Ocean, and the Indian Ocean are shown in Figure 15. During
the past 10 years, the SST oscillation had a passive response to the SWHs in the three oceans
that revealed a strong correlation between the SST and SWHs. In addition, the globally
monthly-averaged SST increased from 2012, while the SWHs presented a trend that was
similar to that of the Pacific Ocean, as illustrated in Figure 15b. Otherwise, the ocean
waves were driven by winds. In order to analyze the influence of winds on SWHs and
SST, the monthly-averaged sea surface wind stress was compared to the SST and SWHs, as
illustrated in Figures 16 and 17, respectively. The sea surface wind stress (τ) calculation
equation is:

→
τ = ρaCd|U10|

→
U10, (7)

in which ρa represents the sea surface air density, U10 is the 10-m wind above sea surface,
and Cd is the sea surface drag coefficient, which was calculated by an empirical function [20],

Cd × 104 = 7.2+0.27U10+0.056U2
10 (8)
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Figure 15. The relationship between monthly-averaged SWH and sbPOM sea surface temperature.
(a) the global ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean; (d) the Indian Ocean. The red and
black solid lines represent the sea surface temperature and the SWH, respectively.
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Figure 16. The relationship between monthly-averaged sbPOM sea surface temperature and sea
surface wind stress. (a) The global ocean; (b) the Pacific Ocean; (c) the Atlantic Ocean, and (d) the
Indian Ocean. The red and black solid lines represent the sea surface wind stress and the sea surface
temperature, respectively.

Against the background of global climate change, both SST and wind stress gradually
increased from 2005–2015, as shown in Figures 16 and 17. The interrelation between the
sea surface wind stress and the SST was similar to the relationship between the SWHs and
the SST, which both presented a passive oscillation during the past 10 years. The SWHs
and the sea surface wind stress presents a positive correlation in the three oceans, which
is consistent with previous studies. In particular, comparing the SST and the SWHs, the
annual distributions were opposite in the three oceans, especially for the Indian Ocean. In
this sense, the influence of waves on SST should be further discussed.
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4. Discussion

To analyze the influence of the five marine parameters (current, sea surface elevation,
SST, sea level anomaly and sea surface wind stress) to the SWHs quantitatively in the three
oceans, a linear regression analysis was used. As illustrated in Figures 18–20, a significant
positive correlation between the SWHs and sea surface wind stress in the Pacific Ocean,
the Atlantic Ocean and the Indian Ocean was observed, in which the square of CORs
(R2 > 0.8) was larger than the other parameters (current, SST, sea surface elevation and
sea level anomaly). This is because the ocean waves were induced by the winds, and
the waves increased with the increasing of the sea surface wind stress. However, the
SST has a negative correlation with the SWHs (R2 > 0.2) because the growth of waves
should dissipate energy and reduce the temperature at the air–sea layer. Furthermore, the
SWH anomaly and the SWH had a positive effect on the CMEMS sea level and sea level
anomaly (R2 > 0.3) in the Pacific Ocean and the Atlantic Ocean, indicating that the rise of
sea level also could enlarge the strength of wave over the long-term. In the Indian Ocean,
the influence of SST and sea surface wind stress to the SWHs were more obvious, while,
conversely, the influence of sea level and sea level anomaly weakened. We think the effect
induced by the Arctic Ocean was weak, because the Indian Ocean only connects to the
Southern Ocean. Otherwise, the Indian Ocean monsoon also contributed to the negative
correlation in the Indian Ocean, which strengthens the sea surface heat flux. The CMEMS
currents had no such significant effects on the SWHs in the three oceans (R2 < 0.1). From the
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perspective of climate change, the enhancement of waves could slow down the amplitude
of water warming.
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Figure 18. The linear regression analysis of the WW3-simulated SWH and (a) currents from 
CMEMS, (b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) CMEMS sea 
level anomaly, and (e) sea surface wind stress in the Pacific Ocean. The linear regression analysis of 
the WW3-simulated SWH anomaly and CMEMS sea level anomaly (f) in the Pacific Ocean. The 
black solid line represents the linear fitted line. The two red dotted lines represent the 95% prediction 
intervals. 

Figure 18. The linear regression analysis of the WW3-simulated SWH and (a) currents from CMEMS,
(b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) CMEMS sea level
anomaly, and (e) sea surface wind stress in the Pacific Ocean. The linear regression analysis of the
WW3-simulated SWH anomaly and CMEMS sea level anomaly (f) in the Pacific Ocean. The black solid
line represents the linear fitted line. The two red dotted lines represent the 95% prediction intervals.
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Figure 19. The linear regression analysis of WW3-simulated SWH and (a) currents from CMEMS, 
(b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) CMEMS sea level 
anomaly, and (e) sea surface wind stress in the Atlantic Ocean. The linear regression analysis of the 
WW3-simulated SWH anomaly and the CMEMS sea level anomaly (f) in the Atlantic Ocean. The 
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Figure 19. The linear regression analysis of WW3-simulated SWH and (a) currents from CMEMS,
(b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) CMEMS sea level
anomaly, and (e) sea surface wind stress in the Atlantic Ocean. The linear regression analysis of
the WW3-simulated SWH anomaly and the CMEMS sea level anomaly (f) in the Atlantic Ocean.
The black solid line represents the linear fitted line. The two red dotted lines represent the 95%
prediction intervals.
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Figure 20. The linear regression analysis of WW3-simulated SWH and (a) currents from CMEMS, 
(b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) the CMEMS sea level 
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WW3-simulated SWH anomaly and CMEMS sea level anomaly (f) in the Indian Ocean. The black 
solid line represents the linear fitted line. The two red dotted lines represent the 95% prediction 
intervals. 

  

Figure 20. The linear regression analysis of WW3-simulated SWH and (a) currents from CMEMS,
(b) sea level from CMEMS, (c) sbPOM-simulated sea surface temperature, (d) the CMEMS sea level
anomaly, and (e) the sea surface wind stress in the Indian Ocean. The linear regression analysis of
WW3-simulated SWH anomaly and CMEMS sea level anomaly (f) in the Indian Ocean. The black solid
line represents the linear fitted line. The two red dotted lines represent the 95% prediction intervals.
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5. Conclusions

With the rapid melting of the sea ice in the Arctic and Antarctic Oceans [56], the rise
of the global sea level has been observed by long-term satellites and moored buoys [57].
Recent studies have focused on the distribution of waves in regional seas and tropical
cyclones using numerical models. As concluded in [6], the accuracy of wave simulations by
numeric models is improved in tropical cyclones considering the influence of currents. In
the background of climate change (i.e., the rise in sea levels), the terms of current and sea
level are included in the wave simulations. Moreover, the water temperature of the upper
layer is affected by waves. Therefore, this work studied the variation of the global wave
distribution and its effect on SST in the background of climate change.

In this study, WW3 and sbPOM were employed to simulate the sea surface waves for
the period of 1993–2020 and SST for the period of 2005–2015. The WW3-simulated SWHs
were statistically validated by comparison with the measurements obtained from the NDBC
buoys, yielding a better RMSE of 0.49 m with a better COR of 0.89 than the results (i.e.,
0.63 m RMSE) compared with the HY-2B altimeter. Four wave-induced terms: breaking
waves, nonbreaking waves, radiation stress, and Stokes drift, that were calculated by wave
parameters from WW3 model, were included in the SST simulation by the sbPOM. The
validation of the simulated water temperature was statistically analyzed by comparison
with the Argo buoys, yielding a RMSE of <1.2 ◦C with a COR of >0.95.

In the qualitative analysis, the annual variation of SWH is consistent with that of
CMEMS currents and CMEMS sea level, indicating that the current has an inevitable
influence on wave simulations in the WW3 model. With the increasing CMEMS sea level
and sea level anomaly, the monthly-average SWHs increased in the period of 1993–2020,
where it was strong in the Pacific Atlantic Oceans but weak in the Indian Ocean. In other
words, the growth of waves was in accordance with the rise of sea levels in the past 28 years.
Furthermore, the regression among globally monthly-averaged SWH, sea surface wind
stress, and SST were analyzed, finding that SWH is positively determined by sea surface
wind stress in global oceans (R2 > 0.8). In addition, the sea level anomaly and the SWH
presented a positive correlation in the Pacific and Atlantic Oceans (R2 > 0.3). Interestingly,
the SST oscillation had a negative response to the SWH (R2 > 0.2). This behavior was clearly
observed in the Indian Ocean due to the Indian monsoon and the lack of a connection with
the Arctic Ocean.

In summary, the following conclusions can be drawn: with climate change, the wind
stress intensity and sea level increase, which enhances the growth of waves; the wave-
induced factors strengthen the heat exchange at air–sea layer, resulting in the negative
relationship between SWH and SST. It is assumed that the growth of waves could weaken
the water warming, especially in the Arctic [56] and Antarctic Oceans [40], which will be
studied in the future.
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