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Abstract: The UAV-borne video SAR (ViSAR) imaging system requires miniaturization, low power
consumption, high frame rates, and high-resolution real-time imaging. In order to satisfy the
requirements of real-time imaging processing for the UAV-borne ViSAR under limited memory
and parallel computing resources, this paper proposes a method of embedded GPU-based real-
time imaging processing for the UAV-borne ViSAR. Based on a parallel programming model of the
compute unified device architecture (CUDA), this paper designed a parallel computing method for
range-Doppler (RD) and map drift (MD) algorithms. By utilizing the advantages of the embedded
GPU characterized with parallel computing, we improved the processing speed of real-time ViSAR
imaging. This paper also adopted a unified memory management method, which greatly reduces
data replication and communication latency between the CPU and the GPU. The data processing of
2048 × 2048 points took only 1.215 s on the Jetson AGX Orin platform to form a nine-consecutive-
frame image with a resolution of 0.15 m, with each frame taking only 0.135 s, enabling real-time
imaging at a high frame rate of 5 Hz. In actual testing, continuous mapping can be achieved without
losing the scenes, intuitively obtaining the dynamic observation effects of the area. The processing
results of the measured data have verified the reliability and effectiveness of the proposed scheme,
satisfying the processing requirements for real-time ViSAR imaging.

Keywords: video synthetic aperture radar; high frame rate; embedded GPU; CUDA; real-time imaging

1. Introduction

The conventional synthetic aperture radar (SAR) is capable of performing ground
detection, which possesses the advantages such as full-time, all-weather, and long-range
imaging. Unfortunately, the SAR has certain limitations in detecting moving targets [1–5].
Compared to the conventional SAR, the video SAR (ViSAR) can perform high-frame-
rate imaging and monitoring of the target area, obtaining dynamic observation effects of
the area [6–10]. The unmanned aerial vehicle (UAV)-borne ViSAR has great application
potential [11–13]. This technology integrates the advantages of unmanned flight platforms
and the ViSAR while enabling high-precision high-frame-rate imaging of the target area,
which not only reflects dynamic changes directly in the scene area, but also provides high-
resolution images for resource exploration, terrain exploration, and disaster prediction
and evaluation, etc. The UAV-borne ViSAR system receives a large amount of raw data,
and the system processor has harsh power consumption limitations. This poses severe
requirements for its imaging algorithm flow and the selection of appropriate processing
platforms. Currently, the most commonly used imaging processing platforms include the
digital signal processor (DSP), the field programmable gate array (FPGA), and the graphic
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processing unit (GPU). Yang et al. used a back projection (BP) algorithm to achieve real-time
imaging processing of the SAR on a DSP hardware processing platform [14]. However,
since the DSP adopts a serial processing method, which is not suitable for high-frame-
rate real-time imaging of the ViSAR. In addition, due to its limited computing resources
and low operating frequency, the DSP processing system is unable to realize high-speed
parallel computing, not to mention satisfying the real-time imaging processing of large
pixel numbers and high frame rates.

The FPGA-based processing system is the most widely used real-time signal processing
platform, which not only performs parallel computing with small power consumption,
but also achieves high data throughput [15,16]. In 2022, Cao et al. proposed an efficient
architecture of an FPGA-based BP algorithm, which accomplished real-time SAR imaging
processing on a single chip [17]. The above experiment adopted the Xilinx XC7VX690T
FPGA platform, which took only 1.1 s for processing an image of 900 × 900 points at
a 200 MHz clock frequency with a maximum resource utilization rate of over 80% and
a system power consumption of 21.073 W. Although the FPGA has been widely used
within the scope of SAR real-time imaging processing owing to its advantages such as
excellent processing performance, low power consumption, high integration, and small
physical dimensions, the development of FPGA still remains challenging along with its
time-consuming development and validation cycle [18].

Despite the fact that the performance of the desktop-level GPU can satisfy the
requirements of processing the ViSAR [19], their physical dimensions and power con-
sumption are not suitable for the field of real-time imaging processing in which the
payload is limited [20–22]. As high-performance computing technology develops, the
computation power of the embedded platform has improved significantly. Compared
with the desktop-level GPU, the embedded GPU not only has advantages of high inte-
gration, small size, low power consumption, low cost, and a short development cycle,
but also solves the communication problem between the CPU and the GPU, satisfying
the requirements of high-performance, low-power, and miniaturization for UAV-borne
ViSAR imaging systems [23–27]. Implementing ViSAR imaging algorithms on the em-
bedded GPU requires optimizing not only the entire imaging algorithm flow, but also
the performances of memory and parallel computing throughout the calculation process,
thereby satisfying the imaging processing requirements of the high frame rate and the
high resolution for the ViSAR [28–30]. In 2022, Tian et al. reported a real-time airborne
SAR imaging method based on an embedded GPU. They installed the Jetson TX2 on a
UAV and processed the raw echo data captured by the UAV in real time. On a single-core
and single-thread Jetson TX2 CPU, accomplishing a complete imaging algorithm took
approximately 2640 s. However, accomplishing the same algorithm took only 193 s
on the GPU, by adopting which the real-time performance and practicality of the SAR
system can be significantly improved [31]. Subsequently, Yang et al. conducted the
experimental tests using a chirp scaling (CS) algorithm for the image processing system
on NVIDIA Jetson Nano, NVIDIA AGX Orin, and NVIDIA GeForce RTX 2060 Max-Q
platforms. The test results of processing 8192 × 8192-point data on the above different
platforms required 5.86 s, 0.395 s, and 0.956 s with the power consumptions of 5 W, 60 W,
and 230 W, respectively [32]. The test results suggested that the embedded GPU platform
exhibits better real-time performance while ensuring that imaging errors are within an
acceptable range.

In this paper, we propose a real-time imaging processing method for the UAV-
borne ViSAR based on an embedded GPU. The proposed method implements the signal
generation and acquisition on an FPGA and accelerates the parallel computing real-
time imaging processing on an embedded GPU after digital down conversion. Based
on the CUDA parallel programming model, a parallel computing method for RD and
MD algorithms is designed. By utilizing the advantages of the embedded GPU of high
memory throughput and parallel computing, the efficiency of real-time ViSAR imaging
has been effectively improved.
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The key contributions of this paper can be summarized as follows.

(1) In response to the problems of heavy computational duty and high computational
complexity in traditional ViSAR algorithms, we proposed parallel computing methods
for RD and MD algorithms based on the CUDA parallel programming model. By
utilizing the advantages of the embedded GPU characterized with parallel computing,
we improved the processing speed of real-time ViSAR imaging.

(2) We adopted a unified memory management approach which can greatly reduce data
replication and communication latency between the CPU and the GPU. In order to
enhance memory access efficiency, it is essential to achieve the optimal use of both
global and shared memory. When using FFT functions in the algorithm, configuring a
cuFFT plan only once and releasing cuFFT resources uniformly after accomplishing
all Fourier transforms can improve FFT execution efficiency and reduce memory
overhead. Through the above operations, the efficiency of real-time ViSAR imaging
has been further improved.

(3) We proposed a high-frame-rate ViSAR real-time imaging processing system based
on an embedded GPU, which has the characteristics of small size, low power con-
sumption, and high-frame-rate real-time imaging. The robustness and effective-
ness of the proposed system were verified by the measured data processing results
on the Jetson AGX Orin platform, satisfying the requirements of ViSAR real-time
imaging processing.

The remainder of this paper is summarized as follows. Section 2 introduces the
imaging modes and algorithms of ViSAR, to which the motion compensation algorithms
are formulated. Section 3 highlights the implementation and optimization steps of ViSAR
imaging algorithms on an embedded GPU. Section 4 analyzes the experimental results of
the test data. Section 5 discusses the importance of the integrated architecture through the
task execution times of different platforms. Section 6 summarizes conclusions of this paper.

2. Imaging Algorithm of the ViSAR
Imaging Modes of the ViSAR

The azimuth pulses in the ViSAR are divided in a certain way and processed separately
into SAR images. During the process of data collection and real-time imaging, overlapping
may exist amongst scenes in each frame. Assume that under forward side-looking scenarios,
the flight speed of the carrier aircraft is v, the radar wavelength is λ, the radar slant range
is Ra, the antenna beamwidth is β, and the synthetic aperture length is L = Na/PRF · v,
where PRF denotes the pulse repetition frequency, and Na is the number of azimuth pulses.
The imaging mode of the video SAR is shown in Figure 1.

The azimuth resolution of the above imaging system can be expressed as:

ρa =
λ

2L/Ra
=

PRF · λRa

2Nav
(1)

when the imaging processing time required is less than the synthetic aperture time, and
the frame rate of the imaging system is the reciprocal of the synthetic aperture time.
According to Figure 1, when overlapping occurs in ViSAR imaging data, it is equivalent
to re-segmenting each frame of the data, under which circumstance the frame rate of the
system is no longer the reciprocal of the synthetic aperture time. Assuming that the number
of azimuth pulse overlapping between each frame of the imaging data is N1, the number
of azimuth pulses updated each time is Na − N1. If the imaging processing time is much
less than the time required to update Na − N1 azimuth pulses, the real-time imaging frame
rate F of the system can be expressed as:

F =
PRF

(Na − N1)
. (2)
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Figure 1. Imaging mode of the video SAR.

The radar moves along a straight line at a speed of v, and the distance from any point P
in the scene to the coordinate origin along the positive direction is xn. During the radar
beam’s continuous illuminating on point P in the scene, let the slow time be tm. Assuming
that the signal transmitted by the radar is reflected back from the transmitting antenna to
point P in the scene, the base frequency signal S1 received by the radar can be expressed as:

S1 = ar

(
t̂ − 2R(tm ,R1)

c

)
aa(tm)

× exp
(

jπγ
(

t̂ − 2R(tm ,R1)
c

)2
)

exp
(

j2π fc

(
t − 2R(tm ,R1)

c

)) . (3)

In the above Equation (3), c denotes the speed of light, tm denotes the slow time, t̂ denotes
the fast time, t denotes the total time, ar(·) denotes the range window function of the
radar signal, aa(·) denotes the azimuth window function of the radar signal, γ denotes the
frequency rate, and R(tm, R1) denotes the instantaneous slant range that is expressed as:

R(tm, R1) =

√
(R1 cos θ)2 + (R1 sin θ + xn − vtm)

2. (4)

Since the transmitted signal is characterized with high carrier frequency, the radar
system performs differential frequency processing on the echo signal to sample it at a
lower sampling rate in order to alleviate the processing pressure for signal receiving
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signal systems. Furthermore, because the different processing causes echoes from different
distances to be not time-aligned, it is necessary to conduct deramping with respect to
the output results of the intermediate frequency to align these echoes in time. The two-
dimensional (2D) time-domain signal S2 after deramping is described as:

S2 = rect
(

t̂
Tp

)
aa(tm) exp

(
−j

4πγR3

c
t̂
)

exp
(
−j

4π fc

c
R3

)
, (5)

where fc is the carrier frequency of the signal, rect(·) is the rectangular window function, Tp
is the pulse width of the signal, R2 is the instantaneous slope distance when the radar’s
central beam passes across the central point of the scene, and R3 = R(tm, R1)− R2. Let
the new range frequency variable be f̂r = γt̂, and the equivalent range frequency-domain
azimuth time-domain signal S3 is obtained, which can be expressed by:

S3 = rect

(
f̂r

γTp

)
aa(tm) exp

(
−j

4π(R(tm, R1)− R2)

c

(
f̂r + fc

))
. (6)

A range cell walk correction function H1 is constructed, which is written as:

H1 = exp
(
−j

4πvtm sin θ

c

(
f̂r + fc

))
, (7)

Function H1 is multiplied with the signal S3 to obtain the corrected signal S4, which is
written as:

S4 = rect

(
f̂r

γTp

)
aa(tm) exp

(
−j

4π(R(tm, R1)− R2 + vtm sin θ)

c

(
f̂r + fc

))
. (8)

A quadratic range pulse compression and range cell migration correction function H2 is
constructed, which is written as:

H2 = exp

jπ
2λR2β2

c2
(√

1 − β2
)3 f̂ 2

r

 exp
(

2πR2

c
β2 fr

)
, (9)

Function H2 is multiplied with 2D frequency-domain signal S4, and then quadratic range
pulse compression and range migration correction is performed on the S4. Subsequently,
an inverse fast Fourier transform (IFFT) is performed with respect to the above S4 that is
pulse-compressed and corrected, after which the range-Doppler-domain signal S5 is thus
obtained, which can be expressed as:

S5 ≈ sinc
(

B
(

t̂r − 2(R1−R2+xn sin θ)
c

))
aa( fa) exp

(
−j 4πxn sin θ

c fc

)
× exp

(
−j 2π

v cos θ R1
√

f 2
am − f 2

a

)
exp

(
−j2π fa

xn
v
)

exp(jΦE)
. (10)

The above operations realize range migration correction for the signal. It is known that
the term of theoretical azimuth pulse compression exists in the azimuth phase. However,
the phase error ΦE is mixed into the azimuth phase, which causes defocusing in the
final azimuth-focused image. In addition, the velocity variation of the airborne platform
equipped with the radar during flight also affects the final azimuth resolution, resulting
in the geometric deformation of the final focused image. In order to eliminate the above
geometric deformation of the image caused by the velocity variation of the radar platform,
we construct the azimuth scaling function H3, which is written as:

H3 = exp
(

j
2π

v cos θ
R1

√
f 2
am − f 2

a

)
exp

(
−j

π

k1
f 2
a

)
, (11)
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In the above Equation (11), k1 is the scaling factor and k1 = −2v2/λR4, where R4 is
the scaling slant range. Then, the azimuth scaling function H3 is multiplied with the
range-Doppler-domain signal S5 to realize geometric micro correction of the image, thereby
obtaining the azimuth-scaling processed signal. An azimuth IFFT is performed with respect
to the above signal, we obtain the 2D time-domain signal S6, which is written as:

S6 ≈ sinc
(

B
(

t̂r − 2(R1−R2+xn sin θ)
c

))
aa(tm)

× exp
(
−j 4πxn sin θ

c fc

)
exp

(
jπk1

(
tm − xn

v
)2

+ jφe

) , (12)

where φe denotes the time-domain form of the phase error ΦE.
The 2D time-domain signal is divided into azimuth-overlapped sub-apertures, and

a map drift (MD) method is conducted for estimating phase errors of each individual
sub-aperture. Then, sub-aperture phase errors are concatenated to obtain the phase error.
Phase error compensation is performed with respect to the phase error estimated by the
sub-aperture MD method to eliminate errors in the signal, and subsequent precise focusing
is realized, thereby obtaining 2D time-domain signal S7 that is phase-error-compensated,
which is written as:

S7 ≈ sinc
(

B
(

t̂r − 2(R1−R2+xn sin θ)
c

))
aa(tm)

× exp
(
−j 4πxn sin θ

c fc

)
exp

(
jπk1

(
tm − xn

v
)2
) . (13)

The azimuth dechirp function H4 is constructed, which is expressed as:

H4 = exp
(
−jπk1tm

2
)

. (14)

The azimuth dechirp function is multiplied with the phase-error-compensated 2D time-
domain signal to realize Doppler-domain focusing, which is expressed as:

S8 ≈ sinc
(

B
(

t̂r − 2(R1−R2+xn sin θ)
c

))
aa(tm) exp

(
−j2πk1

xn
v tm

)
× exp

(
−j 4πxn sin θ

c fc

)
exp

(
jπk1

( xn
v
)2
) (15)

The processing flow of the high-frame-rate ViSAR real-time imaging algorithm is
demonstrated in Figure 2.

However, in order to satisfy the demands of high-frame-rate and high-resolution
real-time imaging, the raw data volume received by unmanned aerial vehicle (UAV) video
synthetic aperture radar (SAR) systems continues to increase, imposing elevated require-
ments on real-time imaging processing platforms. While traditional CPUs exhibit strong
single-core processing capabilities, they have been proven to be insufficient for handling
such massive data volumes. Therefore, the proposed method implements the signal gener-
ation and acquisition on an FPGA and accelerates the parallel computing real-time imaging
processing on an embedded GPU after digital down conversion. Specifically, by utilizing
the CUDA parallel programming model, we devised parallel computation methods for RD
and MD algorithms. A unified memory management approach is employed to eliminate
data copying and communication latency between the CPU and the GPU. The embedded
GPU’s high memory throughput and parallel computing capabilities are fully harnessed,
significantly enhancing the efficiency of real-time video SAR imaging.
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3. Implementing and Optimizing the Embedded-GPU-Based ViSAR
3.1. CUDA-Implemented RD Algorithm

Figure 3 shows the implementation process of the range-Doppler (RD) algorithm on
an embedded GPU, with the specific steps are presented as follows.
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Step 1. The original data are initially stored consecutively in the range direction in
an embedded GPU. Firstly, perform a range fast Fourier transform on the data, and call
cuFFT library function in the compute unified device architecture (CUDA) to conduct a
one-dimensional (1D) range Fourier transform on the original data. Calling the cuFFT
library function requires configuring a cuFFT plan. After accomplishing the fast Fourier
transform (FFT) operations, the cuFFT plan must be freed. Since the configuring and freeing
of the cuFFT plan require calling the cuFFT library function repeatedly throughout the
entire execution process of the RD algorithm, it consumes a great amount of time. Given
the above situation, configuring only the first call to the cuFFT library function and then
freeing it after the last call can save lots of time.

Step 2. Set the first kernel function. Then, parallel compute the data on which a
range-direction FFT is performed and the function on which range-direction deramping
is conducted, and then multiply the two of them. Truncate the data processed by the
range-direction deramping to reduce the number of computation points to minimize
computational complexity, thereby improving computational efficiency. After the above
operations, perform a range-direction FFT with respect to the truncated data.

Step 3. Set the second kernel function, and then parallel compute the multiplication
of the data on which the range walk correction is conducted, the inertial navigation com-
pensation factor, and the data on which the range-direction FFT is performed. Then, set
the matrix transposing kernel function to transpose the output data of the second kernel
function arranged consecutively in the range direction to the data arranged successively
in the azimuth direction. The purpose of setting the transposed matrix is to ensure that
the imaging data are consecutively read during the azimuth-direction processing, so the
memory access in kernel functions can be merged to increase the memory access bandwidth
while reducing access latency. Meanwhile, the matrix-transposing kernel functions utilize
shared memory to optimize global memory access, improving the execution efficiency of
kernel functions.

Step 4. Perform azimuth-direction FFT operations on the transposed data, set the third
kernel function, and then parallel compute the multiplication of the quadratic-range pulse
compression function, the range cell migration correction function, and the data on which
an FFT is performed in the azimuth direction.

Step 5. Call the matrix-transposing kernel function to transpose the resultant data
of the third kernel function, and then, transpose the data arranged consecutively in the
azimuth direction to those arranged consecutively in the range direction.

Step 6. Perform an range-direction IFFT with respect to the transposed data. Set the
fourth kernel function, and then parallel compute the multiplication of the azimuthal pulse
compression function and the data on which an IFFT is performed, after which phase
compensation is conducted. Subsequently, the matrix-transposing kernel function is called
to transpose the original data that are stored in the range direction into those stored in
the azimuth direction, and conduct an IFFT in the azimuth direction with respect to the
transposed data, thereby accomplishing the imaging process of the RD algorithm.

3.2. CUDA-Implemented MD Algorithm

After the original data are processed by the RD algorithm, they enter into the flow of
the MD algorithm, with the specific flow demonstrated in Figure 4.
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Firstly, the preliminary imaging results are truncated to minimize computational
complexity and improve computational efficiency without trading off accuracy. Then,
estimate the motion error, and compensate for the motion error of the captured preliminary
imaging results. Finally, after deramping in the azimuth direction, the final imaging results
are obtained, with the flowchart of error estimation demonstrated in Figure 5.
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The specific implementing steps of the MD algorithm on an embedded GPU are
formulated as follows.

Step 1. Truncate preliminary imaging results. This helps minimizing computational
complexity while improving computational efficiency without trading off accuracy. Then,
estimate the motion error according to the original data, as shown in Figure 6.

Step 2. The truncated data are subjected to azimuth block processing, with the data
being partially overlapped in the azimuthal direction. The divided minimum unit of the
resultant block is an even power of two. Then, set the fifth kernel function to perform
deramping in the azimuth direction on each block of data.

Step 3. Divide the deramped data into two secondary sub-blocks of the same size, and
then perform an FFT in the azimuth direction on the two blocks after accomplishing zero
padding in the azimuth direction.

Step 4. Take the frequency-domain amplitude in the azimuth direction of the two
secondary sub-block data on which an FFT is performed, i.e., take absolute values of the
data on which the FFT is conducted. Then, perform an FFT in the azimuth direction on the
two secondary sub-block data after taking absolute values.

Step 5. Set the sixth kernel function, parallel compute the multiplication of the two
secondary sub-block data on which an FFT is conducted in the azimuth direction, and then,
perform an IFFT in the azimuth direction with respect to the multiplication result.
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Step 6. Set the seventh kernel function, parallel compute the azimuth amplitude of the
data on which an IFFT is performed, and then, perform the summation of the data in the
range direction.

Step 7. Set the eighth kernel function, parallel compute the results of error fitting
estimation. Repeat steps 3 to 7, until the motion errors of full aperture are obtained.

Step 8. Set the ninth kernel function and parallel compute the multiplication of the
motion error and the preliminary imaging result to compensate the motion error.

Step 9. Set the tenth kernel function, and parallel compute the multiplication of the
data for which the motion error is compensated and the deramping function in the azimuth
direction, thereby obtaining the final imaging result.

3.3. Optimizing ViSAR Imaging

Due to the linear storage characteristics of the original SAR data and the processed
intermediate result data in computer memory, we adopted the method of matrix transposi-
tion. This suggests that during data processing in the azimuth direction, the data are stored
in the azimuth direction, while during that in the range direction, the data are stored in the
range direction, thereby improving the efficiency of the processor in reading and writing
data in memory.

Considering the characteristics of the embedded GPU platform, this paper adopted
the following optimization approaches.

(1) Unified memory management. It has been acknowledged that the GPU is not an
independent computing platform; instead, it must collaborate with the CPU to form a
heterogeneous computing architecture. As shown in Figure 6a, conventional heteroge-
neous computing architectures of a GPU and a CPU are generally discrete, where the
GPU and the CPU have their own independent memory. They are connected through
peripheral component interconnect express (PCIe), and data need to be transmitted
through a PCIe bus. Conversely, the heterogeneous computing architecture of an
embedded GPU is integrated, where a CPU and a GPU are integrated on a single
chip and share main memory on physical addresses. As shown in Figure 6b, in the
embedded GPU, the CPU and the GPU do not have independent memory, thus not
requiring data transmission through a PCIe bus.
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The data transmission method used by the conventional discrete architecture of the
“CPU plus GPU” heterogeneous platform is to reserve some memory space in the CPU
and the GPU separately. Specifically, data are first read into the CPU and then copied from
the CPU into the GPU for subsequent processing. After completing data processing, the
data are then copied from the GPU to the CPU. Since data transmission is affected by the
bandwidth of the PCIe bus, this physical bottleneck can hardly be overcome. In addition,
when the amount of data is tremendous, transmitting data is quite time-consuming, which
severely degrades the algorithm performance. For the embedded GPU, due to the fact
that the CPU and the GPU share the same physical memory, adopting this method for
transmitting data is rendered a meaningless copy in memory, seriously wasting the memory
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resources of the embedded GPU and greatly limiting the amount of data that the embedded
GPU can process.

In response to the above problems, considering the integrated architecture of the
embedded GPU, this paper adopts the unified memory method for memory management.
This approach defines a managed memory space where allocated space can be accessed
on both the CPU and the GPU using the same memory address (i.e., pointer). The unified
memory provides a “unified data pointer” model, which is similar to zero-copy memory in
concept. Regardless of adopting unified memory or zero-copy memory in the embedded
GPU, neither will additional space in memory be occupied, nor will memory copy happen
between the CPU and the GPU. While using zero-copy memory can save memory space
and reduce data-copying time, it disables caching and may potentially cause a performance
degradation. In contrast, adopting unified memory not only avoids redundant memory
reservation and data transmission, but also prevents the performance degradation caused
by disabling the cache, thereby effectively saving the memory space of the embedded
GPU. In addition, adopting unified memory simplifies the program code and improves
its maintainability.

(2) Aligned and pinned memory access. Global memory is the largest and most commonly
used memory in the GPU, and most of the GPU applications are limited to memory
bandwidth. Therefore, maximizing the utilization of global memory bandwidth is the
key to optimizing kernel function performance. Using aligned and pinned memory
access to the largest extent can maximize the efficiency of memory access and achieve
optimal performance when reading and writing data. The former refers to the fact
that the first address of a memory transaction is an even multiple of the cache line size
used for transaction services (32 bytes of L2 cache or 128 bytes of L1 cache). The latter
refers to all threads in a thread warp accessing a contiguous block of threads. It can
be observed from Figure 7 that the aligned and pinned memory access only requires
one data transfer to complete data access.
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Figure 8 demonstrates the schematic diagram of unaligned and unpinned memory
access, in which multiple data transfers are required to complete data access. During this
process, most of the bytes obtained are not used, thus wasting bandwidth and affecting the
speed of accessing GPU memory. Therefore, accessing global memory must maximize the
use of aligned and pinned memory access to effectively mitigate performance degradation
caused by memory access.
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(3) Shared memory. Shared memory is one of the important types of memory space for
the GPU, which also functions as a critical tool for optimizing CUDA programs. The
two key attributes to measuring the optimization of memory performance is the delay
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and bandwidth. Compared to global memory, shared memory has a latency reduction
of approximately 20 to 30 times and a bandwidth increase of approximately 10 times.
Therefore, it can be used to prevent global memory latency and bandwidth from
being degraded on memory performance. When each thread block starts execution,
certain amounts of shared memory are allocated and the address space of this shared
memory is shared by all threads in the thread block. Accessing shared memory can
be categorized into the following three modes:

(a) Parallel access: accessing multiple banks from multiple addresses.
(b) Broadcast access: a single address reads a single bank.
(c) Serial access: multiple addresses access the same bank.

In the parallel access mode, accessing shared memory can be as fast as registers. In
the broadcast access mode, although the utilization of bandwidth is low, the accessing can
also be as fast as registers. In the serial access mode, bank conflict will occur, if multiple
addresses accessed belong to the same bank, under which circumstance requests have to
be made in a serial manner. As a result, the time required to satisfy these accesses will
greatly increase. Avoiding bank conflict must be ensured when using shared memory.
Under certain scenarios where parallel and broadcast access are not possible, memory
filling methods shall be adopted to avoid the conflict. As for both RD and MD algorithms,
matrix transposition and array multiplication can effectively utilize shared memory in
kernel functions, thereby optimizing memory access.

(4) FFT operation. In RD and MD algorithms, multiple FFT/IFFT operations need to be
executed to accomplish compression in the azimuth direction and the range direction.
Based on CUDA implementation, the cuFFT library provides highly optimized Fourier
transforms. Using the cuFFT library for FTs not only improves the computation speed,
but also saves the development time of algorithms. The configuration of the cuFFT
library is accomplished through an FFT plan, which defines a single transformation
operation to be performed. When calling the cuFFT library, a plan is configured first.
The cuFFT library uses the plan to obtain memory allocation, memory transfer, and
kernel startup to execute transformation requests. After FT operations are completed,
cuFFT resources need to be released.

Frequently configuring cuFFT plans is time-consuming. If the cuFFT plan is recon-
figured and then released every time when it is used for FTs, the execution efficiency will
decrease. Therefore, it is reasonable to configure a cuFFT plan for only one time and then
uniformly release cuFFT resources after all FT operations are completed. Subsequently, pass
the same address to the input and output parameters each time to conduct FFT operations,
thereby improving the execution efficiency of FFTs while reducing memory overhead. Note
that the data obtained from accomplishing IFFTs using the cuFFT library are not normalized.
Therefore, to ensure the correctness of the obtained data, the data must be divided by the
number of FT points after conducting IFFTs.

In summary, the optimization of video SAR imaging algorithms in this paper mainly
includes the following points:

(1) The unified memory approach is used for memory management. The advantage of
this approach lies in the fact that allocated space can be accessed using the same
memory address (i.e., pointers) on both the CPU and the GPU, thereby avoiding
the need for occupying additional space in memory and performing data copying
between the CPU and the GPU.

(2) In order to maximize memory access efficiency, we should fully leverage the global
memory bandwidth. When accessing memory, it is advisable to use aligned memory
and pinned memory to achieve the optimal performance.

(3) Shared memory is reasonably used. Shared memory, compared to global memory,
exhibits lower latency (approximately 20–30 times lower) and higher bandwidth
(approximately 10 times higher). Therefore, in range-doppler (RD) and multi-look
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processing (MD) algorithms, operations involving matrix transposition and array
multiplication can be optimized using shared memory within the kernel function to
enhance memory access.

(4) When using FFT functions in the algorithm, configuring a cuFFT plan only once and
releasing cuFFT resources uniformly after accomplishing all Fourier transforms can
improve FFT execution efficiency and reduce memory overhead.

4. Experimental Results and Analysis

In order to verify the processing performance of ViSAR imaging of the embedded
GPU, we conducted real-time ViSAR imaging processing on the embedded GPU using
measured data. The platform used for the GPU was the Jetson AGX Orin. The architecture
of the embedded GPU ViSAR high-frame-rate imaging system is shown in Figure 9.
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Figure 9. The embedded GPU ViSAR high-frame-rate imaging system.

The system included a radar signal acquisition module, an embedded GPU, and an
optical fiber-to-PCIe (OTP) module. The radar signal acquisition module was responsible
for signal generation and acquisition. After digital down conversion, the real-time imaging
processing part that could be calculated in parallel was sent to a data-processing module.
The data-processing module included the embedded GPU and the OTP module. The
embedded GPU and the OTP module were interconnected via a PCIe bus. The data
between the raw data delivery module and the OTP module were transmitted through an
optical fiber.

A comprehensive analysis was performed, which took into account the atmospheric
attenuation chart shown in Figure 10 and considered the variations in signal transmission
strength under different conditions.

Based on the millimeter-wave radar’s capability to operate in all-weather and all-day
conditions, unaffected by adverse weather conditions, and recognizing its advantages
in precision, stability, sensitivity, and interference resistance, we selected the 94 GHz
millimeter-wave radar band. We performed data collection in real-world environments
to ensure the practical feasibility of our research. During the data processing phase, we
exported radar data to the embedded GPU at an echo rate through a data recorder. The
design of this process aimed to simulate real-time processing on board, allowing us to
conduct effective performance evaluation under conditions that closely resembled practical
application scenarios. The embedded GPU platform used in this paper was the Jetson AGX
Orin. For comparative analysis, experiments were also conducted on the Jetson Nano, the
Jetson TX2, and the RTX 2060 Max-Q platforms. Table 1 lists the hardware parameters for
all experimental platforms.
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Table 1. Hardware system parameters of the experimental platforms.

Specification Jetson AGX Orin Jetson Nano Jetson TX2 RTX 2060 Max-Q

GPU 2048-core
NVIDIA Ampere

128-core
NVIDIA Maxwell

256-core
NVIDIA Pascal 1920-core NVIDIA Turing

CPU 12-core ARM
A78AE@2.2 GHz

4-core ARM
A57@1.43 GHz

2-core Denver@2.0 GHz
4-core ARM A57@2.0 GHz

8-core
Intel i7-10875H@2.30 GHz

Memory 32 GB 256-bitLPDDR5
204.8 GB/s 4 GB 64-bit LPDDR4 25.6 GB/s 8 GB 128-bit LPDDR4 59.7 GB/s 6 GB

192-bit GDDR6 264.0 GB/s

GPU
Frequency 1.3 GHz 922 MHz 1.3 GHz 1185 MHz

Power
consumption 60 W 5 W 15 W <230 W

Figure 11 shows the nine-consecutive-frame imaging results of the ViSAR obtained
by conducting the method of high-frame-rate ViSAR real-time imaging on the Jetson AGX
Orin platform.

The area marked with a red box was a moving car. The original experimental data
used were 2048 × 2048 single-precision floating-point complex data. The total processing
time for the above data was 1215 ms, and the imaging time for each frame was 135 ms. The
test results met the requirement for real-time imaging frame rates of 5 Hz. In practical tests,
continuous imaging can be achieved without losing the scene, intuitively reflecting the
positional changes of the car.

In order to verify the ViSAR imaging processing performance of the embedded GPU,
we adopted the measured data for processing, using the original data of 2048 × 2048
single-precision floating-point complex data points. Based on the Jetson AGX Orin
platform, we processed the data using the parallel designed RD and MD algorithms. On
the MATLAB platform, we also processed the same data using the traditional RD and
MD algorithms. We obtained a frame of ViSAR imaging results separately, which are
presented in Figure 12.
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Figure 13 shows the errors between the imaging results obtained by using the embed-
ded GPU and those by MATLAB.
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Due to the large original echo values of the ViSAR, small differences are amplified
in ViSAR imaging algorithms. The calculations in MATLAB are generally considered
accurate enough. Therefore, the calculation results of MATLAB were used as a reference
to calculate the difference of the Jetson AGX Orin processing result. We adopted the
percentage to measure the difference (i.e., using the absolute difference divided by the
result in MATLAB), and the maximum percentage difference did not exceed 0.8%, which
is within an acceptable range. Therefore, the imaging accuracy of implementing the
real-time ViSAR imaging processing algorithm on the embedded GPU can satisfy the
requirements in practical applications.

Within the realm of image quality evaluation metrics, the PSNR is primarily employed
to assess the degree of distortion between two images, while the SSIM is utilized to compare
the structural similarity between two images. To investigate the variations in the quality
of video SAR frame images during the algorithm optimization process, we conducted
a comparative analysis using the PSNR and the SSIM to evaluate the quality of ViSAR
frame images obtained through the proposed method in comparison to the those with the
MATLAB method. The comparative results are presented in Table 2:

Table 2. Comparison results of test images.

PSNR SSIM

Image 48.1308 dB 0.9652

We evaluated the real-time performance of the ViSAR imaging processing process
implemented on the Jetson AGX Orin platform, the Jetson NANO platform, the Jetson
TX2 platform, and the RTX 2060 Max-Q platform and compared the results with those of
the real-time performance of the ViSAR imaging processing process on the CPU platform
without parallel computing. The CPU platform used was Intel Core i7-10875H, and the
Jetson AGX Orin platform adopted the 60 W power consumption mode. The imaging
processing time statistics are listed out in Table 3.

Table 3. Processing times of ViSAR imaging on different platforms.

Processing Platform Jetson AGX Orin RTX 2060 Max-Q Jetson Nano Jetson TX2 Core i7-10875H CPU

Processing time required
by the RD algorithm 0.012 s 0.014 s 0.163 s 0.126 s 0.348 s

Processing time required
by the MD algorithm 0.123 s 0.172 s 1.825 s 1.432 s 5.022 s

Total time consumption 0.135 s 0.186 s 1.988 s 1.558 s 5.370 s
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It can be seen from Table 3 that the processing time of the Jetson AGX Orin plat-
form was the shortest, and its performance surpassed those of conventional higher power
consumption computers equipped with GPU RTX 2060 Max-Q. Moreover, owing to the
advantages such as the number of CUDA cores, GPU frequency, and memory, the pro-
cessing time of the Jetson AGX Orin platform was much smaller than those of the Jetson
Nano and the Jetson TX2. Compared to conventional CPUs, using an embedded GPU for
parallel computing can improve the processing performance of ViSAR imaging by nearly
40 times. The test results verified that the system can process 2048 × 2048 single-precision
floating-point complex data into an image with a resolution of 0.15 m and achieve real-time
imaging at a high frame rate of 5 Hz. The reliability and effectiveness of the system were
verified, satisfying the requirements of video SAR real-time imaging processing.

5. Discussion

By comparing the execution times of tasks on different experimental platforms, it can
be observed that the times spent running various kernel functions on the Jetson AGX Orin
platform and the RTX 2060 Max-Q platform were less than that on the Jetson Nano and the
Jetson TX2. This is related to the number of CUDA cores and GPU frequency. It is note-
worthy that the Jetson AGX Orin platform, despite having a comparable number of CUDA
cores to that of the RTX 2060 Max-Q platform, exhibited lower time consumption. This can
be largely attributed to CUDA memory copy time. Due to the integrated heterogeneous
architecture of embedded GPUs, where the CPU and the GPU share the same physical
memory space, there is no need to transfer data between the host and the device before
and after executing kernel functions. In contrast, the CPU and the GPU in the RTX 2060
Max-Q platform operate on a discrete architecture, necessitating data transfer between
them through a PCIe bus [32]. As a result, CUDA memory copy occupies a significant
portion of the runtime on the RTX 2060 Max-Q platform, leading to reduced processing
performance. The integrated architecture of the Jetson Nano, the Jetson TX2, and the Jetson
AGX Orin platforms allows them to benefit from time savings in CUDA memory copy.

6. Conclusions

Currently, most of the existing ViSAR real-time processing systems are based on FPGA
platforms. However, the overlapping apertures occurring between frames under the ViSAR
working mode pose great challenges in data storage, transmission, and processing. Due to
the limited resources of FPGAs, the processing efficiency of a complicated ViSAR imaging
algorithm flow conducted on an FPGA is hard to improve, which further hinders the
advancement of real-time imaging frame rates.

In response to the above problems, this paper proposes a heterogeneous scheme
of real-time imaging processing based on an embedded GPU and an FPGA. Firstly, the
proposed scheme implements the generation and acquisition of signals on the FPGA and
accelerates the parallel computing real-time imaging processing on the embedded GPU
after digital down conversion. By utilizing the advantages of high memory throughput
and parallel computing of the embedded GPU, the efficiency of real-time ViSAR imaging
has been effectively improved. Finally, the real-time imaging processing performance of
the embedded GPU for the ViSAR was verified by using measured data. The experimental
results suggest that it took only 0.135 s on the Jetson AGX Orin platform to process data
from 2048 × 2048 points into a one-frame image, which improved the performance of
nearly 40 times compared to CPU implementation. The results have verified that our
proposed scheme can achieve real-time imaging at a high frame rate of 5 Hz for 2048 × 2048
single-precision floating-point complex data, thereby satisfying practical requirements for
real-time ViSAR imaging processing and verifying the reliability and effectiveness of the
proposed system.

However, for the video SAR, a higher frame rate is crucial for effective target detection.
Therefore, further optimization of kernel functions is required in RD and MD parallel algo-
rithms on the embedded GPU. This involves a detailed analysis of various computational
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performance metrics during kernel runtime, leading to further enhancements in memory
management and thread allocation. Our plan includes a thorough optimization of the GPU,
leveraging its parallelism to achieve shorter processing times. While these optimization
efforts are designed for a single GPU, considerations for designing and improving parallel
algorithms based on dual or even multiple GPUs will be explored in subsequent work.

Simultaneously, addressing interface issues between the embedded GPU and FPGA
platforms poses a significant challenge. Redundant interfaces contribute to increased
overall system complexity, especially as multiple high-speed ADCs and DACs cannot
directly interact with the embedded GPU. The current approach involves connecting them
through an FPGA and transferring data via PCIe, limiting the real-time capabilities of
the video SAR. At present, there are heterogeneous chips similar to RFSoC that simplify
hardware connections and improve overall performance and real-time performance. We
aim to draw insights from this integrated design experience in future research. Our goal is
to explore a more compact system architecture to better satisfy the twofold requirements of
real-time performance and system complexity.
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