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Abstract

:

Exploring soil organic carbon (SOC) mapping is crucial for addressing critical challenges in environmental sustainability and food security. This study evaluates the suitability of the synergistic use of multi-temporal and high-resolution radar and optical remote sensing data for SOC prediction in the Kaffrine region of Senegal, covering over 1.1 million hectares. For this purpose, various scenarios were developed: Scenario 1 (Sentinel-1 data), Scenario 2 (Sentinel-2 data), Scenario 3 (Sentinel-1 and Sentinel-2 combination), Scenario 4 (topographic features), and Scenario 5 (Sentinel-1 and -2 with topographic features). The findings from comparing three different algorithms (Random Forest (RF), XGBoost, and Support Vector Regression (SVR)) with 671 soil samples for training and 281 samples for model evaluation highlight that RF outperformed the other models across different scenarios. Moreover, using Sentinel-2 data alone yielded better results than using only Sentinel-1 data. However, combining Sentinel-1 and Sentinel-2 data (Scenario 3) further improved the performance by 6% to 11%. Including topographic features (Scenario 5) achieved the highest accuracy, reaching an R2 of 0.7, an RMSE of 0.012%, and an RPIQ of 5.754 for the RF model. Applying the RF and XGBoost models under Scenario 5 for SOC mapping showed that both models tended to predict low SOC values across the study area, which is consistent with the predominantly low SOC content observed in most of the training data. This limitation constrains the ability of ML models to capture the full range of SOC variability, particularly for less frequent, slightly higher SOC values.
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1. Introduction


Soil organic carbon (SOC) constitutes an essential element within the global carbon cycle, playing an important role in mitigating climate change, improving soil health, and enhancing agricultural productivity. Quantifying and monitoring SOC content is essential for evaluating soil quality, orienting sustainable land management practices, and achieving international climate change mitigation commitments [1]. Consequently, SOC mapping has garnered global interest as a means of addressing environmental and food security challenges. Interest in SOC mapping has been particularly pronounced in Africa [2,3,4], which faces a unique combination of challenges and opportunities in soil management. The diverse climates and ecosystems of Africa present a varied soil landscape, where accurate SOC mapping can make a significant contribution to improving agricultural resilience, food security, and climate change adaptation efforts [5]. Furthermore, digital mapping of SOC in a sub-Saharan country like Senegal can make a significant contribution to achieving several Sustainable Development Goals (SDGs).



In this context, the integration of machine learning (ML) algorithms with Earth observation (EO) data has been recognized as a powerful approach for improving the accuracy and efficiency of SOC prediction and mapping [6,7]. According to Nenkam Mentho et al. [8], among 110 studies conducted in Africa, 34 and 6 specifically focused on SOC and soil organic matter (SOM), respectively, both with and without the consideration of other soil attributes. For instance, Hengl et al. [9] demonstrated the utility of the Africa Soil Information Service (AfSIS) in conjunction with Moderate Resolution Imaging Spectroradiometer (MODIS) data for the mapping of various soil properties, including SOC and pH, at a resolution of 250 m. Utilizing the same data source, Vågen et al. [5] employed a Random Forest model for SOC mapping across the African continent. Furthermore, Hengl et al. [10] generated 30 m resolution pan-African maps detailing various soil nutrients, such as SOC, pH, total nitrogen (N), phosphorus (P), and potassium (K), among others, through the combination of diverse EO datasets and ensemble ML algorithms. Bouasria et al. [11] explored the feasibility of utilizing pan-sharpened Landsat-8 imagery (15 m resolution) for SOM mapping via multiple linear regression and artificial neural networks. Similarly, Bouslihim et al. [12] employed a Random Forest approach for SOM mapping using Landsat-8 imagery at a 30 m resolution.



Recent advances in remote sensing technologies have expanded the opportunities for digital soil mapping (DSM). Sentinel-1 (C-band synthetic aperture radar) and Sentinel-2 (multi-spectral optical data) satellites can provide unprecedented opportunities for detailed and frequent monitoring of the Earth’s surface, including soil properties. While Sentinel-2 provides high-resolution optical images useful for capturing surface features and vegetation indices, Sentinel-1 radar data offer advantages by penetrating cloud cover and providing information on soil moisture, which is closely linked to SOC content [13,14]. Within the African context, out of 110 studies, 11 have utilized Sentinel-2 data for DSM purposes, yet only 2 have yielded SOC maps at a 10 m resolution [8]. In the first study, Mponela et al. [15] used Sentinel-2 data to determine soil fertility (including SOC, NPK, etc.) for a 0.45 ha area in Malawi. Additionally, Flynn et al. [16] predicted soil particle size distribution and SOC content at a 10 m resolution over a 366 ha area in South Africa. Despite the potential, the application of Sentinel data in Africa for SOC mapping remains underexploited. Predominantly, global studies have employed Sentinel data from a single date [17,18,19,20,21]. However, a limited number of investigations have harnessed multi-temporal data from Sentinel-1 or Sentinel-2 for enhanced analysis [22,23,24].



This study investigates several hypotheses related to DSM for SOC prediction. Firstly, we hypothesized that the combined use of multi-temporal Sentinel-1 and Sentinel-2 data would outperform the individual use of either data source in predicting SOC content. Secondly, we posited that incorporating topographic features as auxiliary environmental variables would further enhance the accuracy of SOC prediction models. Finally, we anticipated that different machine learning algorithms (RF, SVR, and XGBoost) would exhibit varying performance levels depending on the specific combination of input variables and the chosen scenario. To test these hypotheses, we evaluated the efficacy of these data sources and algorithms across various scenarios, aiming to identify the optimal approach for generating high-resolution SOC maps. This research contributes valuable insights into the synergistic potential of Sentinel data and the role of environmental variables and machine learning in advancing digital soil mapping techniques for SOC prediction. In addition, this paper supports SDG 13 (Climate Action) by providing crucial data for understanding and monitoring carbon sequestration capacities, thus informing climate change mitigation strategies, and SDG 15 (Life on Earth) through its potential to improve soil health, promote sustainable land use practices, and combat desertification, which is particularly important in arid and semi-arid regions. In addition, by enabling better-informed agricultural practices, this research indirectly contributes to SDG 2 (Zero Hunger) and SDG 1 (No Poverty) by improving food security and livelihoods through improved soil fertility and crop yields. Thus, digital mapping of soil organic carbon serves as a multi-disciplinary tool that cuts across various environmental and socio-economic aspects of sustainable development in the context of African countries.




2. Materials and Methods


2.1. Methodology


The flowchart presented in Figure 1 outlines the process for predicting SOC using Sentinel-1 (radar) and Sentinel-2 (multi-spectral) data, topographic features, and ML algorithms. The methodology is divided into three main stages.



(1) Data preparation: Multi-temporal data from Sentinel-1 and Sentinel-2 were processed for various radiometric and geometric image corrections, Sentinel-2 bands were used to extract various remote sensing indices, and topographic features were prepared, and all these data were combined with SOC content ground samples (952).



(2) Data pre-processing: The prepared data were considered under four scenarios to evaluate the suitability of Sentinel products for SOC prediction: Scenario 1 (only Sentinel-1 data), Scenario 2 (only Sentinel-2 data), Scenario 3 (Sentinel-1 and -2 combination), Scenario 4 (topographic features), and Scenario 5 (Scenario 3 and Scenario 4). Also, feature selection was used to identify the most relevant variables for SOC prediction.



(3) Modeling and evaluation: Three ML algorithms were applied, Random Forest (RF), XGBoost, and Support Vector Regression (SVR), using a 70/30% split for training and testing. All models were evaluated using the coefficient of determination (R2), the Root Mean Square Error (RMSE), and the Ratio of Performance to Inter-Quartile Range (RPIQ).



(4) Finally, the best models were used for SOC spatial prediction.




2.2. Study Area Description


The Kaffrine region covers an area of 11,181 km2 (≈1.1 million ha), representing approximately 5.6% of Senegal. It is situated in central Senegal, bounded by the coordinates 14°43′46.6″N 15°51′40.2″W and 13°45′31.4″N 14°34′00.7″W (Figure 2). The region serves as a transitional zone between the Sahelian and Sudanian climatic domains. The topography is predominantly flat, with a gentle slope descending from north to south. The area is characterized by three primary soil types: tropical ferruginous, hydromorphic, and holomorphic soils. Climatically, Kaffrine experiences high temperatures throughout the year, with notable fluctuations, and has a distinct seasonal pattern comprising a short rainy season from July to October and a prolonged dry season lasting from eight to nine months. The average annual rainfall recorded for the period from 2016 to 2021 was approximately 702.6 mm.




2.3. Soil and Remote Sensing Data Preparation


Soil data: As a first step, a soil sampling design was structured to ensure that the sampling accurately represented the soil properties across the study area. For that, a stratified random sampling design was applied, and the entire study area was partitioned into different blocks (10 × 10 km), which enabled a systematic organization of the sampling effort and ensured extensive coverage of the study area. Out of these blocks, 45 were selected through a random selection process to ensure that our sampling represented the various landforms and soil types within the study area, thereby minimizing any potential bias that could arise from selectively choosing specific blocks. Subsequently, in each of these 45 randomly selected blocks, soil sampling was conducted at 23 distinct sites, and some sites were eliminated due to access constraints. Between 2018 and 2019, soil samples were collected at each site from the top 20 cm. After collection, the soil samples were transported to the laboratory for preparation and analysis. The preparation involved drying the soil, removing all plant debris, and sieving through a 2 mm mesh to achieve a uniform soil fraction for analysis, and the SOC content was measured using the Walkley–Black method [25].



Remote sensing data: The multi-temporal dataset included images from Sentinel-1, obtained from https://search.asf.alaska.edu/ (accessed on 22 Decembre 2023), and Sentinel 2, obtained from the Copernicus Data Space Ecosystem (https://browser.dataspace.copernicus.eu/, accessed on 15 January 2024). For Sentinel-1, the dataset included a series of synthetic aperture radar (SAR) images extending from May 2018 to March 2019, including 4 scenes to cover the study area. These images featured dual polarization modes (VH and VV) and were all captured in an ascending orbit. The pre-processing steps for Sentinel-1 imagery were performed using SNAP (8.0.0) software, encompassing calibration to convert digital number (DN) values into backscatter coefficients, multi-looking to reduce speckle noise, and filtering to further improve image quality, and, since SAR images have side view imaging characteristics, SAR image geometric misrepresentation may appear in relief displacement. The Radar Geometric Terrain Correction tool was chosen to apply the Range Doppler method for image registration [26,27]. In total, we obtained 22 images (11 for VH polarization and 11 for VV polarization).



Furthermore, Sentinel-2 L1C multi-spectral images were acquired from May 2018 to March 2019 (July and September were excluded due to unfavorable weather conditions). A total of 9 acquisition dates were obtained and atmospherically corrected using the sen2cor processor in the SNAP (8.0.0) software [28]. Sentinel-2 bands at each date were used to calculate various remote sensing indices, such as Brightness Index (BI), Coloration Index (CI), Modified Normalized Difference Water Index (MNDWI), MERIS Terrestrial Chlorophyll Index (MTCI), Normalized Difference Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), Redness Index (RI), and Soil-Adjusted Vegetation Index (SAVI) values, and the formulas used for the index calculations are detailed in Table 1. The index labels were coded as follows: Index_Month_Year; for instance, NDVI_5_18 refers to the NDVI for May 2018.



The digital elevation model was obtained from ASTGTM (version 3 with a 30 m resolution) and used to extract different topographic features, such as elevation, slope, aspect, Topographic Wetness Index (TWI), profile curvature, plan curvature, and Multi-Resolution Index of Valley Bottom Flatness (MRVBF), using the SAGA program (version 9.1.2). The elevation band was resampled to a 10 m resolution using the bilinear interpolation method in QGIS Desktop (version 3.34.0) before the calculation of other topographic features.




2.4. Data Pre-Processing and Machine Learning Algorithms


The Recursive Feature Elimination (RFE) method was employed, utilizing a Random Forest Regressor as the estimator [36]. RFE selects features by recursively considering progressively smaller sets of features; it initiates with all predictors in the dataset and sequentially removes the least significant feature at each iteration. A Random Forest Regressor was configured with 100 trees and a fixed random state (42) to ensure reproducibility and was instructed to select the top 10 features for Scenario 1 and Scenario 2 and the top 20 features for Scenario 3 and Scenario 5 based on the training dataset. For Scenario 4, all seven topographic features were used.



Furthermore, three different ML algorithms were compared: (1) Random Forest (RF), an ensemble learning method that constructs a multitude of decision trees at the training time and outputs the average prediction (for the regression task) of the individual trees [37]. RF is highly recommended for remote sensing applications due to its ability to handle large datasets and its robustness against overfitting, which makes it a powerful tool for land cover classification [38], estimation of soil properties [39], and biomass prediction [40], among other applications. (2) XGBoost (Extreme Gradient Boosting) is an efficient and scalable implementation of gradient-boosted decision trees, designed for speed and performance. Developed by Chen and Guestrin [41], XGBoost has gained popularity through its performance in ML challenges and has been noted for its ability to handle sparse data and for its scalability and regularized boosting technique that helps prevent overfitting. (3) Support Vector Regression (SVR) applies the principles of support vector machines (SVMs) to regression problems. The SVR model aims to fit the best line within a predefined or epsilon margin of tolerance with the goal of minimizing error and fitting the model within the defined threshold [42]. RF and SVR models were selected due to their widespread application in DSM applications and their history of yielding diverse results. Comparing these established methods allowed us to assess which is more suitable for this specific case. Additionally, we included XGBoost, which can be considered a newer ML algorithm, to explore its potential benefits in SOC prediction.



Each model was developed using 70% of the data (n = 671), and the remaining 30% (n = 281) was used for model testing. Also, the hyperparameter tuning approach was applied for every model based on its parameters, and all these parameters are listed in Table 2 with descriptions. The Google Colab platform [43] was used for all steps related to data pre-processing, predictive modeling, and SOC mapping. Due to the limited performance of the free version of Google Colab, the layer stack prepared for SOC mapping was divided into 10 parts, and each part was used with the desired model to predict SOC; afterwards, the 10 parts were mosaicked to return a single SOC raster. The complete script utilized in Google Colab for this research is accessible on GitHub (links are available in the Data Availability Statement).



All developed models were evaluated using three metrics: the coefficient of determination (R2) (Equation (1)), the Root Mean Square Error (RMSE) (Equation (2)), and the Ratio of Performance to Inter-Quartile Range (RPIQ) (Equation (3)). R2 provides a measure of how well the observed outcomes are replicated by the model, based on the proportion of the total variation in outcomes explained by the model [44]. An R2 of 1 indicates perfect correlation, while an R2 of 0 indicates that the model does not explain any of the variability in the response data around its mean. The RMSE is a standard way to measure the error of a model in predicting quantitative data [45]. It represents the square root of the second sample moment of the differences between predicted values and observed values or the quadratic mean of these differences. RMSE is particularly useful when large errors are particularly undesirable, as it squares the errors before averaging, thus giving a relatively high weight to large errors. The RPIQ is calculated by dividing the interquartile distance (IQR) by the RMSE [46]; higher RPIQ values indicate better model performance, as they suggest that the model’s predictions are accurate relative to the natural variability of the data, and lower RPIQ values suggest that the model’s predictions are less accurate, with prediction errors that are large in comparison to the variability of the dataset.
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where    y i    is the actual value of the dependent variable for the ith observation,      y i   ^    is the predicted value of the dependent variable for the ith observation, and     y  _    is the mean value of the dependent variable. The IQR represents the range between the first (25th percentile) and third quartiles (75th percentile) of the observed data.





3. Results


3.1. Statistical Description


For the training dataset with 671 samples (Table 3), the SOC content ranges from a minimum of 0.11% to a maximum of 0.72%, with a mean value of approximately 0.22%. The standard deviation is 0.0725, indicating a moderate spread around the mean. The 25th, 50th (median), and 75th percentiles are 0.175%, 0.21%, and 0.26%, respectively, showing a slight skew towards lower SOC values (Figure 3). Comparatively, the test dataset (281 samples) shows a slightly tighter range of SOC values, from 0.12% to 0.57%, with a mean value very close to that of the training set, at about 0.22%. The standard deviation in the test set is slightly lower at 0.0692, suggesting a slightly less varied set of SOC percentages than in the training dataset. Percentile values are also similar to those of the training set, with the 25th, 50th, and 75th percentiles at 0.18%, 0.21%, and 0.26%, respectively. Overall, both datasets show a relatively consistent range of SOC percentages, with a central tendency around 0.22%. The slight differences in spread and range between the training and test datasets suggest minor variations in soil organic carbon content across the two datasets, but, overall, they exhibit similar statistical properties, with a low SOC content.




3.2. Feature Selection and Correlation Analysis


The Recursive Feature Elimination (RFE) method was used to select the most influential features across four scenarios. The important variables identified for different scenarios are listed in Table 4. For Sentinel-1 data in Scenario 1, out of 10 selected features, 5 VH features were selected for different months (VH_5_18, VH_6_18, VH_8_18, VH_9_18, and VH_3_19) and 5 VV features were selected for July, September, and December 2018 and for February and March 2019. For Sentinel-2 data in Scenario 2, three MNDWI features (MNDWI_6_18, MNDWI_12_18, and MNDWI_3_19), two SAVI features (SAVI_8_18 and SAVI_12_18), two MTCI features (MTCI_11_18 and MTCI_3_19), and two CI features (CI_5_18 and CI_3_19) were selected with one BI for June 2018. In the third scenario, which combined Sentinel-1 and Sentinel-2 data, 20 features were selected to equally represent both datasets and to see if the same features would be selected. The results revealed that, from the 20 features, 15 were selected from Sentinel-2 data and only 5 from Sentinel-1, including 3 VH variables and 2 VV variables. For Scenario 4, all seven topographic features were used, and the high importance of elevation was noticed. For the last scenario, which combined Sentinel-1, Sentinel-2, and topographic features, 1 topographic feature was selected (elevation) and 4 and 15 features were selected from Sentinel-1 and Sentinel-2, respectively.



The correlation analysis revealed that the backscatter coefficient in VV polarization for March 2019 (VV_3_19) showed the highest correlation with SOC, with a value of 0.202, followed by VV_12_18 polarization with a negative correlation of −0.17 and VH_6_18 with a positive correlation of 0.16. This indicates that the relationship between SOC content and radar backscatter in both VV and VH polarizations is not uniformly positive or negative; rather, it is variable. Both polarizations exhibit correlations with SOC, albeit with differing magnitudes and directions (positive and negative). For Sentinel-2 multi-spectral data, the MNDWI exhibited a generally positive correlation with SOC, with coefficients ranging from 0.15 to 0.27. Conversely, a negative correlation was observed between SOC content and SAVI, with coefficients from −0.25 to −0.28. Similarly, the CI demonstrated a negative correlation with SOC, with values between −0.27 and −0.36. Lastly, elevation showed the highest correlation value of 0.42.




3.3. Machine Learning Performance


Table 5 lists the fitted values of the different hyperparameters used and the R2, RMSE, and RPIQ results for the different models in four scenarios. The RF model consistently outperformed the other models across all scenarios, indicating its superior predictive ability for this dataset (Table 6 and Figure 4). In Scenario 1, the RF model achieved an R2 of 0.36, an RMSE of 0.042, and an RPIQ of 1.644, surpassing XGBoost (R2: 0.34, RMSE: 0.046, RPIQ: 1.501) and SVR (R2: 0.21, RMSE: 0.054, RPIQ: 1.279). This trend continued, with the RF model exhibiting the highest performance in Scenario 2 (R2: 0.49, RMSE: 0.037, RPIQ: 1.866), Scenario 3 (R2: 0.61, RMSE: 0.024, RPIQ: 2.877), Scenario 4 (R2: 0.65, RMSE: 0.02, RPIQ: 3.45), and Scenario 5 (R2: 0.70, RMSE: 0.012, RPIQ: 5.754). Comparatively, the SVR model consistently showed the lowest performance metrics across all scenarios, indicating that it might be less suitable for SOC prediction under these study conditions. Scenario 5 represented the best outcome for all models, suggesting that combining all data (Sentinel-1, Sentinel-2, and topography) was most conducive to predictive modeling. The RF model’s superior performance in Scenario 5, with an R2 of 0.70, an RMSE of 0.012, and a higher RPIQ of 5.754, demonstrated its robustness and efficiency in handling the relationship between different predictors and SOC content.



In Scenario 5, which exhibited the highest performance among all scenarios, the importance of various predictors was analyzed for three models: RF, XGBoost, and SVR (Figure 5). Elevation stands out as the most influential variable within all three models. Following elevation, the CI for the date 3_19 is the next most prominent variable for the RF and XGBoost models, suggesting its repeated importance. As we delve further into the hierarchy, VV and VH radar bands from Sentinel-1, acquired at different time points, consistently rank high in importance, particularly for the RF and XGBoost models. This pattern also holds true for MNDWI and MTCI, where different dates yield a consistently high ranking across these two models, reflecting their key roles as predictors. In contrast to the RF and XGBoost models, which display a concurrence in the importance ranking of these variables, the SVR model also assigns high importance to elevation, indicating its cross-model relevance. However, its pattern of importance for other variables differs, allocating varying degrees of importance to the radar bands and spectral indices.




3.4. Soil Organic Carbon Mapping


Figure 6 shows the spatial distribution of SOC using the RF and XGBoost algorithms with Scenario 6, which has been defined as the optimal combination of model and scenario configurations. The RF algorithm predicted SOC concentrations ranging from 0.12% to 0.42%, corresponding to the dominant low SOC content in the majority of the 671 soil samples used for model training. In this dataset, a small number of samples (n = 35) had SOC levels above 0.35%, and only seven samples exceeded the 0.45% value. Consequently, the RF prediction model satisfactorily captured the general pattern of SOC values. In contrast, the XGBoost algorithm predicted a more restricted range of SOC values, from 0.15% to 0.32%, indicating a lower degree of heterogeneity in its predictions than RF. Despite these variations, both algorithms generally reflected the bias of the training data towards the lowest SOC values, reducing the ability of the models to reflect the full range of SOC variability, particularly less frequent samples. The restricted predictive range of the models suggests a reduced sensitivity to the complex relationships between SOC and influencing covariates, leading to a potential underestimation of SOC levels in areas where they naturally exceed the dominant range of the training dataset.





4. Discussion


To thoroughly discuss the findings of this study, three main aspects were considered: (i) feature importance in SOC prediction, (ii) the performance of the various scenarios using Sentinel-1 and Sentinel-2 and topographic data, and (iii) the effectiveness and comparative analysis of the three ML algorithms.



Firstly, the RFE method was used to select the most important variables/features for SOC prediction. For that, 10 variables were identified for Scenarios 1 and 2, 20 variables were identified for Scenarios 3 and 5, and 7 variables were identified variables for Scenario 4. The number of variables for Scenarios 3 and 5 was increased to assess whether the RFE model would extract identical variables from Sentinel-1, Sentinel-2, and topographic data, or if one dataset would predominate over the others. The variables identified as being significant were MNDWI, SAVI, and MTCI, each with more than three variables from different months, indicating their relevance over different time periods. The importance of these variables is explained by the fact that SAVI and MTCI reflect vegetation [47,48], which is indirectly correlated with soil health and fertility [5,49] and consequently serves as a proxy for soil organic matter content [50]. This association has been supported by numerous studies that have identified vegetation indices, such as SAVI, NDVI, and others, to predict SOC or SOM [51,52,53,54,55,56]. The link between MNDWI and SOC is more indirect and complex. Similarly, SOC affects soil physical and chemical properties, including color, texture, and moisture retention capacity. These properties can influence soil reflectance characteristics in different spectral bands, including green and SWIR bands, and may indirectly highlight the importance of soil moisture parameters in SOC prediction [57,58,59], as moisture-rich environments can facilitate the preservation and accumulation of organic carbon in soil [1,60,61]. Furthermore, our results align with those of Lu et al. [62], who highlighted the importance of MNDWI alongside other soil moisture indices such as the Topographic Wetness Index (TWI) for SOC prediction. CI and BI showed a significant contribution to SOC prediction due to their ability to capture variations in soil color, which are often indicative of SOM content and other soil properties [63,64]. The correlation between SOC and CI and BI was already highlighted in previous studies, such as Saha et al. [65], which demonstrated that different spectral color indices, especially CI, are important for SOC prediction and mapping.



The Sentinel-2-derived indices used in Scenario 2 contributed more significantly than the Sentinel-1 dual-polarization indices (VV and VH). This can be attributed to the superior ability of Sentinel-2 variables to predict SOC compared with Sentinel-1, which is reflected in the performance differences between the models. In detail, Scenario 2 showed higher performances for RF (R2 = 0.49, RMSE = 0.037%) and XGBoost (R2 = 0.45, RMSE = 0.039%) compared to Scenario 1, for which the RF performance was R2 = 0.36 and RMSE = 0.042% and the XGBoost performance was R2 = 0.34 and RMSE = 0.046%. In addition, the combination of the two scenarios resulted in an even higher performance for RF (R2 = 0.61, RMSE = 0.024%) and XGBoost (R2 = 0.51, RMSE = 0.028%), with a significant contribution from Sentinel-2 variables. This advantage of Sentinel-2 has been confirmed by various studies, such as Nguyen et al. [54], who found that SOC prediction performance using Sentinel-2 was superior to that using Sentinel-1, with R2 values of 0.44 versus 0.25. Zhang et al. [66] obtained similar results, with an R2 of 0.47 for Sentinel-2 versus 0.26 for Sentinel-1. In addition, Fatholoumi et al. [67] and Wang and Zhou [68] pointed out that the use of multi-temporal variables improved prediction performance due to the dynamic relationship between SOC and vegetation across a longer period compared to using data from a single date. Furthermore, the improvement in performance observed from the combination of the two scenarios was further validated by Zhang et al. [66], who reported an improvement in accuracy ranging between 2% and 5%. Similarly, Zhou et al. [69] highlighted that combining Sentinel-1 and Sentinel-2 data led to an increase in SOC prediction accuracy by 5 to 6% and a reduction in error by 5% to 7%. Including topographical features increased the performance of all models, with a significant contribution from elevation, the highest performance being reached by the RF model with an R2 of 0.7, an RMSE of 0.012%, and an RPIQ of 5.754. The importance and contribution of topographic features were highlighted by Zhou et al. [70], who showed that elevation, slope, and TWI contributed more than 27% to the model’s explanation. Additionally, Li et al. [71] showed that relief and TWI were the most important variables controlling SOC. The same was demonstrated by Gibson et al. [72], indicating that topographic features have an impact on SOC modeling at different resolutions. Furthermore, the same reasoning for grouping environmental covariates was demonstrated by Duarte et al. [73], based on Landsat-8 and various other covariates, such as climate and topography, and yielded the best results for SOC stocks in forested land.



The comparison of ML algorithms revealed that RF and XGBoost outperformed the SVR model, mainly due to their ensemble nature, which offers greater adaptability in addressing complex, non-linear relationships within data. Across all scenarios, RF and XGBoost consistently demonstrated higher R2 values compared to the SVR model, indicating a greater proportion of variance explained by the dependent variable, as well as lower RMSE values. These results are also reflected in other studies, such as that of Nguyen et al. [54], who highlighted that XGBoost and RF surpassed the SVR model in predicting SOC content using Sentinel-1 and Sentinel-2 data, achieving a higher performance with an R2 value higher than 0.7. Similarly, Siewert [74] compared various algorithms for SOC prediction and identified a superior performance of RF models over others. Moreover, Zhang et al. [66] observed that RF could outperform XGBoost when using separate Sentinel data, which is in line with our findings of an RF with R2 values of 0.61 and 0.7 for Scenarios 3 and 4, respectively, versus R2 values of 0.51 and 0.64 for XGBoost and 0.38 and 0.56 for SVR. The performance results obtained in the present study are similar to those reported by Pouladi et al. [75], who used only Sentinel-2, and Nguyen et al. [54], with R2 values around 0.72 for RF; however, these values were higher than those obtained in other studies that demonstrated low performance, such as Shafizadeh-Moghadam et al. [23] and Tajik et al. [76], with performance being characterized by R2 values less than 0.5. The low performance in these studies can generally be attributed to factors such as high heterogeneity with an extensive study area size and the low density of sampling points [70]. In our case, the reasons for the low performance for Scenario 1 and Scenario 3 may be attributed to the low variability in SOC content (min = 0.11%, max = 0.72%), which could introduce complexity into the modeling process [12]. The SOC distribution also revealed that the XGBoost algorithm predicts a lower SOC value than the RF model. This could reflect more conservative estimation or potential underfitting where the XGBoost model does not fully capture the higher SOC values present in the training data, perhaps due to model complexity or regularization parameters. Clearly, both models have limitations in representing the less frequent, slightly higher SOC values, which were few in the training data. This skew towards lower SOC values is a common problem in machine learning, where model performance is strongly influenced by the distribution of the training dataset. In practical applications, this could potentially mean that areas with naturally higher SOC levels could be underestimated.




5. Contributions, Limitations, and Future Research Directions


This study contributes significantly to the field of DSM by demonstrating the potential of combining Sentinel-1 and Sentinel-2 data for high-resolution (10 m) SOC prediction, offering valuable insights for stakeholders in African agriculture and beyond. Our scenario-based approach sheds light on the influence of different environmental variables on model performance, highlighting the importance of considering topography alongside remotely sensed data. Additionally, the comparative analysis of machine learning algorithms provides guidance for selecting the most suitable method based on specific data and objectives. However, some limitations were encountered. Despite achieving reasonable accuracy, the models exhibited a bias towards the dominant low SOC values within the training data, resulting in a reduced ability to capture the full range of SOC variability. This limitation suggests a potential underestimation of SOC, which could impact land management decisions. Additionally, computational limitations restricted the generation of uncertainty maps, hindering a more comprehensive assessment of model reliability.



Future research should prioritize addressing these limitations and exploring new avenues for improvement. Techniques like data augmentation or incorporating prior knowledge about SOC distribution could mitigate the bias towards low values and enhance the models’ ability to represent the full spectrum of SOC variability. Exploring alternative feature selection methods, such as those based on expert opinion [77], as well as alternative machine learning approaches, such as ensemble methods or meta-learners that combine multiple algorithms with diverse structures, may improve prediction accuracy and overcome the problem of the limit of singular models in predicting SOC values outside the limit of dominant values. Furthermore, investigating computationally efficient methods for generating uncertainty maps remains crucial for enhancing the interpretability and reliability of SOC predictions. By addressing these challenges and building upon this study’s foundation, future research can further advance DSM and provide increasingly accurate and reliable high-resolution SOC maps. These maps will be invaluable tools for stakeholders in African agriculture and other regions, supporting sustainable land management practices, soil conservation efforts, and informed decision making for improved agricultural productivity and environmental sustainability.




6. Conclusions


This study evaluated the suitability of time-series radar (Sentinel-1), optical (Sentinel-2), and topography data for SOC prediction across a variety of scenarios and predictive modeling frameworks. In conclusion, this research demonstrates the feasibility of integrating high-resolution EO data with ML algorithms to predict SOC in case of low-value content. The key findings are as follows:




	
Combining multi-temporal Sentinel-1 and Sentinel-2 data enhances the precision of SOC prediction, with an improvement of R2 values and reduced error compared to using single-source data. This underscores the benefit of multi-sensor data fusion for DSM applications.



	
Including topographic data improves the accuracy of different models and signifies that the integration of all data inputs culminates in optimal model efficacy.



	
RF and XGBoost algorithms outperform SVR in SOC prediction across different scenarios, highlighting the effectiveness of ensemble learning techniques in handling complex spatial datasets.



	
Despite the overall success, the models predominantly predict low SOC values, reflecting the inherent limitations in capturing the full range of SOC variability, which suggests the need for further refinement of modeling approaches to better address less frequent, high-concentration samples.








Finally, the generated SOC maps are crucial for informing sustainable land management practices and climate change mitigation strategies. Furthermore, in future studies, it will be interesting to test radar and optical data for other soil fertility parameters, or to evaluate time series for other satellite products such as hyperspectral data.
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Figure 1. Methodological flowchart adopted to predict SOC under different scenarios. 
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Figure 2. Limits of Kaffrine region and geographical localization of soil samples. 
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Figure 3. Distribution of SOC content for train and test data. 
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Figure 4. Scatter plots of measured vs. predicted SOC % for RF (A), XGBoost (B), and SVR (C) models under Scenario 5. 
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Figure 5. Feature importance for RF, XGBoost, and SVR models under Scenario 5. 
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Figure 6. Spatial distribution of SOC content (%) for RF and XGBoost models. 
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Table 1. List of remote sensing indices calculated from Sentinel-2 bands.
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	Index
	Full Name
	Formula
	Reference





	BI
	Brightness Index
	sqrt ((Red2/Green2)/2)
	[29]



	CI
	Coloration Index
	(Red − Blue)/Red
	[30]



	MNDWI
	Modified Normalized Difference Water Index
	(Green − SWIR)/(Green + SWIR)
	[31]



	MTCI
	MERIS Terrestrial Chlorophyll Index
	(Red Edge 2 − Red Edge 1)/(Red Edge 1 − Red)
	[32]



	NDVI
	Normalized Difference Vegetation Index
	((NIR − Red)/(NIR + Red))
	[33]



	NDWI
	Normalized Difference Water Index
	(Green − NIR)/(Green + NIR)
	[34]



	RI
	Redness Index
	(Red − Green)/(Red + Green)
	[33]



	SAVI
	Soil-Adjusted Vegetation Index
	((NIR − Red)/(NIR + Red + L)) × (1 + L)
	[35]










 





Table 2. List of hyperparameters used for RF, SVR, and XGBoost model tuning.
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Model

	
Hyperparameter

	
Description






	
RF

	
n_estimators

	
The number of trees in the forest




	
max_features

	
The number of features to consider when looking for the best split




	
max_depth

	
The maximum depth of the tree




	
min_samples_split

	
The minimum number of samples required to split an internal node




	
min_samples_leaf

	
The minimum number of samples required to be at a leaf node




	
SVR

	
C

	
Regularization parameter




	
epsilon

	
Specifies the epsilon tube




	
gamma

	
Kernel coefficient for r’bf’, p’oly’, and s’igmoid’.




	
XGBoost

	
learning_rate

	
(or eta in XGBoost documentation) Step size shrinkage used to prevent overfitting




	
max_depth

	
Maximum depth of a tree




	
gamma

	
Minimum loss reduction required to make a further partition on a leaf node of the tree




	
colsample_bytree

	
Control the subsample ratio of columns for the tree building at different levels of tree building




	
min_child_weight

	
Minimum sum of instance weight (hessian) needed in a child




	
subsample

	
Subsample ratio of the training instances




	
n_estimators

	
Number of gradient boosted trees, equivalent to the number of boosting rounds











 





Table 3. Summary statistics for train and test SOC (%) data.
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	Data
	Count
	Min
	Max
	Mean
	Standard Deviation





	Train
	671
	0.11
	0.72
	0.224
	0.072



	Test
	281
	0.12
	0.57
	0.223
	0.069










 





Table 4. List of selected features (bands) across different scenarios.






Table 4. List of selected features (bands) across different scenarios.





	Scenario
	Selected Features





	Scenario 1 (Sentinel-1)
	VH_5_18, VH_6_18, VH_8_18, VH_9_18, VH_3_19, VV_7_18, VV_9_18, VV_12_18, VV_2_19, VV_3_19



	Scenario 2 (Sentinel-2)
	BI_6_18, CI_5_18, CI_3_19, MNDWI_6_18, MNDWI_12_18, MNDWI_3_19, MTCI_11_18, MTCI_3_19, SAVI_8_18, SAVI_12_18



	Scenario 3 (Sentinel-1 + Sentinel-2)
	BI_5_18, BI_6_18, CI_5_18, CI_3_19, MNDWI_5_18, MNDWI_6_18, MNDWI_12_18, MNDWI_3_19, MTCI_10_18, MTCI_11_18, MTCI_3_19, NDWI_8_18, SAVI_8_18, SAVI_12_18, SAVI_3_19, VH_5_18, VH_6_18, VH_9_18, VV_9_18, VV_3_19



	Scenario 4 (Topography)
	Elevation, slope, aspect, TWI, profile curvature, plan curvature, MRVBF



	Scenario 5 (Sentinel-1 + Sentinel-2 + Topography)
	Elevation, BI_5_18, BI_6_18, CI_5_18, CI_3_19, MNDWI_5_18, MNDWI_6_18, MNDWI_12_18, MNDWI_3_19, MTCI_10_18, MTCI_11_18, MTCI_3_19, NDVI_8_18, SAVI_8_18, SAVI_12_18, SAVI_3_19, VH_5_18, VH_6_18, VH_9_18, VV_3_19










 





Table 5. Fitted values of different hyperparameters.
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Model

	
Hyperparameter

	
Scenario 1

	
Scenario 2

	
Scenario 3

	
Scenario 4

	
Scenario 5






	

	
Number of selected features

	
10

	
10

	
20

	
7

	
20




	
RF

	
n_estimators

	
100

	
500

	
100

	
100

	
100




	
max_features

	
Log2

	
Log2

	
Log2

	
Log2

	
Log2




	
max_depth

	
10

	
10

	
15

	
5

	
16




	
min_samples_split

	
2

	
2

	
5

	
2

	
5




	
min_samples_leaf

	
2

	
2

	
2

	
2

	
2




	
SVR

	
C

	
0.1

	
10

	
1

	
0.1

	
0.5




	
epsilon

	
0.01

	
0.01

	
0.01

	
0.01

	
0.01




	
gamma

	
0.01

	
1

	
0.01

	
0.01

	
0.01




	
XGBoost

	
learning_rate

	
0.1

	
0.05

	
0.1

	
0.05

	
0.1




	
max_depth

	
7

	
7

	
4

	
5

	
5




	
gamma

	
0

	
0

	
0

	
0

	
0




	
colsample_bytree

	
0.5

	
0.5

	
1

	
0.5

	
1




	
min_child_weight

	
5

	
10

	
10

	
5

	
5




	
subsample

	
1

	
0.5

	
0.5

	
0.5

	
0.5




	
n_estimators

	
50

	
50

	
50

	
50

	
50











 





Table 6. Validation accuracy for the three models across different scenarios.
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Scenario

	
Model

	
R2

	
RMSE

	
RPIQ






	
Scenario 1

	
RF

	
0.36

	
0.042

	
1.644




	
XGBoost

	
0.34

	
0.046

	
1.501




	
SVR

	
0.21

	
0.054

	
1.279




	
Scenario 2

	
RF

	
0.49

	
0.037

	
1.866




	
XGBoost

	
0.45

	
0.039

	
1.770




	
SVR

	
0.35

	
0.049

	
1.409




	
Scenario 3

	
RF

	
0.61

	
0.024

	
2.877




	
XGBoost

	
0.51

	
0.028

	
2.466




	
SVR

	
0.38

	
0.047

	
1.469




	
Scenario 4

	
RF

	
0.65

	
0.02

	
3.45




	
XGBoost

	
0.62

	
0.023

	
3




	
SVR

	
0.47

	
0.035

	
1.971




	
Scenario 5

	
RF

	
0.7

	
0.012

	
5.754




	
XGBoost

	
0.64

	
0.017

	
4.061




	
SVR

	
0.56

	
0.023

	
3.002
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