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Abstract

:

Generative adversarial network (GAN) can generate diverse and high-resolution images for data augmentation. However, when GAN is applied to the synthetic aperture radar (SAR) dataset, the generated categories are not of the same quality. The unrealistic category will affect the performance of the subsequent automatic target recognition (ATR). To overcome the problem, we propose a reinforced constraint filtering with compensation afterwards GAN (RCFCA-GAN) algorithm to generate SAR images. The proposed algorithm includes two stages. We focus on improving the quality of easily generated categories in Stage 1. Then, we record the categories that are hard to generate and compensate by using traditional augmentation methods in Stage 2. Thus, the overall quality of the generated images is improved. We conduct experiments on the moving and stationary target acquisition and recognition (MSTAR) dataset. Recognition accuracy and Fréchet inception distance (FID) acquired by the proposed algorithm indicate its effectiveness.
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1. Introduction


Synthetic aperture radar (SAR) enjoys a good reputation in the domain of remote sensing due to its imaging capability which is independent of flight altitude and weather condition. It is widely used in environmental surveillance [1], military reconnaissance [2], automatic target recognition (ATR) [3], crop monitoring [4] and other civil use [5].



In recent years, deep learning recognition algorithms have been applied to many domains such as face recognition [6,7], plant disease detection [8,9], autonomous driving [10], etc. Deep learning algorithms rely on deep networks that usually consist of layers of convolution, batch normalization, and activation. These algorithms are able to automatically extract the feature representation of the dataset and make reliable predictions for real-world samples [11,12,13]. Deep learning algorithms are also widely used in SAR ATR, since the network can be trained without human interference and can achieve better results compared to hand-crafted features used in traditional SAR ATR methods [14,15,16].



However, the number of available SAR images cannot meet the requirement of deep learning algorithms for sufficient training data [17,18,19]. SAR image acquisition is complex and time-consuming [20]. Also, it is laborious to label a sufficient number of SAR images for the deep learning algorithms [21,22]. Therefore, exploring an appropriate method to augment small-sized SAR datasets becomes an important issue.



In general, there are three main kinds of augmentation algorithms to expand SAR datasets.



Firstly, the traditional augmentation methods used in SAR include rotating, shifting, noise adding, and pose synthesis [23,24]. These methods are easy to implement and the results are quick to gain. However, additional useful information brought by these operations is limited [25].



Secondly, SAR image simulators are often used to expand the dataset, such as ray-tracing-based RaySAR [26] and coherent ray tracing SAR simulator (CohRaS) [27]. The images are generated using electromagnetic computation in these simulators. However, the generation results are easily influenced by geometric and radiation accuracy [20].



Another way of expanding the dataset is to use deep learning augmentation methods. There are two main branches in generative models: generative adversarial network (GAN) [28] and auto-encoder (AE) [29]. AE encodes the data into a low-dimensional representation by an encoder and decodes the representation back to the original data. But, as AE uses a small latent dimension, it cannot fit complex distributions and some of its generation results are unsatisfying [30].



GAN generates images through confronting the generator with the discriminator. The generator tries to make the generation results good enough to deceive the discriminator, while the discriminator attempts to discriminate the generation results from the real data. In this way, high-quality images are generated by conducting a min–max game until the two roles achieve Nash equilibrium [28]. However, there still exist some limitations for the original GAN. Various architectures have been proposed. Wasserstein GAN with gradient penalty (WGAN-GP) [31] uses the Wasserstein distance instead of the Jensen–Shannon (JS) divergence [32]. It can alleviate the problem of unstable training caused by gradient explosion [33,34]. Conditional GAN (CGAN) [35] inputs a conditional vector such as category, semantic label, or other conditional information to the generator so that the label of the generated data is controllable. Auxiliary classifier GAN (ACGAN) [36] is proposed by forcing the discriminator’s network to reconstruct the label of the generated image, so as to enhance the ability of the network and provide additional information back to the generator.



As for GAN-based methods used in SAR datasets, Cao et al. [37] propose label-directed GAN (LDGAN), which combines the architectures and the loss functions of WGAN-GP and CGAN to generate an SAR image of the desired label. Multi-constraint GAN (MCGAN) [38] introduces a pretrained classifier in order to ensure the correctness of the category of the generated image. Popular modules are also introduced to GAN, such as improved self-attention GAN (ISGAN) [39], which integrates a self-attention module with GAN to generate images of higher quality. Methods like dual discriminator and high frequency pass filter (DH-GAN) [40] attempt to combine physical characteristics with a GAN generation procedure to generate realistic images. Recently, there has also been a series of GAN methods which concentrate on generating SAR images of designated azimuth angles, including pose estimator and auxiliary classifier GAN (PeaceGAN) [41], azimuth-controllable GAN (AG-GAN) [42], and angle transformation GAN (ATGAN) [43].



However, from the generation results of these GANs, we can discover a common problem whereby the generated images are not of the same quality and some of the categories of the generated images are incorrect. When images of bad quality are sent to SAR ATR models, the performance will be severely influenced. To solve this problem, we propose a reinforced constraint filtering with compensation afterwards GAN (RCFCA-GAN) algorithm. There are two stages in the proposed algorithm. Stage 1 aims to improve the quality and ensure the correctness of the easily generated images. It is implemented by constructing a reinforced constraint filtering to the images that are returned from the discriminator and the auxiliary classifier. Adding a reinforced constraint filtering is to retain the images which are both good in quality and correct in category. Images of bad quality and of the wrong category can be discarded by filtering. Learning from easy and correct ones helps to adjust the updating direction and distance of the generator’s parameters. Stage 2 deals with the less trained categories which are discarded in Stage 1 and augments them using the traditional augmentation methods as a compensation. The reason we use traditional methods on the bottom-n categories is that GAN generates poor results for these categories. In this scenario, we turn to traditional methods for help to provide new information to the dataset while not introducing wrong feature information to the ATR model. The generated SAR images are evaluated using Fréchet inception distance (FID) and recognition accuracy. We observe improvements of the proposed RCFCA-GAN algorithm on these experimental results compared with other GAN-based methods.



This paper is organized as follows: Section 2 briefly introduces the related works of the proposed algorithm, including auxiliary classifier GAN (ACGAN) and the original top-k method. In Section 3, we describe the proposed RCFCA-GAN algorithm. In Section 4, we conduct experiments of recognition accuracy and FID metric to validate the effectiveness of the proposed algorithm. Finally, the proposed algorithm is concluded in Section 5.




2. Related Works


2.1. ACGAN


ACGAN is a variant of GAN which is featured with an auxiliary classifier in the architecture. The auxiliary classifier shares the same network and parameters with the discriminator, so that the network becomes dual-purposed: it not only measures the authenticity of the generated images, but also reconstructs their labels. Enforcing the network to be dual-tasked can result in better performance for the generator, as extra information is introduced by the auxiliary classifier and is fed back to the generator [36]. To achieve the dual purposes and to output the scalar score and label prediction, the final layer of the network is separated into two different structures. One is ended with sigmoid to output a scalar score, indicating the fidelity of the generated images. The other is ended with a Softmax layer which outputs a prediction. The prediction is composed of a series of possibilities. Each of the possibilities represents the probability of an image belongs to a specific category.



In ACGAN, the loss function is divided into two parts: the source loss     L   s     and the label reconstruction loss     L   C    . They can be described as follows:


   L C   =  E   log P ( C = c |  X  r e a l   )   + E   log P ( C = c |  X  f a k e   )    



(1)






   L S   =  E   log P ( S = r e a l |  X  r e a l   )   + E   log P ( S = f a k e |  X  f a k e   )    



(2)




where we denote the fake image as     X   f a k e     and the real image as     X   r e a l    . C indicates a certain category label. S indicates the source of the images. Two sources are considered in the function:   r e a l   and   f a k e  .  E  indicates the mean value.   P   C | X     is the conditional probability of the image label reconstruction result C given the prior information of image C.   P   S | X     is the conditional probability of the image source result S given the prior information of the image X. The generator tries to maximize     L   C   −   L   s     as it attempts to make the generated images as realistic as possible. The discriminator tries to maximize     L   C   +   L   s    , so that the discriminator can tell fake images from the real ones. The two roles of GAN continue to play the min–max game until they reach the Nash equilibrium.




2.2. Top-k Training


In GAN, the discriminator is actually a two-categorical classifier which discriminates fake images from real ones. For example, in the original GAN, the discriminator outputs a scalar score ranging from 0 to 1, which indicates the probability of an image being real. A higher output can be interpreted as a better image generation result. In top-k training [44], the idea is to take advantage of the meaning of discriminator’s output and to use it to improve the quality of generated images’ quality. The top-k method first ranks the generated images according to their corresponding scores, which are judged by the discriminator’s output. Then, it returns to the generator only the best top-k images to optimize the update direction of the generator’s parameters. After the top-k selection, the parameters become closer to the global optimum, including cosine similarity and change in distance.





3. The Proposed RCFCA-GAN Algorithm


3.1. Problems with Traditional GAN Models


From the generation results of the previous GAN models, we noticed a phenomenon that not all of the generated images are of the same quality. There exist some images that are totally blurred and their categories can be hardly recognized according to their shape and characteristics. Thus, augmenting the original dataset using these unrealistic images will negatively influence target recognition. Additional information provided by these images is also unreliable. Figure 1 shows the generation results of the traditional GAN. We can see that the quality of some generated images is poor and cannot be used in the subsequent recognition model training.



The reason is that for some data in the dataset, it is hard for GAN to generate and this may result in inconsistent generation quality within the augmented dataset. To solve this problem, we consider augmenting the dataset through two stages.



In Stage 1, we concentrate on generating the images that are easy to train during GAN training. We put a reinforced constraint on the returned images by taking advantage of the outputs of both the auxiliary classifier (AC) and the discriminator (D). The main idea is to discard the generated images that do not perform well in AC and D, and preserve those that perform well and rank in the top-k. In this way, we can weaken the bad influences caused by the data that are difficult to generate when we update G. This is helpful for G to focus on the data that are easily learnt.



However, discarding the images in Stage 1 means some categories in the dataset are less trained compared to those that always rank in the top-k. To compensate for this, we record these categories and augment them using the traditional augmentation method in Stage 2.




3.2. Stage 1 of RCFCA-GAN Algorithm: Reinforced Constraint Filtering Based on Top-k


Firstly, we conduct prediction filtering on AC. Among all the predictions made by AC, we determine which predictions are good enough to be returned to G.



However, we cannot determine directly how good a prediction is in AC. Since, for each input image, AC outputs a prediction containing a series of probabilities, each of them indicates the probability that one image belongs to a specific category.



In order to determine whether a prediction is good or not, we use the L2 distance to evaluate the difference between AC’s prediction and the input label of G. Smaller L2 distance indicates the better quality of the generated image. We select the predictions of which L2 distance ranks in the top-k. As AC is not fully trained in the early epoch of training, the predictions that it outputs are unreliable. Selecting among these unreliable predictions is thus meaningless, so we set k to be the full batch size at the very start to avoid the selection. Then, we set a decay rate on k. Decay k for each epoch to gradually tighten the selection standard until k descends to a certain value, which can be expressed as follows:


   k  c u r   =        k  p r e v   × φ      k  p r e v   >  η 1         k  p r e v        k  p r e v   ≤  η 1         



(3)




where     k   c u r     indicates the value of k in the current training epoch;     k   p r e v     indicates the value in the previous training epoch.  φ  is the decay factor of k. k descends by multiplying  φ  when it is greater than the threshold    η 1   . After the selection is finished, a filtered set     S   A C     is formed. The original auxiliary classifier returns the binary cross entropy (BCE) loss calculated by all the generated images to the generator for its parameter updating. The proposed reinforced constraint filtering implements top-k filtering on the auxiliary classifier and selects the generated images which are correct in category according to the output of the auxiliary classifier. The generator is updated using the BCE loss calculated by filtered set     S   A C    . The easy and correct images help to adjust its parameter updating direction and distance in order to ensure the categories of the generate images.



As for D, we also apply this top-k filtering to the generated images according to D’s output: high score images are preserved, while low score ones are discarded. Then, the filtered set     S   D     is formed. The two filtering steps of AC and D are stacked together and we entitle them as reinforced constraint filtering.



Finally, we return the common part of     S   A C     and     S   D     to G, according to which G updates its parameters. The three steps above can be summarized as: (1) Calculating the distance between the predictions and the input labels, then retaining the images whose distance ranks in top-k. (2) Sorting and retaining images whose scores rank in top-k. (3) Finding their common part and returning to the generator. The three steps are illustrated in Figure 2.



In each training epoch, when D and AC give positive results by outputting a scalar that is close to 1 or a prediction that is close to the original category, it means the generated images are of good quality. But, more importantly, it also indicates that G has learnt this part of the data correctly so that it can generate realistic images to deceive D and AC. We can interpret it as: this part of the data is easily learnt for G. Therefore, if we return the well-behaved images to G, we intentionally force G to learn only the data that are easily learnt.




3.3. Stage 2 of the RCFCA-GAN Algorithm: Compensation Afterwards for Less Trained Categories in Bottom-n


In Stage 1, we discard the images that D and AC judge to be poor in quality and avoid updating the parameters according to them. Many generated images are discarded due to their low probabilities of being real images. As a result, for some categories, the frequency of getting discarded is higher than the others; these categories are seldom returned to the generator, so they will result in lower training times compared to the others. We entitle these categories as a “less trained category”. In this case, for the categories that are seldom trained, we record the categories that occur in bottom-n for each epoch during training. The occurrence times of these categories are accumulated and ranked. We augment the categories whose occurrence times rank in the top w by the traditional dataset augmentation methods, including noising and shifting and do not use the GAN-generated results to augment the original dataset. We add 5 dB noise to the images which belong to bottom-n categories. And, considering the target is positioned in the center of the SAR image, we crop the image from left to right and from top to bottom while keeping the target’s integrity. This will serve as a compensation for those less trained categories. For example, as demonstrated in Figure 3, in epoch 100 and epoch 101, the categories of the images that appear in the bottom 4 are recorded and ranked. The records are updated in each epoch.



One thing to note is that since the generated results of the bottom-w categories by the generator of GAN are poor, they cannot be directly utilized to augment the original dataset. Therefore, in Stage 2, we augment the categories that are discarded in Stage 1 using traditional augmentation methods. The purpose of traditional augmentation is to provide the SAR dataset with extra images that do not introduce incorrect features which may mislead the ATR model.



As for the value of n, at the very beginning of training, D and AC are unreliable. Records of the occurrence time are also meaningless. So, we decide to ascend n from a small value as epoch grows until n is greater than the threshold    η 2   , which can be expressed as follows:


   n  c u r   =        n  p r e v   × θ      n  p r e v   <  η 2         n  p r e v        n  p r e v   ≥  η 2         



(4)




where  θ  is the ascending rate,     n   p r e v     is the value of n in the previous epoch, and     n   c u r     is the value of n in the current epoch.




3.4. Summary of the Proposed RCFCA-GAN Algorithm


In the proposed RCFCA-GAN algorithm, we firstly conduct reinforced constraint filtering according to the outputs of D and AC to select top-k images. In this way, we can make G concentrate on the images that are easy to generate. Then, for the data that are hard to generate, we record the categories that occur most frequently in bottom-n and augment these categories by traditional augmentation methods to compensate.



The loss function adopted In the R”FCA-GAN algorithm can be described as follows:


   L  W G A N − G P   = E   D (  X  r e a l   ) − D (  X  f a k e   )   + λ     (      ∇ Z  D ( Z )    2  − 1 )  2     



(5)






  Z =  X  r e a l   + β    X  f a k e   −  X  r e a l      



(6)




where   D (   X   r e a l   )   indicates the discriminator’s output when inputting real images,   D (   X   f a k e   )   indicates the discriminator’s output when inputting fake images, and the last item is the gradient penalty that implements the Lipschitz constraint.   λ   is the coefficient of the gradient penalty. Equation (6) reveals Z in the Lipschitz constraint item. It is composed of mixed real and fake images multiplied by  β , which is a random number ranging from 0 to 1. The final loss of the discriminator and the generator are given by:


   L D  =  L  W G A N − G P   +  L C   



(7)






   L G  = −  L  W G A N − G P   +  L C   



(8)







An overall procedure of the RCFCA-GAN algorithm is demonstrated in Figure 4.





4. Experiments


In order to verify the effectiveness of the proposed algorithm, we set up two experiments: (1) FID score; (2) Recognition accuracy on the SAR dataset augmented using the generated images. We use the same hyperparameter settings such as batch size, total training epochs, etc., for the RCFCA-GAN algorithm and other algorithms. We carry out the experiments on the moving and stationary target acquisition and recognition (MSTAR) dataset [45], in which 10 categories of targets are included. The images with depression angle 17° are used for training and those of 15° are used for testing. Detailed information of the dataset, including the categories and numbers of samples, is shown in Table 1.



4.1. Network Architecture and Parameter Settings


The architecture of the proposed RCFCA-GAN algorithm is presented in Figure 5.



As for the parameters, we set the learning rate to be 0.0003 and the batch size to be 64. For k, the initial value is set to be the full batch size and we set the decay rate  φ  to be 0.99. As for the threshold    η 1   , we conduct a Fréchet inception distance (FID) experiment to evaluate the influences of different    η 1    settings. FID is used to measure the similarity between the real images and the images generated from GAN by calculating the distance of feature vector pairs in two datasets. It is an indicator in terms of discriminability, robustness and computational efficiency [46]. In the experiment, we use Inception Net V3 [47] to extract features. Also, the network is pretrained on a large dataset to ensure its feature extracting ability. After the features of the images are extracted by the Inception Net V3, we use the following equation to calculate the FID scores:


  F I D =      μ r  −  μ f     2  + T r (   ∑  r +  ∑  f − 2   (  ∑  r  ∑ f    )    1 2         )  



(9)




where     μ   f     and     μ   r     indicate the mean value of the fake and real images, respectively;   T r   indicates the trace of a matrix.    ∑  r     and    ∑  f     indicate the multivariate of the real and fake images. The FID results are shown in Table 2. BS is the abbreviation for batch size. BS × 90% indicates the circumstance when    η 1    equals 90% of the batch size. From the results in Table 2, we can see that if    η 1    is too big, the FID score of the generated images is high. This is because increasing    η 1    can be deemed as reducing the constraints on filtering, which results in more unrealistic generated images to be returned to G. However, if    η 1    is too small, the FID score also becomes high, since too many samples are discarded during training. G cannot obtain enough feedback to update. When we set    η 1    to be 70% of the batch size, the number of the remaining images is appropriate, so we can obtain the best FID result.



For   n  , we set the initial value to be 6. Its increase rate  θ  is set to be 1.05. For its threshold    η 2   , we set it to be 25% of the batch size. This means we record, at most, the categories of the bottom 25% images in each epoch. For the number of categories that are augmented using traditional methods, we set it to be dynamic. In the final category records, if the occurrence times of some categories occupy more than 15%, it means these specific categories are hard to generate and we augment them using traditional methods.




4.2. FID of Generated Images


In this part, we evaluate the FID of different GAN algorithms to demonstrate the effectiveness of the proposed RCFCA-GAN algorithm. We train ACGAN [37], ACGAN with WGAN-GP loss function [30] (we name this algorithm as “WACGAN-GP”), WACGAN-GP using the single top-k method (we name this algorithm as “Single top-k”) and the proposed algorithm implementing only Stage 1 (we name this algorithm as “RCFCA-GAN (Stage 1)”), respectively. The reason why we only implement Stage 1 in this experiment is that FID is used to evaluate the generation results of the GAN model. It is not appropriate to calculate the FID of a dataset augmented by traditional augmentation methods in Stage 2. The results are shown in Table 3, from which we can observe that the FID score of the RCFCA-GAN algorithm is 38.3, which is the lowest. The improvement in FID is due to the reinforced constraint filtering, as the algorithm reduces the bad Influences of the hard to learn Images.



Figure 6 shows the real images and generated images using four different GAN methods. The images in each blue rectangular frame belong to a specific target category. For each frame, images from left to right are real images, generated images from ACGAN, WACGAN-GP, single top-k, and RCFCA-GAN (Stage 1), respectively. From Figure 6, we can see that the first four methods can hardly reconstruct the features of the targets. Blurred and unrealistic areas are highlighted using yellow and red circles. For example, we can see from the generation result of target T72 using ACGAN that the generated image has two tank guns, whereas there is only one tank gun in the real image. WACGAN-GP results in the generated target 2S1 image have an unrealistic highlighted spot which does not exist in real images. Many images are blurred as shown in the generation results of single top-k. As for the images obtained by using the proposed RCFCA-GAN (Stage 1), they show more realistic characteristics compared to the other three methods.




4.3. Recognition Accuracy


In this part, we utilize multiple recognition models, including AlexNet [48], AconvNet [49], VGG [50] and ResNet [51], to evaluate the performance of the dataset expanded by using the proposed RCFCA-GAN algorithm in terms of target recognition. The training set contains images of 17° depression angle in the MSTAR dataset and the generated images. For the testing set, we use images of 15° depression angle in the MSTAR dataset, as shown in Table 1. The parameters of these four recognition models are the default settings in their original paper. Five GAN-based augmentation algorithms including ACGAN, WACGAN-GP, single top-k, RCFCA-GAN (Stage 1) and RCFCA-GAN (Stage 1 + Stage 2) are chosen to compare the performance in terms of recognition accuracy. The results are demonstrated in Table 4. From Table 4, we can see that the accuracy is improved when we expand the original dataset using ACGAN, WACGAN-GP and single top-k. This validates the effectiveness of GAN in terms of dataset augmentation. When RCFCA-GAN (Stage 1) is used, the accuracy of the four recognition models is further improved, since the proposed algorithm conducts a filtering constraint on the returned images in Stage 1. Thus, the effectiveness of Stage 1 is demonstrated. When the compensation using traditional augmentation methods for less trained categories is implemented (RCFCA-GAN (Stage 1 + Stage 2)), we can achieve the best accuracy of 97.9% on the VGG recognition model. This validates the effectiveness of the compensational augmentation in Stage 2. The confusion matrices of the proposed RCFCA-GAN algorithm on these four recognition models are presented in Figure 7.





5. Conclusions


In this paper, we proposed an RCFCA-GAN algorithm to improve the overall quality of the generated images and thus enhance the performance of SAR ATR models. From the lowest FID result obtained by the proposed algorithm, we validate the effectiveness of the reinforced constraint filtering in Stage 1 on improving the quality of the images that are easy to generate. The constraint forces the generator to learn the easy parts of the data and reduces the influences of bad images on GAN training. From the highest SAR recognition accuracy achieved by the proposed RCFCA-GAN algorithm, we validate the usefulness of combining the filtering in Stage 1 with the compensational augmentation in Stage 2. The proposed RCFCA-GAN algorithm can be used to augment SAR datasets effectively.
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Figure 1. Generation results of the traditional GAN. 
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Figure 2. Three steps in Stage 1 of RCFCA-GAN algorithm. (a) Top-k selection of auxiliary classifier; (b) Top-k selection of discriminator; (c) Calculate common parts of two Top-k results. 
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Figure 3. Category recording during training. 
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Figure 4. Overall procedure of the RCFCA-GAN algorithm. 
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Figure 5. Architecture of the proposed RCFCA-GAN algorithm. 






Figure 5. Architecture of the proposed RCFCA-GAN algorithm.



[image: Remotesensing 16 01963 g005]







[image: Remotesensing 16 01963 g006] 





Figure 6. Real images and generation images of ten target categories. Images from left to right are real images and generated images from ACGAN, WACGAN-GP, single top-k and RCFCA-GAN (Stage 1), respectively. 
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Figure 7. Confusion matrices of RCFCA-GAN algorithm on four recognition models. (a) AlexNet. (b) AConvNet. (c) VGG. (d) ResNet. 
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Table 1. Category and number information of MSTAR dataset of ten categories.






Table 1. Category and number information of MSTAR dataset of ten categories.





	
Target Category

	
Depression Angle

	
Number of Samples






	
BMP2

	
17°

	
233




	
15°

	
587




	
BTR70

	
17°

	
233




	
15°

	
196




	
T72

	
17°

	
232




	
15°

	
582




	
BTR60

	
17°

	
256




	
15°

	
195




	
2S1

	
17°

	
299




	
15°

	
274




	
BRDM2

	
17°

	
298




	
15°

	
274




	
D7

	
17°

	
299




	
15°

	
274




	
T62

	
17°

	
299




	
15°

	
273




	
ZIL131

	
17°

	
299




	
15°

	
274




	
ZSU23/4

	
17°

	
299




	
15°

	
274











 





Table 2. FID under different thresholds.
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	     η 1     
	BS × 90%
	BS × 70%
	BS × 50%
	BS × 30%





	FID
	39.1
	38.3
	38.9
	45.3










 





Table 3. FID of the generated images using four methods.
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	Generation Model
	FID Scores





	ACGAN
	57.2



	WACGAN-GP
	41.5



	Single top-k
	39.6



	RCFCA-GAN (Stage 1)
	38.3










 





Table 4. Recognition accuracy of original dataset and five augmented datasets on multiple recognition models.
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	Original
	ACGAN
	WACGAN-GP
	    Sin gle   Top - k    
	RCFCA-GAN (Stage 1)
	RCFCA-GAN (Stage 1 + Stage 2)





	AlexNet
	90.5
	91.6
	92.1
	92.3
	92.8
	95.1



	AconvNet
	95.4
	95.8
	96.4
	96.9
	97.4
	97.8



	VGG
	94.9
	95.6
	96.5
	97.0
	97.3
	97.9



	ResNet
	94.8
	95.5
	96.6
	96.8
	97.2
	97.5
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
Contusion matrix

(b)

Contusion matrix

Confusion matrix

7

FEREP PSS

Fresctesobes
@
Contuson matrix

el

(©

PERF I





media/file4.png
Prediction Results Distance Calculation Distance Results Sorted Results

Generated Images

Images Predictions T Original Top-k k-Smallest

020 Images  Predictions —p,,¢1 apel Images Distance Im:’ges Distance

0.92,0.03,0.02
- ( : - (0.92,0.03,0.02) = (1,0,0) - 0.09
1§ (0.22,0.14,0.64 '

( ) (0.22,0.14,0.64) | (0,0,1) . 0.73 - 009

205080 20 (0.05,0.05,0.90) || (0,0,1) - - 012

Predict MR k), (0.73,0.12,0.15) || (1,0,0) . 0.33 . 013

(0.73,0.12,0.15) Category B (0.22,0.14,0.64)
(0.31,0.6,0.09)

(a)

Early Results Sorted Results

Generated Images Images Scores Top-k  Top-k
Images Scores

Judge

Normal Good Bad
0.65 093 037

(b)

Top-k k-Smallest Top-k  Top-k
Images Distance Scores Images

mn

Images Scores  Predictions

(0.05,0.05,0.90)
- (0.92,0.03,0.02)
“ (0.96,0.02,0.02)

N
dor

Common Images

Sac Sp

(c

p





nav.xhtml


  remotesensing-16-01963


  
    		
      remotesensing-16-01963
    


  




  





media/file2.png
-----.-

Trained

---=-(Generates---1 ---=% Blurred

Generator

""""" A Jl---» Blurred






media/file5.jpg
e s

O
3
.mm CategoryD 2
5
Bottom “ategory A 1
4 .mm Cutegory
Ouputand CategoryC 1
sort . c
e
Cury
o oyD 3
G 5
¥ Catcgory A 2
B Gy CategoryC 2
B CatcgoryE 1






media/file3.jpg
[ s W
T [
o e o






media/file1.jpg
-=-% Blurred
---% Blurred
-=-% Blurred

o enmeeee o

femeneeee]

----Generates---4|

=
22
S5
= B
g g
=g






media/file7.jpg
Stage | Suge2
Augment-
Recond catgories Selec Topow,
updat ‘occurring in bottom-n’ categories.

Reinforced
Constrint Filtring.





media/file10.png
