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Abstract: Limited resources for edge computing platforms in airborne and spaceborne imaging
payloads prevent using complex image processing models. Model pruning can eliminate redundant
parameters and reduce the computational load, enhancing processing efficiency on edge computing
platforms. Current challenges in model pruning for remote-sensing object detection include the
risk of losing target features, particularly during sparse training and pruning, and difficulties in
maintaining channel correspondence for residual structures, often resulting in retaining redundant
features that compromise the balance between model size and accuracy. To address these challenges,
we propose the L1 reweighted regularization (L1RR) pruning method. Leveraging dynamic and
self-adaptive sparse modules, we optimize L1 sparsity regularization, preserving the model’s target
feature information using a feature attention loss mechanism to determine appropriate pruning
ratios. Additionally, we propose a residual reconstruction procedure, which removes redundant
feature channels from residual structures while maintaining the residual inference structure through
output channel recombination and input channel recombination, achieving a balance between model
size and accuracy. Validation on two remote-sensing datasets demonstrates significant reductions
in parameters and floating point operations (FLOPs) of 77.54% and 65%, respectively, and a 48.5%
increase in the inference speed on the Jetson TX2 platform. This framework optimally maintains
target features and effectively distinguishes feature channel importance compared to other methods,
significantly enhancing feature channel robustness for difficult targets and expanding pruning
applicability to less difficult targets.

Keywords: remote sensing imagery; target detection; model pruning; sparse regularization

1. Introduction

Real-time target detection is a crucial task of intelligent remote-sensing satellite sys-
tems [1]. It requires imaging, data transmission, and real-time data processing capabilities
on the imaging payload side. The requirement of high computing power and the resource-
constrained conditions of the edge computing platform pose significant challenges for
real-time processing on the imaging payload side due to the over-parameterization of
remote-sensing image-processing models. Therefore, compressing the model is the most
effective solution.

Model pruning is an essential model compression algorithm that removes redundant
weights from deep neural networks. It maintains a high detection performance while
reducing the number of parameters and computational complexity, improving the model’s
detection efficiency.
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Few studies on pruning methods have focused on target detection models for remote-
sensing images. The network slimming (NS) method [2], which uses a scaling factor in the
batch normalization (BN) [3] layer to evaluate the importance of the feature channels, is
a preferred method. NS focuses on the classification of natural scenes; thus, it may not
be applicable for other target detection tasks. The target detection model must perform
regression and classification; it contains many parameters. Therefore, large-scale pruning
while maintaining model accuracy is often not possible.

Sparse regularization techniques are essential for striking a balance between the
model’s size and accuracy. Common methods for achieving sparsity include L0, L1, and L2
norms. The L0 norm represents the number of non-zero elements and can achieve a highly
sparse model solution. However, due to the non-convexity and computational complexity
of the L0 norm, it is challenging to apply directly. The L1 norm, which represents the
sum of the absolute values of the elements, can induce sparsity by driving the model
parameters toward zero with a fixed stride, resulting in a sparse solution with many zero
parameters. The L2 norm, which represents the square root of the sum of the squared
elements, influences sparsity in relation to the magnitude of the elements. The larger the
element, the greater the stride, causing most parameters to approach zero without reaching
zero exactly. This process, which helps in smoothing the model parameters, cannot directly
produce sparse solutions.

The L1 norm is easier to solve compared to the L0 norm and also promotes sparsity
more readily than the L2 norm. However, remote-sensing images differ significantly
from natural-scene images, with most targets being small and background features being
complex; the background information overwhelms the target information. As a result,
achieving sparse optimal solutions with L1 regularization for remote-sensing images
is challenging.

As shown in Figure 1, the feature activation map displays regions of high attention
in dark red and regions of low attention in dark blue. The background image in the
feature areas of interest is the input optical remote-sensing image, with the shaded areas
representing regions of high attention in the feature activation map. At the beginning
of sparse training, the feature areas of interest indicate that the region of interest for
this feature channel is concentrated on the airplane target. After sparse training with
L1 regularization, the feature areas of interest show that the region of interest for this
feature channel shifts mainly to the background, with the attention on the airplane target
decreasing. This indicates that directly applying L1 regularization to sparsity in remote-
sensing image object-detection models tends to focus on a significant amount of background
features, leading to the loss of target features and confusion between background and target
feature channels.

Figure 1. Comparison of changes in the feature activation map and the feature areas of interest map
of the same feature channel during L1 regularization.
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References [4–6] used fine-tuning and knowledge distillation to improve the feature
extraction performance of the model and prevent feature loss. However, the model lost
features during sparse training and pruning. Therefore, this paper uses the feature attention
loss (LFA) in the detection layer to represent the degree of loss of the target features during
model pruning. It is defined as follows:

FA(D) =
1
k

k

∑
i=1

sum(F × M) (1)

LFA =
1
c

c

∑
i=1

(1 −
FA(i)

pruned

FA(i)
sparse

) (2)

where D represents the input dataset; k represents the number of images in the dataset;
sum(·) represents the summation function of the tensor; F represents the feature activa-
tion value of the detection layer; M represents the target region mask; and c represents
the number of model detection layers. Equation (1) calculates the feature attention of
the detection layer on the target by computing the mean activation in the target region,
reflecting the model’s attention to target features. Equation (2) then calculates the change in
feature attention between the pruned model and the sparse model at each detection layer,
measuring the effectiveness of the target features in the pruned model.

As shown in Figure 2, the relationship between various pruning ratios and target
feature information is illustrated. In the feature activation map, regions of high attention
are depicted in dark red, while regions of low attention are depicted in dark blue. Each
column represents the same feature channel under different feature attention losses (LFA)
for the two columns of feature activation maps. The percentage in red text represents the
LFA at that pruning rate. The zoomed-in areas in the feature activation map correspond
to the zoomed-in airplane target in the input image. When the LFA is only 0.36%, the two
feature activation maps shown maintain a high level of attention on the airplane target.
When the LFA is 28.6%, the attention to the airplane target in the two feature activation
maps is relatively reduced but still retains some target feature information. When the LFA
reaches 45.75%, the attention to the airplane target in the two feature activation maps is
almost entirely lost.

Therefore, the feature attention loss can measure the loss of target features. When the
feature attention loss is around 1%, it can be considered that the pruned model essentially
retains the target feature information of the sparse model. Conversely, if the feature
attention loss is higher, it indicates a loss of target features in the pruned model.

Residual learning can enhance the model’s feature extraction ability [7], learning
ability, and generalization performance. However, pruning affects the summation of
feature channels in residual models. References [8–11] used the OR method in a residual
model, and Reference [6] did not prune the model. Neither approach provides a balance
between model size and accuracy.

To address the above issues, the L1RR was proposed to retain the feature information
of remote sensing targets and achieve a balance between model size and accuracy. The
implementation of L1RR has the following key steps. First, the scaling factors in the BN
layer are the criterion for feature channel importance. No other parameters are required.
The magnitude of these scaling factors reflects the significance of the respective feature
channels and indicates the quantity of target feature information encapsulated within each
channel. Second, the dynamic and self-adaptive sparsity method based on L1 is used for
the remote-sensing target-detection model. This is achieved through the dynamic sparse
module (DSM), which dynamically tunes the sparsity stride of each feature channel based
on the amount of remote-sensing target information. Furthermore, the self-adaptive sparse
module (SASM) adapts the overall sparsity stride of each layer according to variations
in the number of channels containing remote-sensing target information. Third, pruning
masks are constructed using scaling factors, with feature channel pruning for the remote-
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sensing target-detection model. The residual reconstruction procedure (RRP) is proposed
to eliminate redundant features from the residual structure. It achieves forward propa-
gation inference of pruned residual structures by reorganizing feature maps within the
residual structure, utilizing both output channel recombination (OCR) and input channel
recombination (ICR) methodologies. Finally, the proposal of feature attention loss as the
cut-off condition in model pruning ensures the effectiveness of target features in the pruned
model. This is verified by comparing the differences in target attention between the pruned
model and the sparse model.

Figure 2. Feature activation maps of the pruned model in remote sensing scenarios based on L1
regularization. In the feature activation map, regions of high attention are depicted in dark red, while
regions with low attention are in dark blue. The percentage in red text represents the feature attention
loss (LFA) at that pruning rate. The zoomed-in areas in the feature activation map correspond to the
zoomed-in airplane target in the input image.

The proposed method uses the YOLOv5s model to compare the latest target detector
and pruning methods on NWPU VHR-10 [12] and RSOD [13] datasets. The experimental
results show that the proposed pruning framework outperforms the other methods in
terms of the pruning ratio and detection accuracy.

The contributions of this paper are as follows:

• The proposed dynamic and self-adaptive sparsity method enhances model efficiency
by controlling sparse ratios with DSM for the channel aspect and SASM for the layer
aspect, respectively. In this way, the effective target features are given lower pruning
factors and keep the training procedure away from over-sparsity.

• A new model pruning strategy is proposed, using feature attention loss as the crite-
rion to find the balance point between the pruning ratio and accuracy. Other than
enumerating the pruned ratio to find a trade-off model, the LFA supplies a new direct
metric for measuring target attention differences among original and pruned models,
thereby ensuring the pruned model’s performance and reliability.

• A residual reconstruction procedure method is proposed, which only alters forward
propagation with effective logical rules and pruning factors, resulting in compact and
practical residual features.

The rest of this paper is organized as follows. Section 2 describes the related work on
deep learning-based pruning of target detection models for remote sensing applications.
The proposed method for target detection model pruning is described in Section 3. Section 4
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describes the experiment and results. Section 5 describes the ablation study. Section 6
concludes the paper.

2. Related Work
2.1. Remote-Sensing Target Detection

One-stage target-detection algorithms perform target location and classification simul-
taneously. Two-stage target-detection algorithms first detect the candidate region where
the target may exist and then classify the candidate region and target position [14].

The former algorithms have better real-time performance and are more suitable for
deployment on edge computing platforms. You only look once (YOLO) [15] was the
first one-stage target detection model, achieving end-to-end optimization. YOLOv2 [16]
improved the original model by introducing anchor and batch normalization. YOLOv3 [17]
was an improved model through a more efficient backbone network and spatial pyramid
pooling. YOLOv4 [18] and YOLOv5 [19] inherit the advantages of YOLOv3 and have an
optimized model structure, improving the detection performance. YOLOX [20] is an anchor-
free one-stage target-detection model that improves upon YOLOv3 by adding optimization
algorithms such as data augmentation, decoupled head, and Similarity Overlap Threshold
Assigner (SimOTA), providing a lightweight model suitable for multi-scale analysis. PP-
YOLOE [21] is an anchor-free one-stage target detector with a more efficient dynamic
matching strategy and task-aligned head. A unified model structure is used to enable
multi-scale analysis. YOLOv7 [22] is an anchor-based model optimized for real-time target
detection. The model has a coarse-to-fine label assignment strategy. It includes a new model
reparameterization module and uses a concatenation-based scaling method to improve
efficiency and enable multi-scale target detection. YOLOv8 [23] is a lightweight model
for multi-scale target detection based on an anchor-free architecture. The model replaces
the C3 module in the YOLOv5 model with a more lightweight C2f module and uses a
decoupled head and task-aligned assigner for sample matching.

Most target-detection networks for remote-sensing images have improved detection
networks to achieve better performance. R-YOLO [24] contains an MS transformer module
based on YOLOv5 and a convolutional block attention module (CBAM) to enhance the
network’s feature extraction capability. The priori frame design of YOLOv5 was improved
to make it suitable for detecting targets in rotated images. SPH-YOLOv5 [25] uses Swin-
transformer prediction heads (SPHs) and normalization-based attention modules (NAMs)
to improve the detection accuracy for small targets in satellite images. ECAP-YOLO [26]
has a high detection accuracy for small targets and low computational complexity because
it reduces model depth by leveraging shallow features for detecting small targets. CSD-
YOLO [27] combines spatial pyramid pooling and a shuffle attention mechanism with a
feature pyramid network (SAS-FPN) based on YOLOv7, improving the loss function and
the model’s performance for detecting ships in synthetic aperture radar (SAR) images.

Although existing one-stage target-detection models have a high accuracy for remote-
sensing target detection, many parameters and FLOPs limit the inference time in edge
computing platforms. The coarse-grained lightweight implementations do not balance the
model’s size and accuracy.

2.2. Pruning of Remote-Sensing Target-Detection Models

Unstructured and structured pruning methods exist. Unstructured pruning, also
known as fine-grained pruning, refers to the pruning of unstructured modules such as
weights. This strategy significantly affects model inference speed while maintaining accu-
racy. Structured pruning, also known as coarse-grained pruning, refers to the pruning of
structured modules such as feature channels. This method retains some of the redundant
weight parameters and significantly improves model inference and hardware acceleration.

Several methods have been used recently for target detection model pruning, includ-
ing NS [2], soft filter pruning (SFP) [28], and performance-aware global channel pruning
(PAGCP) [29]. NS utilizes the scaling factor of the BN layer to perform L1 sparse train-
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ing and differentiate the importance of the feature channels. SFP uses a criterion and
a layer pruning ratio to perform soft pruning and model training to differentiate the
importance of the feature channels. PAGCP uses sequentially greedy channel pruning
based on a performance-aware oracle criterion. It can prune multi-task models without
sparse regularization.

The NS method has advantages in flexibility and simplicity of implementation be-
cause it uses feature-channel-level pruning. Additionally, the method does not require a
sparse regularization of model weights, making it widely applicable for pruning target-
detection models.

Most remote-sensing target-detection models use NS to increase the inference speed
and reduce model complexity to facilitate the deployment on hardware platforms. Light-
YOLOv4 [11] prunes unimportant channels and layers using NS pruning, reducing the
network size, improving accuracy, and increasing inference speed. Ghost-YOLOS [30]
prunes the YOLOv3 model using NS pruning to facilitate field-programmable gate array
(FPGA) hardware acceleration. The model utilizes knowledge distillation to compensate
for accuracy degradation due to pruning and is deployed on the FPGA after quantization.
Lite-YOLOv5 [31] reduces the number of parameters and computational complexity of the
YOLOv5 model. It prunes the YOLOv5 model using NS and uses fine-tuning to compensate
for accuracy degradation caused by pruning.

NS pruning is widely used in remote-sensing target detection to reduce the number of
model parameters. However, this method does not consider the feature loss that may occur
during sparse training and pruning. This paper aims to balance model size and accuracy
in target detection. Therefore, we optimize the L1 sparse regularization of the feature
channel and layer dimension to increase the ability to distinguish meaningful channels.
Additionally, we use LFA to determine the effective pruning ratio.

3. Methodology

Figure 3 shows the L1RR framework. It consists of three modules: DSM, SASM, and
RRP. It is implemented as follows:

Firstly, the DSM is used to dynamically adjust the model sparsity in the feature channel
dimension through sparse strides, allocating larger sparse strides to background feature
channels and smaller sparse strides to target feature channels. By dynamically adjusting
sparse strides in feature channels, it enhances the distinguishability of feature channels
and minimizes the likelihood of target feature loss. The SASM is employed to adjust the
model sparsity in the layer dimension adaptively through balance factors. It decreases
the sparsity rate for layers with higher sparsity levels and increases the sparsity rate for
layers with lower sparsity levels. This adaptive adjustment of layer sparsity rates prevents
over-sparsity of layers, which could lead to the loss of target features. Sparse training of
the DSM and SASM are used. The target-detection model assigns a high scaling factor to
the target feature channel and a low scaling factor to the background feature channel. The
sparse model is obtained after N epochs of training, resulting in the ability to distinguish
target features from background features.

Secondly, feature channels with high scaling factors (black rectangles) are retained
while those with low scaling factors (white rectangles) are pruned by constructing a pruning
mask for the sparse model to extract the scaling factors.

Thirdly, the sparse model is pruned using the pruning mask. Convolutional pruning
is applied to prune the feature channels, except for the residual structure. RRP is used to
prune the feature channels for the residual structure. It utilizes OCR and ICR to remove
redundant channels through model pruning. Convolutional pruning and RRP prune the
sparse model, resulting in the final pruned target-detection model. Finally, feature attention
loss is used to test the effectiveness of the target features in the pruned model.
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Figure 3. Block Diagram of L1RR.

3.1. Dynamic Sparse Module and Self-Adaptive Sparse Module for Sparse Training
3.1.1. Dynamic Sparse Module

Due to small targets and a large proportion of background information in remote-
sensing images, L1 sparse regularization with a fixed stride can result in target feature loss.

Thus, reweighted L1 regularization [32] is utilized to obtain dynamically adjusted
weights in addition to L1 sparse regularization, ensuring that each element has a sparsity
ratio. The sparse reweighted regularization is formulated as follows:

ReweightedL1(x) = αt|x|L1 (3)

The sparse reweighted function is formulated as follows:

αt =
1

|x|+ ϵ
, t ∈ T = [t, 2t, 3t, . . . nt], n ≤ 10 (4)

where α is a positive weight; αt denotes the α of the t-th update, initialized with α(0) = 0;
and | · |L1 denotes L1 regularization.

The sparse training is divided into n phases, each consisting of t epochs. At the start
of training, α is initialized to 0, which is equivalent to normal model training for t epochs.
α is updated at the beginning of the 2nd phase to perform sparse training. Subsequently, a
new round of updates occurs at the beginning of the 3rd phase, and so on, until the end
of training.
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3.1.2. Self-Adaptive Sparse Module

Since remote-sensing images are dominated by small targets, shallow rather than deep
feature maps are commonly used because they contain more information on small targets.
However, the traditional method for achieving sparsity is to apply a uniform sparsity level
to the model. This approach can result in excessive sparsity of shallow features, causing
feature loss and a low model accuracy.

Therefore, we propose an adaptive sparse module based on the exponential function.
This module adjusts the sparsity degree layer-by-layer by considering the difference in
the layer sparsity degree. The objective is to prevent feature loss caused by over-sparsity.
Additionally, experiments have shown that a scaling factor of less than 0.01 has a negligible
impact on the model’s detection performance. The model’s sparsity degree is the ratio of
the number of scaling factors of less than 0.01 to the total number of scaling factors.The
sparsity of the current layer is the ratio of the number of filters with a scaling factor of
less than 0.01 to the total number of filters. The sparse balance function is formulated
as follows:

λ
(i)
t = 2

a(ρ−
N(i)

p

N(i) ), i = 1, . . . , L (5)

where λ
(i)
t is an exponential function with a base of two, denoting the sparse balance factor

of the i-th layer; t denotes the balance factor of the t-th update; initialization occurs with
λ0 = 1; and t does not exceed 10; a is a hyperparameter to adjust the intensity of the change
in the balance factor; ρ denotes the current sparsity of the model; Np and N denote the
number of pruned filters and the total number of filters in the current layer, respectively.

Since filters are more important in shallow than deep networks, the feature extraction
ability of shallow networks is affected by the sparsity constraint. Thus, we propose a
λ-decay strategy. It is used when the sparsity of a layer remains unchanged for a long time
during sparse training:

λ
(i)
t = 2

(a(ρ−
N(i)

p

N(i) −s)
, i = 1, . . . , L (6)

where s denotes the number of times the layer is very sparse.

3.1.3. Dynamic and Self-Adaptive Sparsity

Figure 4 illustrates the implementation of the DSM and SASM to optimize model
sparsity. For instance, in layer i, the sparsity optimization for the target detection model is
as follows:

Figure 4. The single-layer sparse stride gradient construction. The color shades of the squares repre-
sent the weights. Darker colors indicate larger weights, while lighter colors indicate smaller weights.
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In the first step, the scaling factor of the layer i’s channel dimension is input into the
sparse reweighted function in the DSM. Dynamic sparse strides are generated from the
feature channel dimension. DSM assigns larger sparse strides to background feature chan-
nels and smaller sparse strides to target feature channels, increasing the distinguishability
between feature channels and preventing the loss of target features. The scaling factor in
the layers is input into the sparse balance function in the SASM, generating the balance
factor from the layer dimension. SASM reduces the sparse stride for layers with sparsity
higher than the model’s overall sparsity and for layers where sparsity is saturated, while
increasing the sparse stride for layers with sparsity lower than the model’s overall sparsity,
preventing over-sparsity from causing the loss of target features.

In the second step, the layer’s sparse stride gradient (LSSG) of layer i is obtained
by tensor-multiplying the dynamic strides and the balance factor of layer i. The LSSG
and the training gradient are used to adjust the scaling factor of layer i through back-
propagation. This approach enables cooperative sparsity control of feature channels and
layers, increasing the distinguishability of feature channels and decreasing the likelihood
of losing target features.

Sparse training is performed using DSM and SASM with the LSSG to achieve model
sparsity. The sparse gradient is defined as follows:

∇sparse = ∇γ(i) + θλ
(i)
t ∇ReweightedL1(γ

(i)), i = 1, . . . , L, t ∈ T = [t, 2t, 3t, . . . , nt] (7)

where ∇ denotes the gradient; γ(i) denotes the i-th layer’s scaling factors; ReweightedL1(·)
denotes the DSM; λ

(i)
t denotes the SASM of the i-th layer; and θ denotes the sparsity ratio

of the model.
Algorithm 1 describes the sparse training

Algorithm 1 Sparse Training Process

1: input: update epoch T, sparse ratio θ, current epoch e
2: output: Sparse model
3: for each layer i do
4: initialize the α

(0)
i = 0,

5: initialize the λi
(0) = 1,

6: end for
7: repeat
8: if e is in T then
9: Sort all scaling f actors to get model sparsity ρ

10: for each layer i do
11: Update α

(t)
i via Equation (4),

12: Update λi
(t) via Equation (5),

13: if the sparsity is high then
14: Update λi

(t) via Equation (6),
15: end if
16: end for
17: end if
18: Use Equation (7) to per f orm sparse training,
19: until down
20: return the sparse model,

3.2. Model Convolution Pruning and Residual Reconstruction Procedure

The resulting sparse model undergoes feature channel pruning to obtain a pruned
model. The sparse model is defined as follows:
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[W(i)]sparse = [W(i) ∈ Rc(i)×r(i)×k(i)1 ×k(i)2 ]i = 1, . . . , L (8)

The pruned model is expressed as follows:

[W(i)
p ]pruned = [W(i)

p ∈ Rc(i)p ×r(i)p ×k(i)1 ×k(i)2 ]i = 1, . . . , L, c(i)p = c(i) × M(i), r(i)p = r(i) × M(i−1) (9)

where [W(i)]sparse and [W(i)
p ]pruned denote the sparse and pruned models, respectively;

W(i) and W(i)
p denote the weight tensor and the pruned weight tensor of the i-th layer,

respectively; c(i) denotes the number of output channels for the i-th layer; r(i) denotes the
number of input channels for the i-th layer; c(i)p denotes the number of output channels

after pruning for the i-th layer; r(i)p denotes the number of input channels after pruning for

the i-th layer; k(i)1 × k(i)2 denotes the size of the two-dimensional spatial kernel for the i-th
layer; M(i) denotes the pruning mask for the i-th layer. M(i−1) does not exist when the i-th
layer is the first layer; thus, only the output channels are pruned in the first layer.

There is a correspondence between the output channels of one layer and the input
channels of the next layer. Therefore, the pruning process for the model’s feature channels
can be described as pruning the model in both the output channel dimension and the
input channel dimension. The pruned output channels can be represented as the tensor
multiplication of the sparse model’s weights with the pruning mask from the output
channel dimension (c(i)p = c(i) × M(i)), while the pruned input channels can be represented
as the tensor multiplication of the sparse model’s weights with the pruning mask from the
previous layer’s input channel dimension (r(i)p = r(i) × M(i−1)).

During model pruning, threshold screening is conducted to obtain the scaling factor of
the BN layer in each network layer. The threshold value of the pruning model is evaluated
using LFA. If the LFA is around 1%, the pruning is considered effective. However, if it
exceeds 1%, the feature information is significantly affected, and the pruning is invalid.

Furthermore, the residual structure of the target detection model can be difficult
to prune. The original residual structure is depicted in Figure 5. The outputs of Conv1
and Conv2 must be summed in the same dimension and require the same pruning mask.
However, Conv1 and Conv2 typically have different pruning masks.

Figure 5 shows the proposed RRP. It consists of OCR and ICR. Conv1, Conv2, and
Conv3 represent different convolutional layers, with Conv1 and Conv2 forming a residual
structure. M denotes the mask, where black squares indicate a mask value of 1, white
squares indicate a mask value of 0, and the numbers within the squares represent channel
indices. The main steps of RRP are as follows:

First, OCR uses the pruning mask MConv1 for Conv1 and the pruning mask MConv2
for Conv2 to obtain MAnd using an intersection operation. MAnd is used to prune the
residual structure while preserving the original additive channels IConv1 and IConv2. MSub1
is obtained by subtracting Conv1 from Conv2. It is used to compute the channels in Conv2
that cannot be added, resulting in SConv1. MSub2 is derived by subtracting Conv2 from
Conv1. It is used to compute the channels in Conv2 that cannot be added, resulting in
SConv2. The resulting MAnd and MSub1 are used to prune Conv1, producing the pruned
channels IConv1 and SConv1 for Conv1. MAnd and MSub2 are used to prune Conv2, producing
the pruned channels IConv2 and SConv2 for Conv2. IConv1 and IConv2 are summed, and SConv1
and SConv2 are concatenated. The results of the summing and concatenation are the input
for Conv3.

ICR utilizes three pruning masks (MAnd, MSub1, and MSub2) obtained from OCR to
determine the output channel order of the residual structure’s output feature maps. This
channel order is then used as the pruning mask for the input channels of the next layer’s
Conv3, resulting in a new Conv3.
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Figure 5. Schematic diagram of residual reconstruction procedure.

The RRP does not consider convolutional layers with the same pruning mask; thus,
the pruned model has the same accuracy but fewer parameters. The output of the Conv1 is
expressed as follows:

(W(Conv1))2D
out ∈ Rr(Conv1)×c(Conv1)×k(Conv1)

1 ×k(Conv1)
2 (10)

The output of the Conv2 is expressed as follows:

(W(Conv2))2D
out ∈ Rr(Conv2)×c(Conv2)×k(Conv2)

1 ×k(Conv2)
2 (11)

The output of the residual structure is expressed as follows:

(Wresidual)2D
out = (W(Conv1))2D

out + (W(Conv2))2D
out (12)

The correspondence between the output feature maps is no longer one-to-one due
to differences in pruning masks. We use the pruning mask to address this. We obtain the
pruning mask MConv1 for the Conv1’s feature map (W(Conv1))2D

out and the pruning mask
MConv2 for the Conv2’s feature map (W(Conv2))2D

out of the residual module. Intersection
MAnd and subtraction (MSub1 and MSub2) operations are performed. The output feature
map of the residuals is expressed as follows:

(Wresidual
p )2D

out =
{
[(W(Conv1)

p )2D
out × MAnd] + [(W(Conv2)

p )2D
out × MAnd], (W

(Conv1)
p )2D

out × MSub1, (W(Conv2)
p )2D

out × MSub2

}
(13)

After the output feature maps of the residuals have been combined, it is necessary
to reorder the inputs of the kernels/filters in the next layer using the channel order. The
pruning structure of the next layer’s kernels/filters of the residual structure is expressed
as follows:

K(Conv3)
j ∈ Rr(Conv3)×Φ×k(Conv3)

1 ×k(Conv3)
2 , j = 1, . . . , c(Conv3) (14)

where Φ denotes the mask of the channel order after reconstruction.
The pruning process is defined in Algorithm 2.
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Algorithm 2 Pruning Process

1: input: sparse model [W(i)]sparse, threhold δ,
2: output: pruned model
3: for each layer i do

4: mask M(i)
j =

0, γ
(i)
j ≤ δ,

1, γ
(i)
j > δ,

5: end for
6: use M initialize the pruned model [W(i)

p ]pruned,
7: for layer i in the sparse model do
8: Use Equation (9) to obtain the parameters o f W(i)

p ;
9: if layer i is residual then

10: Use Equation (13) to construct the output channels
11: else if layer i − 1 is residual then
12: Use Equation (14) to adjust the input channels
13: end if
14: end for
15: Use Equations (1) and (2) to compute LFA,
16: if LFA is not around 1% then
17: Adjust the threshold to repruning.
18: end if
19: return the pruned model

4. Experiment

Experiments were conducted using the proposed pruning framework to verify its
effectiveness. Two remote-sensing datasets and the YOLOv5s model were used. This
section describes the two remote-sensing datasets, the NWPU VHR-10 and the RSOD
datasets. The implementation details, including the training strategy and evaluation
metrics, are presented. The accuracy, detection speed, and model size of the proposed and
other lightweight networks are compared. The accuracy, parameter pruning ratio, and
FLOP pruning ratio of the proposed and other pruning methods are contrasted.

4.1. Datasets

The NWPU VHR-10 dataset [12] is a geospatial target-detection dataset containing ten
categories with image sizes of 600 × 600 to 1100 × 1100. The target classes include airplane
(PL), ship (SH), storage tank (ST), baseball diamond (BD), tennis court (TC), basketball court
(BC), ground track field (GT), harbor ( HA), bridge (BR), and vehicle (VH). The dataset has
650 labeled images. We used 80% of the images for training and 20% for testing.

The RSOD dataset [13] is a geospatial target-detection dataset containing four cate-
gories: aircraft, oiltank, overpass, and playground. The dataset has 936 images. Similarly,
an 80%/20% training/testing ratio was used.

4.2. Implementation Details
4.2.1. Training Strategy

Nearly identical training strategies were used for the two datasets. The anchor-based
object detector YOLOv5s model with version 6.1 was utilized. Table 1 shows the anchor
settings of the YOLOv5s model, customized to align with the sizes and distributions of
targets in the remote-sensing datasets using the k-means clustering method. A stochastic
gradient descent (SGD) was employed to optimize the loss function during training. The
training epoch was 300, with a sparsity rate of 0.001, a learning rate of 0.01, a warm-up
learning rate of 0.001, and 1000 iterations. The dynamic adaptive updating epoch was 40.
The non-maximum suppression intersection over union (IoU) threshold during testing was
0.6, and the confidence threshold was 0.001.
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Table 1. The anchor settings of the YOLOv5s model.

Datasets Anchor Setting

NWPU VHR-10 [23,23, 31,31, 33,48], [48,35, 52,53, 92,42], [72,66, 199,97, 165,196]
RSOD [14,12, 21,19, 30,26], [37,35, 49,43, 62,58], [78,77, 180,223, 284,291]

4.2.2. Evaluation Metrics

Several metrics were used to assess the target detection model’s performance: mean
average precision (mAP), number of parameters (Params), number of FLOPs, frames per
second (FPS), Parameter Prune Ratio (PRParam), and FLOP Prune Ratio (PRFLOP).

The mAP is based on recall and precision. The true positive (TP), false positive (FP),
and false negative (FN) are calculated. A TP occurs when the overlap ratio of the predicted
box and ground truth exceeds a given threshold. Conversely, an FP occurs when the overlap
ratio is lower. An FN occurs if there is no match between the prediction and ground truth.
The equations for recall and precision are as follows:

precision =
TP

TP + FP
(15)

recall =
TP

TP + FN
(16)

The area below the precision–recall (P-R) curve is the average precision (AP), and the
mean of the APs of all categories is the mAP:

AP =
∫ 1

0
P(r)dr (17)

mAP =
1
m

m

∑
1

APi (18)

The equations for PRParam and PRFLOP are as follows:

PRParam/FLOP =
#PrunedParams/FLOPs

#OriginalParams/FLOPs
(19)

The mAP is a measure of the detection accuracy of the target-detection model. Params,
FLOPs, and FPS are used to measure the complexity and detection speed of the target-
detection model. PRParam and PRFLOP are used to measure the pruning performance.

4.3. Results
4.3.1. Target-Detection Model Results

We pruned the YOLOv5s model and compared it with other models and the proposed
model on two remote-sensing datasets.

Table 2 depicts the results of the proposed model and the latest lightweight target-
detection model on the NWPU VHR-10 dataset. The comparison focuses on the target
category accuracy, mAP, model size, and FPS. Optimal values in each category are indicated
in bold.
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Table 2. Detection results on the NWPU VHR-10 dataset.

Method PL SH ST BD TC BC GT HA BR VH mAP
Model FPS

Size Gtx1660 TX2

Baseline 99.5 93.9 99.4 98.1 94.9 95.7 99.5 89.7 89.6 90.8 95.1 28.1 MB 86.2 15.31

YOLOv7-tiny [22] 99.5 88.2 99.4 97.7 94.6 93.4 99.6 88.9 88.3 72.5 92.2 23.8 MB 54.3 17.99
SSD-VGG16 [33] 90.7 77.3 79.9 94.4 82.6 77.7 90.1 84.3 61.8 62.8 80.2 99.8 MB 14.8 3.26

YOLOv5-lite-c [34] 99.5 90.4 98.5 98.3 92.9 96.8 99.5 91.2 91.5 75.7 93.4 17.3 MB 74.1 19.37
Nanodetplus-m [35] 100 90.7 99.6 99.3 93.9 96.4 99.5 93.3 95.9 75.3 94.4 33.4 MB - -

YOLOX-s [20] 99.9 90.4 99.9 99.0 97.4 90.9 100 89.2 89.4 86.2 94.2 35.2 MB 72.9 9.96
YOLOv3 [17] 90.9 90.9 90.8 99.1 90.9 90.9 99.5 90.1 90.9 90.4 92.4 246 MB 25.8 4.52

LAR-YOLOv8 [36] 99.3 90.7 89.0 96.6 87.8 85.8 99.4 86.1 84.8 88.6 90.8 - - -
Faster R-CNN [37] 99.4 95.0 67.7 93.9 91.7 88.6 98.6 82.3 68.7 81.8 86.8 330.7 MB 9.1 1.37

CANet [38] 100 86.0 99.3 97.3 97.8 84.8 98.4 90.4 89.2 90.3 93.3 - - -
CFIBSS [39] 100 86.7 92.5 96.3 91.4 95.8 100 97.1 94.9 93.2 94.8 - - -

YOLOv8-n [23] 99.4 88.0 97.5 98.7 98.3 93.8 99.4 88.7 92.8 86.4 94.3 12.0 MB 76.9 13.95

Ours 99.5 88.7 99.4 97.8 95.1 93.4 99.3 93.9 97.5 85.7 95.0 6.5 MB 105.5 22.73

The pruned model achieved an mAP of 95.0%, significantly higher than the other
models. Compared to object-detection models designed for natural scenes, it achieved a
2.6% and a 8.2% higher mAP than that of the large target detection models YOLOv3 [17] and
Faster R-CNN [37], respectively. Additionally, the model size was reduced by 97.3% and
98%. The pruned model achieved 2.8% and 0.7% higher mAPs than the latest lightweight
models YOLOv7-tiny [22] and YOLOv8n [23], respectively. Additionally, the model size
was reduced by 64.5% and 24.8% for single-precision floating-point storage. It also exhibited
a significantly higher FPS than both. Compared to the remote-sensing object-detection
models, the pruned model achieved 4.2% and 1.7% higher mAPs than the latest optical
remote-sensing models LAR-YOLOv8 [36] and CANet [38], respectively. Furthermore, the
pruned model was only 23% the size of the baseline model. On NVIDIA Jetson TX2, the
pruned model had a 48.5% higher model inference speed than the baseline model.

Although the overall detection accuracy of the pruned model was 0.1% that of the
baseline model, the accuracy for ship and vehicle targets was 5.2% and 5.1% lower, respec-
tively. However, the accuracy of detecting harbor and bridge targets was 4.2% and 7.9%
higher, respectively, while that of the remaining targets remained unchanged. The model’s
detection accuracy fluctuated due to the removal of redundant features in the baseline
model during sparse modeling. The pruned model had the same target-detection accuracy
as the baseline model for small targets and a significantly higher accuracy for large targets,
such as bridges and harbors.

The proposed pruning framework does not require pre-training or fine-tuning; thus,
the regularization constraints are implemented during sparse training. This can cause
differences in the detection accuracy of certain targets; however, the detection accuracy was
comparable to that of the baseline model.

Figure 6 compares the detection results of the baseline (a,c,e,g,i,k) and pruned (b,d,f,h,j,l)
models on the NWPU VHR-10 dataset. In Figure 6a,b, the baseline model missed the bridge
target, whereas the pruned model correctly identified it. In Figure 6c,d, the baseline model
missed the harbor target, while the pruned model correctly detected it. Figure 6e,f show
that the baseline model had a false alarm for the harbor target, whereas the pruned model
correctly detected all targets without false alarms. Similarly, the baseline model had a
missed detection for the baseball diamond target, while the pruned model correctly detected
it (Figure 6i,j). Figure 6k,l indicate that the baseline model incorrectly identified a ship
(false alarm), whereas the pruned model correctly identified this area as the background.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 6. The detection results for the baseline (a,c,e,g,i,k) and pruned (b,d,f,h,j,l) models on the
NWPU VHR-10 dataset. The red circles represent targets detected by the pruned model but not by
the baseline model, and the blue circles represent false alarms for the baseline model.

The pruned and baseline models provided similar detection results in various complex
scenarios. However, the pruned model had a higher detection accuracy for bridges ((a) and
(b)) and harbors ((c) and (d), (e) and (f)) in some detection scenarios.

Figure 7 shows the heatmaps derived from Grad-CAM++ [40] for the baseline (a,c,e,g,i,k)
and pruned (b,d,f,h,j,l) models on the NWPU VHR-10 dataset.

The baseline model focused on the target and background features, resulting in false
alarms and missed detection. Figure 7a,b show that the baseline model detected bridge
targets by focusing on the features of the target area. However, due to low attention to the
target features, it classified the target as the background in some cases and missed some
targets. In contrast, the pruned model detected all three bridge targets correctly. As shown
in Figure 7c,d, the baseline model focused more on the background, resulting in missed
detection. In contrast, the pruned model focused on the harbor and bridge targets and
was not influenced by the background information, resulting in the correct detection of all
targets. Figure 7e,f show that the baseline model’s attention was primarily focused on the
background, leading to false alarms. In contrast, the pruned model focused more on the
harbor target and was not influenced by the background information, correctly detecting
all targets. Figure 7i,j show that the baseline model’s attention was on the target and its
edges, resulting in missed detection in complex backgrounds. In contrast, the pruned
model focused primarily on the target and was unaffected by the background features of
the target edges. In the remaining detection scenarios (Figure 7g,h,k,l), the baseline model
focused on the target and the background, resulting in correct target detection, although a
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significant amount of irrelevant background information was considered. In contrast, the
pruned model focused solely on the target.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 7. The heatmap derived from Grad-CAM++ for the baseline (a,c,e,g,i,k) model and pruned
(b,d,f,h,j,l) model on the NWPU VHR-10 dataset.

Table 3 compares the accuracy, mAP, model size, and FPS of the latest lightweight
target-detection models on the RSOD dataset. The optimal values in each category are
indicated in bold.

The pruned model achieved a 97.3% mAP with a model size of only 6.6 MB. Compared
to object-detection models designed for natural scenes, the mAP was 20.1% and 4.4%
higher than that of the large target detection models YOLOv3 [17] and Faster R-CNN [37],
respectively. Additionally, the model size was 97.3% and 98% smaller for single-precision
floating-point storage. The mAP was also 2.3% higher than that of the lightweight model
YOLOv7-tiny [22]. Compared to optical remote-sensing object-detection models, the pruned
model achieved 3.0% and 2.1% higher mAP than the latest optical remote-sensing models
LAR-YOLOv8 [36] and CANet [38], respectively. The model size was only 23.5% of the
baseline model. The inference speed on the NVIDIA Jetson TX2 was 38.2% higher than that
of the baseline model.

The pruning model’s overall detection accuracy was 0.5% lower than that of the
baseline model. However, it had the same accuracy as the baseline model for different
complex scenes. The target accuracy was 0.9% lower for the aircraft class, 0.4% lower for the
oiltank class, and 0.5% lower for the overpass class compared to the baseline model. The
target accuracy of the playground class was the same. Redundant features were eliminated
from the baseline model while preserving its ability to detect small targets like airplanes
and large targets like playgrounds.
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Table 3. Detection results on the RSOD dataset.

Method Aircraft Oiltank Overpass Playground mAP
Model FPS

Size Gtx1660 TX2

Baseline 96.1 98.8 96.7 99.5 97.8 28.1 MB 83.8 15.08

YOLOv3 [17] 74.3 73.8 75.1 85.2 77.1 246 MB 23.2 3.74
OYOLO [41] 96.6 98.8 77.1 98.8 92.8 162 MB - -
EDCNet [42] 96.1 94.1 45.9 94.1 82.5 12.2 MB - -

YOLOv5-lite-c [34] 93.4 96.8 91.4 99.3 95.2 17.3 MB 61.0 16.75
YOLOv7-tiny [22] 95.9 97.8 86.9 99.0 94.9 12 MB 43.3 15.17
Faster R-CNN [37] 70.8 90.2 78.7 98.1 84.5 330.5 MB 8.7 1.12
LAR-YOLOv8 [36] 94.8 98.2 85.4 98.9 94.3 - - -

CANet [38] 91.8 97.1 94.1 97.9 95.2 - - -
Nanodetplus-m [35] 91.0 95.8 92.6 100 94.8 33.4 MB - -

Ours 95.2 98.4 96.2 99.5 97.3 6.6 MB 97.1 20.83

Figure 8 shows the detection results for the baseline (a,c,e,g) and pruned (b,d,f,h)
models on the RSOD dataset.

In Figure 8, comparing Figure 8a,b, The baseline model missed two small aircraft
targets, whereas the pruned model correctly detected them. In Figure 8c,d, the baseline
model missed three oiltank targets, while the pruned model correctly detected two. In the
remaining detection scenarios (Figure 8e–h), the pruned and baseline models had the same
detection results for large targets, such as overpasses and playgrounds.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8. Comparison of detection results for the baseline (a,c,e,g) and pruned (b,d,f,h) models in
complex scenes of the RSOD dataset. The red circles indicate targets detected by the pruned model
but not by the baseline model.

Figure 9 compares the feature heatmaps derived from Grad-CAM++ [40] for the
baseline (a,c,e,g) and pruned (b,d,f,h) models on the RSOD dataset.



Remote Sens. 2024, 16, 2026 18 of 26

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9. The heatmap derived from Grad-CAM++ for the baseline (a,c,e,g) and pruned (b,d,f,h) mod-
els on the RSOD dataset.

The baseline model focused on target and background features in all detection scenar-
ios. In Figure 9g,h, the baseline model had a large focus area when detecting the playground
target due to the complexity of the background information. In contrast, the pruned model
focused solely on the target. In the remaining detection scenarios (Figure 9a–f), the baseline
model’s attention covered almost the entire image. Although it detected the target, its focus
was also on the background features, resulting in missed detection. In contrast, the pruned
model’s attention was primarily on the target; it detected all targets correctly.

4.3.2. Model Pruning Results

The comparison of the proposed pruning framework and other pruning methods
and the performances of the YOLOv5s model and the NS [2], SFP [28], and PAGCP [29]
methods on two remote-sensing datasets are listed in Table 4. The optimal values in each
category are indicated in bold.

On the NWPU VHR-10 dataset, a comparison of the proposed high pruning ratio
(>80%) model (Ours-HP) and the NS method showed that our model was 0.8% more
accurate than the NS method, with a 5.83% higher parameter pruning ratio and 3.75%
higher FLOP pruning ratio. To compare our model with the SFP and PAGCP methods,
we used the highest-accuracy pruning model (Ours-BA) due to the low pruning ratio of
SFP with PAGCP. Our model had a 3.1% higher accuracy than the SFP method, with a
25.4% higher parameter pruning ratio and a 20% higher FLOP pruning ratio. Our pruning
method had a 2.58-times higher parameter pruning ratio and a 2.71 times higher FLOP
pruning ratio than the PAGCP method, with almost the same accuracy.

On the RSOD dataset, our model had a 3.4% higher accuracy, a 4.84% higher parameter
pruning ratio, and an 11.25% higher FLOP pruning ratio than the NS method. We compared
Ours-BA with the SFP and PAGCP methods. Our model achieved 7.2% higher accuracy,
a 26.25% higher parameter pruning ratio, and a 20% higher FLOP pruning ratio than the
SFP method. The parameter pruning ratio was 35.83% higher, the FLOP pruning ratio
was 27.5% higher, and the accuracy was 1.6% higher than for the PAGCP method. The
experimental results demonstrate that our pruning method outperformed other pruning
methods for the target-detection models.
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Table 4. Comparison of L1RR and other pruning methods on remote-sensing datasets.

Dataset Method
Training Settings

mAP
PR

Pre-Defind? Fine-Tuning? Params FLOPs

NWPU VHR-10

Baseline N/A N/A 95.1 0 0

NS [2] ✗ ✓ 91.2 81.87% 72.5%
Ours-HP ✗ ✗ 92.0 87.7% 76.25%

SFP [28] ✓ ✗ 92.5 37.60% 32.5%
Ours-BA ✗ ✗ 95.6 63% 52.5%

PAGCP [29] ✗ ✓ 95.5 24.45% 19.4%
Ours-BA ✗ ✗ 95.6 63% 52.5%

Ours ✗ ✗ 95.0 77.54% 65%

RSOD

Baseline N/A N/A 97.8 0 0

NS [2] ✗ ✓ 93.9 72.30% 48.75%
Ours ✗ ✗ 97.3 77.16% 60%

SFP [28] ✓ ✗ 90.7 34.12% 30%
Ours-BA ✗ ✗ 97.9 60.37% 50%

PAGCP [29] ✗ ✓ 96.3 24.54% 22.5%
Ours-BA ✗ ✗ 97.9 60.37% 50%

Ours ✗ ✗ 97.3 77.16% 60%

Figure 10 shows the mAP of different pruning methods for different pruning ratios.
The proposed pruning framework had the highest detection accuracy and pruning ratio on
the NWPU VHR-10 and RSOD datasets. The mAP of several algorithms decreased signifi-
cantly and fell below 90% after the pruning ratio reached 80%. The SFP method exhibited a
significant decrease in the mAP at a pruning ratio of 40%. The NS method maintained a
higher accuracy, but the accuracy was below 90% when the pruning ratio exceeded 70%. In
contrast, the proposed pruning framework maintained 90% and 95%, respectively.

(a) (b)

Figure 10. Mean average precision of different pruning methods for different pruning ratios:
(a) NWPU VHR-10 dataset, and (b) RSOD dataset.

Figure 11 shows the mAP for the targets for different pruning ratios and pruning
methods on the NWPU VHR-10 dataset. The mAP of several targets (ship, storage tank,
and others) for the SFP method declined significantly after the pruning ratio reached 50%.
The PAGCP method exhibited a significant accuracy degradation (lower than 60%) for
basketball court, harbor, and other targets. Although the NS method showed a similar
detection accuracy for the ship and tennis court classes compared to our method, its
detection accuracy for the harbor, bridge, and vehicle classes was significantly lower than
ours. Therefore, the proposed pruning framework optimally maintains target features for
more targets across a wider pruning ratio range and accurately distinguishes the importance
of feature channels.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Figure 11. Mean average precision for various targets for different pruning methods and pruning
ratios on the NWPU VHR10 dataset: (a) airplane; (b) ship; (c) storge tank; (d) baseball diamond;
(e) tennis court; (f) basketball court; (g) ground track field; (h) harbor; (i) bridge and (j) vehicle.

Figure 12 displays the mAP for various targets for different pruning ratios and meth-
ods on the RSOD dataset. The SFP and PAGCP methods showed significant accuracy
degradation for the aircraft and overpass targets (below 60%) after the pruning ratio
reached 50%. The NS method exhibited substantial accuracy degradation for all targets
when the pruning ratio exceeded 70%. In contrast, the proposed pruning framework only
showed a slight decrease in accuracy for the overpass target, while the accuracy remained
above 95% for a wide pruning ratio range.

(a) (b) (c) (d)

Figure 12. Mean average precision for various targets for different pruning ratios and methods on
the RSOD dataset: (a) aircraft; (b) oiltank; (c) overpass and (d) playground.
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5. Ablation Study

The proposed pruning approach comprises three modules: DSM, SASM, and RRP.
We conducted ablation experiments to compare the influence of different modules on the
accuracy and model parameters. The following analysis was conducted.

• Sparse training of the model using only the DSM.
• Sparse training of the model using the DSM and RRP.
• Sparse training of the model using the DSM and SASM.
• The DSM and SASM are used to simplify the model and to implement RPP.

The results in Table 5 indicate that the Yolov5s model had significantly fewer parame-
ters and the highest accuracy. The optimal values in each category are indicated in bold.
Specifically, the number of parameters was reduced by 55.23% with virtually no impact on
the mAP when only the DSM was used on the NWPU VHR-10 dataset. The combination of
the DSM and SASM resulted in a 72.02% reduction in the number of parameters without
sacrificing accuracy. The use of the DSM, SASM, and RRP resulted in a 77.54% reduction
in the number of parameters while maintaining accuracy. Similar results were observed
on the RSOD dataset. Using the DSM reduced the parameter count by 57.29%, with a
minor decrease in the mAP. The combination of the DSM and SASM reduced the parameter
count by 75.29%. Using all three modules reduced the parameters by 76.97% without
compromising accuracy.

Table 5. Results of ablation study.

Dataset RRP DSM SASM mAP Params PRParam Model Size LFA

NWPU VHR-10

Baseline N/A N/A N/A 95.1 7046599 0% 28.1 MB -

✓ 95.0 3154552 55.23% 12.9 MB 0.71%
✓ ✓ 95.0 2364345 66.45% 9.7 MB 1.04%

✓ ✓ 95.0 1971722 72.02% 8.1 MB 0.93%
✓ ✓ ✓ 95.0 1582936 77.54% 6.5 MB 1.14%

RSOD

Baseline N/A N/A N/A 97.8 7030417 0% 28.1 MB -

✓ 96.8 3002861 57.29% 12.0 MB 0.46%
✓ ✓ 97.1 2677029 61.92% 10.7 MB 0.88%

✓ ✓ 97.1 1731560 75.29% 7.0 MB 0.74%
✓ ✓ ✓ 97.3 1619017 76.97% 6.6 MB 0.6%

The accuracy of the pruned models with different pruning ratios trained on the NWPU
VHR-10 dataset and the RSOD dataset was compared. We assessed four pruning ratios,
labeled as “Prune-pruning ratio”: “Prune-40” refers to the model where the feature channels
were pruned by 40%. “Baseline” denotes the base training result for the YOLOv5s model.
“Sparse” denotes the sparse model at the end of sparse training, with an optimum pruning
ratio of 66.5% on the NWPU VHR-10 dataset and 73.2% on the RSOD dataset.

Table 6 presents the experimental results of the six models on the NWPU VHR-10
dataset. The sparse model differed slightly from the baseline model, resulting in 0.001
lower mAP@0.5. When the pruning ratio was lower than the optimal one, Prune-20 and
Prune-40 exhibited no difference in mAP compared to the sparse model. Additionally,
they had fewer parameters and FLOPs, and the LFA values were low (0.25% and 0.24%,
respectively). Prune-66.5 had the same mAP as the sparse model and significantly fewer
parameters and FLOPs when the pruning ratio was optimal. The LFA value was only 1.14%,
and no noticeable difference in the feature extraction ability was observed compared to the
sparse model. The mAP@0.5 of Prune-70 was 0.017 lower than that of the sparse model
when the pruning ratio exceeded the optimal values. Although the number of parameters
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and FLOPs were significantly lower, the LFA value was 6.79%, affecting the model’s feature
extraction ability.

Table 7 compares the performances of the six models on the RSOD dataset. The
mAP@0.5 of the sparse model was 0.005 lower than that of the baseline model. Prune-20,
Prune-60, and the sparse model had the same mAP when the pruning ratio was lower than
the optimal one. Additionally, they had fewer parameters and FLOPs. The LFA values were
only 0.5% and 0.57%, respectively. Prune-73.2 had the same mAP as the sparse model when
the pruning ratio was optimal. Additionally, the number of parameters and FLOPs were
significantly lower, and the LFA value was only 0.6%. The feature extraction abilities of
the Prune-73.2 and the sparse model were similar. Prune-77 had a 0.479 lower mAP@0.5
than the sparse model when the pruning ratio exceeded the optimum value. It had fewer
parameters and FLOPs. However, the high LFA value (19.4%) indicated a low feature
extraction ability.

Table 6. YOLOv5s pruning results for sparse models with different pruning ratios on the NWPU
VHR-10 dataset.

Precision Recall mAP@0.5 mAP@0.5:0.95 Params GFLOPs LFA

Baseline 96.6 90.2 95.1 62.6 7046599 16.0 -
Sparse 93.2 90.2 95.0 59.7 7046599 16.0 0%

Prune-20 93.2 90.1 95.0 59.6 4586338 10.5 0.25%
Prune-40 93.1 90.1 95.0 59.6 2985918 7.6 0.24%

Prune-65.5 94.1 89.3 95.0 59.8 1582936 5.6 1.14%
Prune-70 94.7 85.8 93.3 58.7 1380728 5.1 6.79%

Table 7. YOLOv5s pruning results for sparse models with different pruning ratios on the
RSOD dataset.

Precision Recall mAP@0.5 mAP@0.5:0.95 Params GFLOPs LFA

Baseline 96.6 90.2 97.8 67.2 7030417 16.0 -
Sparse 87.0 96.3 97.3 63.1 7030417 16.0 0%

Prune-20 87.7 95.3 97.3 63.0 4571508 11.4 0.5%
Prune-40 87.9 95.0 97.3 63.0 2051935 7.1 0.57%

Prune-73.2 94.1 89.3 97.3 63.0 1619017 6.4 0.6%
Prune-77 88.5 41.2 49.4 27.6 1501089 6.0 19.4%

To validate the effectiveness of L1RR in microwave remote-sensing images, the
YOLOv5 model was pruned for synthetic aperture radar (SAR) image ship detection
using the high-resolution SAR images dataset (HRSID) [43]. The primary comparisons
were made in terms of mAP, parameters, model size, and GFLOPs.

Table 8 shows the model pruning results for microwave remote-sensing images on the
HRSID dataset. The optimal values in each category are indicated in bold. The pruned
model achieved a 92.4% mAP with a model size of only 7.2 MB, resulting in a parameter
pruning rate and FLOP pruning rate of 77.8% and 61.25%, respectively. Compared to
object-detection models designed for natural scenes, it outperformed the large target
detection model Faster R-CNN [37] by 8.4% in mAP, while reducing the model size by
98% when stored in single-precision floating-point format. Additionally, it surpassed the
lightweight model YOLOX-tiny [22] by 3.7% in mAP. When compared to models designed
for microwave remote-sensing scenes, the pruned model achieved a higher mAP than
SAR-Net [44] and ZeroSARNas [45] by 7.7% and 1.1%, respectively. The parameters were
reduced by 96.3% and 10.8%, respectively. Furthermore, compared to pruning methods
NS [2] and SFP [28], the pruned model achieved a higher mAP than YOLOv5s + NS
and YOLOv5s + SFP by 2.5% and 1.1%, respectively, while achieving a higher parameter-
pruning rate of 13.57% and 42.9% and a higher FLOP-pruning rate of 16.25% and 30%,
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respectively.The experimental results demonstrate that our proposed method achieves
competitive detection performance even in microwave remote-sensing scenarios.

Table 8. Detection results on the HRSID dataset.

Method mAP@0.5 Params Model Size GFLOPs

Baseline 93.2 7.02 M 28 MB 16.0

YOLOX-tiny [22] 88.7 5.0 M 19.5 MB 23.7
Faster R-CNN [37] 74.0 41.5 M 330 MB 91.4

SAR-Net [44] 84.7 42.6 M - 104.2
ZeroSARNas [45] 91.3 1.75 M - 2.67
YOLOv5s + NS 89.9 2.26 M 11 MB 8.4
YOLOv5s + SFP 91.3 4.57 M 18.2 MB 11.0

Ours 92.4 1.56 M 7.2 MB 6.2

Figure 13 shows the detection results on the HRSID dataset. In the comparison of the
target detection model results, the pruned model (Figure 13b,d) demonstrates detection
performance that is essentially consistent with the baseline model (Figure 13e,g). However,
in the comparison of heatmaps, attentions of the baseline model (Figure 13e) primarily
focus on background areas, whereas attentions of the L1RR model (Figure 13f) mainly
concentrate on target areas. In the baseline (Figure 13g), attention is dispersed across the
entire image. Although it correctly detects the target, its attention relies on the target’s edge
features. In contrast, the L1RR model (Figure 13h) focuses on the target. This demonstrates
that L1RR can effectively distinguish between target and background features in the SAR
images, thereby preserving the integrity of the target feature information.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 13. Comparison of detection results and heatmaps for the baseline (a,c,e,g) and pruned
(b,d,f,h) models on the HRSID dataset.

6. Conclusions

This paper proposes a pruning method to ensure a balance in the size and accuracy
of remote-sensing target-detection models. The L1RR framework prevents target feature
loss during sparse training and pruning. An evaluation of the framework on the NWPU
VHR-10 and RSOD datasets demonstrates that the proposed method results in a smaller
model size, higher accuracy, and faster detection speed compared to existing lightweight
target-detection methods. Moreover, it optimally maintains target features and effectively
distinguishes feature channel importance compared to conventional pruning techniques.
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Importantly, it achieves substantially higher performance than alternate pruning methods
for remote-sensing targets with higher detection difficulty. Future studies will investigate
the combination of model pruning and model quantization to enhance the efficiency of
remote-sensing target detection.
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