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Abstract: Milk vetch (Astragalus sinicus L.) is a winter-growing plant that can enhance soil fertility
and provide essential nutrients for subsequent season crops. The fertilizing capacity of milk vetch is
closely related to its above-ground biomass. Compared to the manual measurement methods of milk
vetch biomass, remote sensing-based estimation methods have the advantages of rapid, noninvasive,
and large-scale measurement. However, few studies have been conducted on remote sensing-based
estimation of milk vetch biomass. To address this shortcoming, this study proposes combining
unmanned aerial vehicle (UAV)-based hyperspectral imagery and machine learning algorithms for
accurate estimation of milk vetch biomass. Through the analysis of hyperspectral images and feature
selection based on the Pearson correlation and principal component analysis, vegetation indices (VIs),
including near-infrared reflectance (NIR), red-edge spectral transform index (RE), and difference
vegetation index (DVI), are selected as estimation metrics of the model development process. Four
machine learning methods, including random forest (RF), multiple linear regression (MLR), deep
neural network (DNN), and support vector machine (SVM), are used to construct the biomass models.
The results show that the RF estimation model exhibits the highest coefficient of determination
(R2) of 0.950 and the lowest relative root-mean-squared error (RRMSE) of 14.86% among all the
models. Notably, the DNN model demonstrates promising performance on the test set, with the
R2 and RRMSE values slightly superior and inferior to those of the RF, respectively. The proposed
method based on UAV imagery and machine learning can provide an accurate and reliable large-scale
estimation of milk vetch biomass.

Keywords: UAV; milk vetch; above-ground biomass; hyperspectral imagery; machine learning

1. Introduction

Milk vetch (Astragalus sinicus L.) is a green manure, a cover crop, that grows in
the winter season [1,2]. Milk vetch has been widely cultivated in East Asian countries,
such as China, Japan, and Korea [3]. The growth of milk vetch in the following winter
times can fully use the light, water, heat, and other natural resources and can input ni-
trogen nutrition into the agroecosystem through biological nitrogen fixation [4]. Under
phosphorus-deficient soil conditions, the root of milk vetch secretes organic acids, which
can increase the availability of anionic nutrients, such as phosphorus [5], thus increasing
phosphorus effectiveness. The decomposition of milk vetch residues returns potassium to
the field in a soluble form, which increases the available soil potassium pool for subsequent
uptake by rice [6]. In addition, milk vetch can also improve soil fertility and aeration by
reducing soil bulk density [7], thus enhancing microbial and enzymatic activities in soil.
Residues of milk vetch in the soil can free a lot of nutrients for the subsequent crop, which
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can be helpful in obtaining a high yield [8]. Further, milk vetch can also be used as a forage
grass, honey, and medicine [3].

The effect of milk vetch on soil fertility and crop yield mainly depends on the amount
of its above-ground fresh biomass. Usually, the fresh biomass of milk vetch can reach its
highest value at the full flowering stage [9]. Destructive sampling is the traditional approach
for obtaining a milk vetch biomass. This approach requires manual cutting, weighing, and
recording, which consumes much time and labor. With the recent development of sensors,
remote sensing has been regarded as the best tool for plant biomass estimation. Recent
studies have shown that satellite remote sensing can be a good data source for large-scale
estimation of various plant biomasses [10]. However, the satellite remote-sensing methods
can be easily disturbed by weather, satellite visit time, and other factors.

Unmanned aerial vehicles (UAVs) have been developed rapidly in recent years. Com-
pared to satellites, UAVs have the advantage of providing near-Earth information with
a high spatiotemporal resolution and easily controlled flight [11]. A UAV as a platform
combined with spectral sensors has become an efficient method for biomass estimation
of various crops. Good results were obtained for maize [12,13], rice [14], barley [15,16],
wheat, and grass [17]. In the related studies, a variety of vegetative indices (VIs), including
the normalized difference vegetation index (NDVI) [18], green normalized differential
vegetation index (GNDVI) [18], and triangular vegetation index (TVI) [19], were used for
biomass estimation. Machine learning can be defined as an artificial intelligence concerned
with statistical algorithms that can learn from black box data [20]. In recent years, ma-
chine learning has been widely applied to the agricultural field, and it has been proven
that machine-learning methods could help improve the accuracy of VI-based biomass
models [21].

Numerous studies on crop biomass estimation using remote sensing have been con-
ducted in recent years. However, there have been fewer studies on using VIs obtained
from a UAV hyperspectral imager in combination with machine learning-based methods
for milk vetch biomass estimation. To address this shortcoming, this study defines the
following objectives: (1) investigate the feasibility of using UAV hyperspectral imaging to
estimate milk vetch biomass, (2) use the optimal spectral VIs as model input parameters,
and (3) compare the performance of different machine-learning based milk vetch estimation
biomass models. Accordingly, a milk vetch biomass estimation field experiment using
UAVs and machine learning methods was conducted, and the feasibility of the study and
the model performance were analyzed. These findings will be valuable and helpful in the
development of the milk vetch industry.

2. Materials and Methods
2.1. Study Area and Experimental Design

The test site was located at the experimental field base of the Zhejiang Academy of
Agricultural Sciences (ZAAS), Xiangxi town, Lanxi City, Zhejiang Province, China, as
shown in Figure 1A. The climate of this area belongs to the subtropical monsoon region
of East Asia, with an average monthly temperature of 17.6 ◦C, a monthly precipitation of
1476.5 mm, an annual average relative humidity of 76.5%, and an annual average frost-free
period of 264 days. The farmland was a wasteland before it was cultivated in October
2021. The sandy soil in the field had poor fertility, with an average organic matter content
of 0.152 g/kg. Uneven fertility was observed, and the growth of spatial heterogeneity in
milk vetch in the field is shown in Figure 1. The field was 157.0 m long and 63.0 m wide.
Milk vetch was seeded on 5 November 2021 and 8 November 2022. The planting density
was 5.0 × 105/ha. In total, 82 milk vetch samples were freshly cut on 12 April 2022, and
100 samples were cut on April 10, 2023. The average canopy coverages during the sampling
period were 0.85 and 0.90, respectively. The sampling area was 0.25 m2. The sampling
position was captured by GPS, and the above-ground biomass of milk vetch was weighed
after the cut.
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Figure 1. Study area (A,D) and a UAV used in this study; (B): DJI Matrice 600 Pro equipped with a
Pika XC2 hyperspectral imager; (C): DJI Phantom 4 RTK.

2.2. UAV Image Data Collection and Analysis

On the sampling days (12 April 2022, and 10 April 2023) and before the milk vetch
was cut, a DJI Matrice 600 Pro drone (DJI, Shenzhen, China) equipped with a Pika XC2
hyperspectral sensor (Resonon, Bozeman, MT, USA); Figure 1C was used to collect the milk
vetch hyperspectral images from 11:00 am to 12:30 pm under clear and cloudless weather
conditions. The flight activities were conducted at an altitude of 100 m. The hyperspectral
images were calibrated by a radiation-calibrated standard tarp that was placed flat on the
ground in the flight area.

Simultaneously, a DJI Phantom 4 RTK was used to collect RGB images. The flight
height was set 100 m, and the forward and side overlaps of the visible images were set to
70% and 80%, respectively. The RGB sensor has 20 million effective pixels per inch. And
the spatial resolution of RGB image was 0.71 cm. The RGB images were used to assist in
hyperspectral image geometric correction and the manual delineation of plant crowns. The
collected hyperspectral images with a spatial resolution of 5.0 cm included spectral bands
from 400 nm to 1000 nm and had a spectral resolution of 1.3 nm, 447 spectral channels,
and 1600 spatial channels with a 12-bit depth. The images were stored on a memory card.
The reflectance value of the milk vetch was extracted from the hyperspectral images using
Software SpectrononPro (www.resonon.com (accessed on 10 June 2019). According to the
previous studies, 10 spectral VIs were calculated, as shown in Table 1.

Table 1. Summary of the spectral VIs used in this study.

Indices Calculation Equation Reference

NIR R860 /
RE R750/R710 [22]
NDVY (R560 − R450)/(R560 + R450) [23]
CIre R800/R720 − 1 [24]
CIgreen R800/R550 − 1 [24]
RVI R800/R670 [25]
DVI R800 − R670 [26]
RDVI [NDVI × (R800 + R670)2]0.5 [27]
TVI 0.5 × (120 × (R750 − R550) − 200 × (R670 − R550) [28]

www.resonon.com
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Table 1. Cont.

Indices Calculation Equation Reference

BNDVI (R860 − R450)/(R860 + R450) [29]
ENDVI [(R860 + R550) − 2 × R450]/[R860 + R550) + 2 × R450] [30]

Rx refers to the leaf reflectance at a wavelength x in nanometers; NIR is the near-infrared reflectance; RE is red-
edge spectral transform index; NDVY is the normalized yellow difference vegetation index; CIre is the red-edge
chlorophyll index; CIgreen is the green chlorophyll index; RVI is the ratio vegetation index; DVI is the difference
vegetation index; RDVI is the ratio difference vegetation index; TVI is triangular vegetation index; BNDVI is the
blue normalized difference vegetation index; ENDVI is the enhanced normalized difference vegetation index.

To select appropriate VIs to develop a biomass estimation model, this study conducted
Pearson’s correlation analysis and principal component analysis (PCA) to reduce the
dimension and number of VIs. The two-tailed test with p < 0.01 was conducted during the
correlation analysis between the VIs and milk vetch biomass. After the correlation analysis,
the PCA with two principal components was performed, and the scores were calculated
using Origin 2022. According to the calculated scores, the VIs with a close relationship with
milk vetch biomass were obtained.

2.3. Model Construction and Test

The flowchart of the entire process, from image acquisition to data reduction and
modeling, is shown in Figure 2. Before modeling, all input variables were standardized by

xn =
xi − xmin

xmax − xmin
(1)

where xn is the normalized value, and xmax and xmin are the maximum and minimum
values, respectively.
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In this study, a total of 82 and 100 samples collected in 2022 and 2023 were used, of
which, two-thirds were used for model training, and the remaining one-third was used
independently for model testing. Four machine learning regression methods, including the
random forest (RF), multiple linear regression (MLR), support vector machine (SVM), and
deep neural network (DNN), were used to construct the milk vetch biomass estimation
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model. RF is a commonly used machine learning algorithm, that combines the output of
multiple decision trees to reach a single result. It can handle regression problems easily.
In the RF method, the number of decision trees was set to 500, and the other parameters
were set to the RF algorithm’s default parameters. MLR is a traditional modeling method
and often used to determine a mathematical relationship among several random variables.
In the MLR analysis, “enter” denoted the model input method. SVM is commonly used
for regression analysis due to its powerful supervised learning algorithms. In the SVM
method, default parameters were used.

DNN is a machine learning technique that allows a computer, by training it, to do
tasks that would be very difficult to do using conventional techniques. The DNN model’s
structure used in this study is shown in Figure 3. The input layer of the DNN model
consisted of the selected features and contained four hidden layers, with 256, 128, 64, and
32 neurons, respectively. The output layer provided the biomass data. The ReLU activation
function was used after each hidden layer. After the first hidden layer, a dropout layer
with a ratio of 0.1 was used to reduce the model overfitting effect. The Adaptive Moment
Estimation (Adam) optimizer was employed to train the network. The maximum number
of training iterations was set to 500, and the mini-batch size was 256. The initial learning
rate was 0.001, with a 10% decrease at every 100 rounds.
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Figure 3. DNN network structure used in this study.

The training and test performances of the models were evaluated using the coefficient
of determination (R2), root-mean-square error (RMSE), and relative root-mean-squared
error (RRMSE), which were, respectively, calculated by

R2 =

n
∑

i=1
(xi − x)2(yi − y)2

n
∑

i=1
(xi − x)2 n

∑
i=1

(yi − y)2
, (2)

RMSE =

√√√√ 1
N

N

∑
i=1

(xi − yi)2, (3)

RRMSE =

√
1
N

N
∑

i=1
(xi − yi)2

x
× 100%, (4)

where x and y are the measured and estimated values, respectively; x and y denote the
average values of measured and estimated biomass, respectively; and N is the number
of observations.

2.4. Data Analysis

The Pearson correlation with a two-tailed test between the VIs and biomass, the fitted
linear regression of the measured and machine-learning estimated biomass, and the PCA
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of the 10 VIs were analyzed using IBM SPSS Statistics 25.0 (SPSS Inc., New York, NY, USA,
2017). The correlation, scatter, fitted line, and PCA plots shown in the following section
were drawn by Origin 2022 (Origin Lab Corporation, Northampton, MA, USA, 2022). The
machine learning algorithms, including RF, DNN, SVM, and MLR, were run in MATLAB
R2022a software (The MathWorks, Inc., Torrance, CA, USA, 2022).

3. Results
3.1. Milk Vetch Biomass

The biomass values of milk vetch in 2022 and 2023 are shown in Table 2. In 2022,
the minimum and maximum values of the milk vetch biomass were 0.264 kg/m2 and
12.39 kg/m2, respectively, and the average biomass value was 4.806 kg/m2. The coefficient
of variance (CV) of milk vetch was 0.756, which indicated significant changes in the
biomass value. The minimum and maximum biomass values in 2023 were 0.372 kg/m2

and 6.38 kg/m2, respectively, and the average biomass value was 2.36 kg/m2. The CV of
milk vetch biomass in 2023 was 0.631. In 2023, the biomass value had a smaller range and
CV than in 2022.

Table 2. Biomass (kg/m2) of milk vetch in 2022 and 2023.

Year Number of Samples Min 1 Max 2 Mean CV

2022 82 0.264 12.39 4.81 0.756
2023 100 0.372 6.38 2.36 0.631

1 Min: minimum; 2 Max: maximum.

3.2. Correlations between VIs and Milk Vetch Biomass

The correlations between the milk vetch biomass and VIs in 2022 and 2023 are shown
in Figure 4. All the VIs had a significant relationship with the milk vetch biomass across
the two years. In 2022, the NIR, RE, and DVI had the highest correlation coefficients of
0.837, 0.822, and 0.806 among all VIs. In 2023, NIR, RE, DVI, RDVI, and TVI were higher
than the other VIs, and they were all higher than 0.800. Finally, the correlation coefficient
in 2023 was higher than in 2022. The VIs including NIR, RE, CIre, CIgreen, DVI, RDVI,
and TVI which had correlation coefficients of higher than 0.600 were selected for further
PCA analysis.
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3.3. PCA of VIs

Using highly correlated variables as input data for a prediction model might cause
multi-collinearity problems. In addition, using too many VIs as input parameters in the
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biomass evaluation model design might make the model complex and difficult to construct.
However, the PCA can be used to avoid these problems. The results for 2022 and 2023 are
shown in Figures 5A and 5B, respectively. As presented in Figure 4A, the RE, NIR, and DVI
had the closest relationship and load score with the milk vetch biomass among all VIs. The
same result could be observed for 2023, as shown in Figure 5B. Therefore, the RE, NIR, and
DVI were selected as input VIs to design a milk vetch biomass evaluation model.
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3.4. Performance of Milk Vetch Biomass Evaluation Models

The RF, MLR, DNN, and SVM models were used to construct a biomass estimation
model of milk vetch. The results are presented in Table 3 and Figure 6. In 2022, the RF
model had the highest coefficient of determination (R2) and the smallest RMSE and RRMSE
on both training and test sets among all models; the SVM model had the lowest R2 and the
highest RMSE and RRMSE values among all models; and the DNN and MLR were ranked
as the second and third after the RF model. In 2023, among all the models, the RF model
had the highest R2, and the SVM model had the lowest R2 on the training set; on the test
set, the DNN model had the highest R2.

Table 3. The training and test performances of different estimation models of milk vetch.

Year Model

Training Test

RMSE
(kg/m2)

RRMSE
(%) R2 RMSE

(kg/m2)
RRMSE

(%) R2

RF 0.833 17.71 0.950 1.651 33.01 0.793
2022 MLR 1.725 36.66 0.771 2.060 41.19 0.677

SVM 1.848 39.27 0.744 2.175 43.50 0.644
DNN 1.496 31.79 0.838 1.942 38.84 0.716

RF 0.343 14.86 0.946 0.807 32.94 0.759
2023 MLR 0.643 27.86 0.795 0.734 29.96 0.792

SVM 0.650 28.17 0.790 0.733 29.91 0.797
DNN 0.624 27.05 0.820 0.733 29.90 0.813

2022 + 2023

RF 0.634 19.09 0.955 1.758 47.17 0.700
MLR 1.425 42.90 0.758 1.604 43.03 0.711
SVM 1.513 45.57 0.744 1.677 44.10 0.700
DNN 1.343 40.43 0.798 1.625 43.59 0.701
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Figure 6. Training and test results of milk vetch in 2022 (A) and 2023 (B). A1 (B1), A2 (B2), A3 (B3),
and A4 (B4) were plots of predicted biomass to measured biomass, respectively.
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Regarding the RMSE and RRMSE metrics, the RF model had the lowest value on
the training set but had the highest value on the test set. The data from the two years
(2022 + 2023) were used to construct the estimation biomass model, and the results are
shown in Table 3 and Figure 7. Compared to the models constructed using data from 2022
and 2023, the 2022 + 2023 model has a low R2 value but slightly high RMSE and RRMSE val-
ues. The RF model had a high R2 value on the training set for the 2022 + 2023 data compared
to both 2022 and 2023 data. This proved that the RF model had excellent performance.
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Figure 7. Training and test results of milk vetch for two-year data (2022 and 2023).

3.5. Comparison of Estimated and Measured Biomass

The violin plots shown in Figure 8A,B show the distribution of measured and machine-
learning estimated milk vetch biomass values. The results indicated that the average
biomass of the SVM model was almost equal to the measured value across the two years.
Compared to the measured data, the shape of the biomass distributions of MLR, SVM,
and DNN models indicated that the weights were highly concentrated around the median
value. The biomass ranges (i.e., the max min ranges) of the SVM in 2022 and MLR in 2023
were almost near the measured ones. As shown in Figure 8, the CV of biomass was reduced
when the machine learning-based model was used.
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4. Discussion

A UAV is a suitable platform that can be used for data acquisition on a large scale in
comparison with ground-based instruments. The UAV-derived imagery is geometrically
registered and can provide multi-sensor data, such as spectral, thermal, and fluorescence
characteristics. Many previous studies have proven that plant biomass can be estimated
with excellent performance using UAVs [31–33]. In this study, hyperspectral imagery was
performed using a UAV, and the hyperspectral indices were used to estimate the milk
vetch biomass. The highest R2 values on the training and test sets were 0.950 and 0.813,
respectively, which suggested that UAVs could have great potential for evaluating the plant
growing status in large field areas.

Hyperspectral images contain rich and spectral data, from which hundreds of VIs can
be calculated. However, using all these VIs to design an estimation model might cause
auto-collinearity problems. Therefore, it is necessary to reduce the amount of data used
for model construction. To this end, this study analyzed the Pearson correlation of the VIs
and biomass first. Then, the PCA was performed to reduce the number of input VIs. The
feature screening methods proposed by Taşan et al. [34] were also employed. In addition
to the Person correlation and PCA, other feature selection methods were used in previous
studies [35,36]. Nevertheless, how to select the most appropriate feature screening methods
for model design requires further research.

In this study, the VIs were calculated from the plant canopy reflectance that was
collected by the hyperspectral imager. Many previous studies have proven that VIs are
useful for estimating plant biomass [37–39]. In this study, the NIR, RE, and DVI were
selected as model input parameters after the Person correlation calculation and PCA
analysis. However, the VIs can be disturbed by the canopy background, bidirectional
reflectance, shadows, and other factors. Some researchers have reported that combining
the VIs with morphology and physiology characteristics can improve the accuracy of a
biomass estimation model [33,38,40]. Still, future research is needed in this field.

The results presented in this study demonstrate the suitability of machine learning-
based models, such as RF, MLR, SVM, and DNN, for biomass estimation of milk vetch
plants. The results indicated that the RF model had the highest R2 and lowest RMSE and
RRMSE among all the models across the two years. A similar result was obtained by Freitas
et al. [35]. The good performance of the RF model could be related to the randomness,
which could minimize the correlations between decisions in the model. In general, the
DNN model had the second-best performance following the RF model. However, in the
experiment on the 2023 data, the R2 and RRMSE of the DNN model on the test set were
0.813 and 29.90, respectively. They were higher than those of the RF model, which suggested
that the DNN model could have great potential in biomass estimation.
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The process from data collection to model development requires careful consideration
and analysis. It is important to improve the quality of data obtained from UAV-based
imagery, ground-based observations, and modeling approaches, which could be influenced
by errors. Therefore, a standardized procedure of the above process is needed. Future work
could investigate using different image collection methods, data processing algorithms, and
modeling approaches for estimating biomass; also, plant biophysical properties and error
sources could be further explored. Moreover, assessing the uncertainty and transferability
of developed models and application testing is also needed.

This study has a few shortcomings that could be addressed in future work. First,
poor soil fertility might weaken the milk vetch growth, and a small biomass was obtained.
This could have a negative effect on both data quality and model building. However, it
is an important and valuable point for milk vetch to use milk vetch to fertilize poor soil
properties. Second, there were certain differences between the 2022 and 2023 models, and
the performance of the 2022 + 2023 model decreased in comparison to the two single-
year models. Therefore, developing an efficient model for practical applications requires
future research.

5. Conclusions

To estimate the milk vetch biomass, which might have the potential to improve soil
fertility, this study develops a milk vetch biomass estimation approach using UAV-based
hyperspectral imagery acquired across two years. After feature selection using the Pearson
correlation and PCA, the NIR, RE, and DVI indexes are selected to estimate model input
parameters. In the model design, four machine learning-based methods, including RF,
MLR, SVM, and DNN, are employed to construct a biomass model. The results show that
the RF model has a higher R2 and a lower RMSE than the other three models on the training
and test sets. The R2 and RMSE values of the DNN model on the test set are slightly
higher and lower than those of the RF model, respectively. This suggests that the DNN has
great potential in milk vetch biomass estimation. The results presented in this study could
provide a valuable reference for accurate and reliable estimation of milk vetch biomass,
which can contribute to policy and management decisions for agriculture production.
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