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Abstract: In this paper, we leverage multimodal data to classify minerals using a multi-stream
neural network. In a previous study on the Tinto dataset, which consisted of a 3D hyperspectral
point cloud from the open-pit mine Corta Atalaya in Spain, we successfully identified mineral
classes by employing various deep learning models. However, this prior work solely relied on
hyperspectral data as input for the deep learning models. In this study, we aim to enhance accuracy
by incorporating multimodal data, which includes hyperspectral images, RGB images, and a 3D
point cloud. To achieve this, we have adopted a graph-based neural network, known for its efficiency
in aggregating local information, based on our past observations where it consistently performed
well across different hyperspectral sensors. Subsequently, we constructed a multi-stream neural
network tailored to handle multimodality. Additionally, we employed a channel attention module
on the hyperspectral stream to fully exploit the spectral information within the hyperspectral data.
Through the integration of multimodal data and a multi-stream neural network, we achieved a
notable improvement in mineral classification accuracy: 19.2%, 4.4%, and 5.6% on the LWIR, SWIR,
and VNIR datasets, respectively.

Keywords: mineral classification; geology; multimodal; hyperspectral; point cloud; deep learning;
graph-CNN; hyperclouds; data fusion; multi-stream

1. Introduction

Several studies [1–5] have focused on identifying mineral classes using hyperspectral
data. Traditionally, these studies treated hyperspectral data as 2D images, with the spectral
information represented by the depth of the image. However, in tasks such as mineral clas-
sification, particularly in challenging environments like open-pit mines, representing the
real-world situation accurately is difficult using 2D images alone. Instead, 3D data, such as
point clouds, offer a more comprehensive representation of the complex environment. Re-
cent research [6–8] has integrated hyperspectral data with point clouds, resulting in what is
termed ‘hyperclouds’, for various applications in mineral exploration and mining monitor-
ing. Similarly, our previous work [9] integrated the hyperspectral data of multiple sensors
from different views with 3D point clouds, creating a multimodal dataset comprising three
distinct modalities: XYZ coordinates, hyperspectral data, and RGB images.

While we achieved success in identifying mineral classes using various deep learning
models for point clouds, our prior work [9] only utilized hyperspectral data as input,
overlooking the potential benefits of exploiting the multiple modalities present in our
dataset. In this study, we aim to investigate the prospect of enhancing mineral classification
accuracy by leveraging the multimodal nature of the dataset.

Training a multimodal dataset is often approached as a data fusion problem in machine
learning. Fusion models typically fall into categories such as early, late, and intermediate
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fusion [10–12]. In our investigation, we explore various fusion architecture designs to de-
velop efficient and reliable models for our task. Our experiments indicate that intermediate
fusion yields the best performance, highlighting the benefits of utilizing a multi-stream
network for multimodal data.

Our network architecture consists of two main parts. The first part comprises multiple
branches, which are each dedicated to a different modality within the dataset. In the second
part, we incorporate a single-stream network that aggregates the learned features from
the previous branches. This design facilitates the effective integration of information from
diverse modalities, thereby enhancing the overall performance of the model.

With the advancements in deep learning models for point cloud classification, we have
a wide range of architecture options to consider as the backbone of our framework. Many
of these backbones rely on local feature aggregation techniques exemplified by models
such as PointNet++ [13], DGCNN [14], and Point Cloud Transformer [15].

Our previous work [9] indicated that DGCNN consistently performs well across
various hyperspectral datasets. The primary feature of DGCNN lies in its use of the
EdgeConv operator, which is known for being lightweight and efficient. Therefore, we
opted to employ the EdgeConv operator as the feature encoder in our multi-stream network.

Additionally, as evidenced in various studies where leveraging channel information
proves beneficial [16–19], we integrate a channel attention module to exploit spectral infor-
mation. Our implementation of the channel attention mechanism involves incorporating
3D CNNs on top of the EdgeConv operator within the hyperspectral stream of the network.
This implementation draws inspiration from the Efficient Channel Attention Network
(ECANet) [19], which employs 1D CNNs as gating mechanisms to modulate channel-wise
features. This integration results in notable accuracy improvements.

Finally, we conduct a comparison between point-based classification and image-based
classification for the same task. While our dataset primarily consists of 3D hyperclouds,
it also includes 2D images as their direct counterpart. Notably, the hyperclouds were
derived from backprojected hyperspectral images to 3D point clouds. To ensure equitable
comparison with our 3D approach, we adapted the EdgeConv operator for image data. Our
experimental results reveal a significantly superior accuracy in point-based classification
compared to image-based classification.

The key contributions of our works are as follows.

• We demonstrate that leveraging multimodal data yields superior classification results
compared to utilizing unimodal data for mineral classification tasks.

• Our study reveals the network’s capability to learn various data modalities present in
3D hyperclouds through the expansion of the network into a multi-stream architecture.

• We introduce an approach of employing 3D CNNs on top of the EdgeConv operator
to capture spectral patterns, leading to enhanced segmentation performance.

• We perform a direct comparison of segmentation results between point cloud and im-
age data formats, highlighting the superior performance of point-based segmentation.

The rest of this paper follows the following structure: Section 2 discusses existing
works on hyperspectral and point cloud data segmentation. Next, in Section 3, we introduce
our hypercloud data used in this work along with the proposed framework. Section 4
presents the results of mineral classification on our dataset, including a comparison between
a point-based segmentation and an image-based segmentation. In Section 5, we conduct
ablation studies to further understand the significance of each component of our framework.
Finally, Section 6 provides the conclusion of our work.

2. Related Works
2.1. Hyperspectral Data Segmentation

For a long time, hyperspectral features have been used as predictors for various image
classification tasks, including remote sensing data for land cover classification [20,21].
Unlike standard three-channel RGB images, hyperspectral data often consist of hun-
dreds of spectral channels. In the past, the exploitation of spectral features as the only
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predictors [22–26] has been the common way to classify pixels of hyperspectral data. Hav-
ing identified the predictors, any machine learning models can be trained in supervised
learning. Although it might result in good classification scores as was reported in some
works [27,28], the spatial relationships are omitted. Given the fact that the semantic in-
formation of pixels is usually closely related to their neighbors, neglecting the spatial
relationship of the pixels can be seen as wasting the full potential of the data. The spatial
relationship should be exploited to achieve higher classification scores.

Some unsupervised learning segmentation techniques have been developed to benefit
from the spatial relationships [29–31]. The segmentation is usually performed under the
assumption that adjacent pixels in the metric domain have a higher probability of being
in the same class. The classification can be followed by supervised learning or remains
purely unsupervised.

The emergence of CNNs for natural images motivated the community to adopt 2D
convolutional filters for the hyperspectral data [32,33]. Furthermore, instead of only using
2D CNNs, some studies [2,3,34,35] pair 2D CNNs with 1D CNNs. The former captures
local spatial features, and the latter learns spectral features. However, this approach is not
direct and therefore has been avoided lately.

Recent studies [1,4] suggest employing 3D CNN to learn spatial and spectral features
simultaneously. It is inevitable since hyperspectral data are commonly presented as 3D
cubes rather than 2D rasters. The 3D convolutional filters learn features naturally on the
3D cubes. Hence, the network is simpler and easier to train [4,36].

2.2. Point Cloud Segmentation

In recent years, there has been a significant increase in the popularity of deep learn-
ing networks designed for point cloud classification, as noted by researchers such as
Guo et al. [37], Bello et al. [38], Zhang et al. [39], and Xie et al. [40]. The 3D point
cloud format has become particularly attractive for deep learning applications, as it pro-
vides the possibility to extract more comprehensive features such as local and global 3D
geometrical features.

Learning point features is quite different from learning features in images because
point clouds are unordered, unstructured, and lack a grid format [37–39]. Nevertheless,
various approaches have been developed for point cloud classification and segmentation.
According to [37], some of these approaches can be categorized as follows:

• Multi-view images [41,42], which project points onto images and use typical 2D
convolution networks.

• Occupied voxels with 3D convolution networks, either using dense convolution [43,44]
or sparse convolution [45,46].

• MLP-based architectures [13,47] that rely on the max-pooling layer to achieve
permutation invariance.

• Graph-based architectures [14,48] that generate k-NN graphs and pass them to
MLP-based networks.

• Convolutional-based architectures [49–52] that develop custom point-convolution operators.
• Transformer-based architectures [15,53] that solely use self-attention modules as

the encoder.

2.3. Hyperspectral and Point Cloud Fusion

The fusion of hyperspectral data and point clouds has garnered increased attention
in recent years. Some studies [54,55] have developed methods for integrating LiDAR and
hyperspectral data. The MUUFL Gulfport dataset [56] not only provides an integrated
product but also includes corresponding ground truth labels. Other research [57,58] utiliz-
ing this dataset has concluded that combining hyperspectral and LiDAR data yields the
highest accuracy compared to the data alone. Spectral features enable the classifier to detect
the materials of objects, while geometric features are suitable for distinguishing different
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object shapes. Additional studies [55,59–61] consistently showed that fusion leads to more
promising results compared to working with each data modality separately.

Recent works [62,63] describe the application of deep learning models for the segmen-
tation of hyperspectral point clouds using the urban scene GRSS18 dataset [64]. These
models are based on various pixel and point convolution architectures. Surprisingly, an all-
pixel convolution with the integration of hyperspectral and LiDAR data outperformed
2D and 3D combinations [62]. Another work [65] also demonstrated the performance of
a deep learning model with a different architecture using random point sampling. These
studies have motivated the exploration of deep learning and the development of specialized
networks for multimodal data.

2.4. Fusion Models for Multimodal Data

In machine learning, fusion models for multimodal data are typically implemented as
early fusion, late fusion, or intermediate fusion [10–12]. Early fusion, or data-level fusion,
is the data merging from different sensors as input for the machine learning model. Late
fusion, also known as decision-level fusion, involves using independent models for each
modality and then combining their decisions to improve results. These fusion techniques
are considered traditional and were commonly applied before the deep learning era, using
classic machine learning models like Random Forest or Support Vector Machine.

Deep neural networks introduce intermediate fusion (feature-level fusion) [10,11].
The flexibility of neural network architecture allows for various fusion schemes, enabling
models to fuse learned features at different levels of abstraction. This flexibility also allows
different modalities to communicate with each other at different levels, as seen in recent
works [66,67]. Additionally, research by [11] showed that intermediate fusion often resulted
in higher classification scores than early or late fusion. In [68], different fusion strategies,
including dense and sparse fusion approaches, were investigated.

Multimodal remote sensing data have also been widely explored within deep learn-
ing frameworks [69]. To improve classification results, some studies [70,71] have fused
radiometric and geometric features of remote sensing images. Various early and late fusion
networks (e.g., ResUNet, V-FuseNet, SegNet-RC) were briefly studied in [72,73]. The work
in [12] goes beyond early, late, or intermediate fusion by extracting features in a cross-
modal multi-scale manner. PerceiverIO [66], as a general model for multimodal data, has
demonstrated its capabilities in remote sensing image segmentation when combined with
3D convolutions [74].

3. Dataset and Methods
3.1. Dataset Description

The Tinto dataset [9] is a point cloud dataset with additional hyperspectral information.
The respective scene is located in the open-pit mine Corta Atalaya, Minas de Riotinto,
Spain. There are three hyperspectral feature groups, i.e., Long-Wave Infrared (LWIR) with
126 bands, Short-Wave Infrared (SWIR) with 141 bands, and Visible and Near Infrared
(VNIR) with 51 bands.

As mentioned before, we combined hyperspectral data with 3D point clouds, which is
rare for common point cloud datasets. We utilized drone-borne and terrestrial sensors for
the data acquisition. An aerial camera on the drone captured the RGB data. From there,
dense 3D RGB point clouds were reconstructed using Structure from Motion (SfM) and a
multi-view stereo technique. Meanwhile, hyperspectral data were captured using terrestrial
sensors. Subsequently, the data were back-projected onto the point clouds to incorporate
the additional hyperspectral features.

The dataset consists of 10 mineral classes: Saprolite, Chert, Sulfide, Shale, Purple Shale,
Mafic A, Mafic B, Felsic A, Felsic B, and Felsic C. It has 297,968 points in the training set
and 2,885,178 points in the testing set. The training samples were collected manually from
the field by domain experts, ensuring the highest standards of accuracy. These samples
were then meticulously evaluated in the laboratory to determine the precise classification
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of the minerals. Due to the challenging conditions at the mining site, 10% of the overall
data available was collected. We can see the distribution of training and testing sets in
Figure 1 where the training set is colored red and the testing set is colored blue. We can
also see the class distribution of the training set. As we may notice, there is an imbalance
class issue, which makes this dataset more challenging.

(a) (b)

Saprolite Chert Sulphide Shale Purple shale Mafic A Mafic B Felsic A

Felsic B Felsic C

(c) (d)

Figure 1. (a) False-color visualization of the LWIR hypercloud data at 10,114, 9181, and 8545 nm,
(b) the corresponding semantic label, (c) training (red) and testing (blue) sets, and (d) the class distri-
bution of training (red) and testing (blue) sets.

3.2. Data Preprocessing

Assuming both training and testing sets of point clouds denoted by P, we initially
split these point clouds into blocks referred to as Pblock. The size of each block is fixed. It is
crucial to choose an appropriate block size that is large enough to capture the context of the
points within the block while avoiding memory overloading.

To ensure that each block contains sufficient information, we set a threshold value
as the minimum number of points required for each block. Before the training phase, we
remove all blocks that contain a number of points below the threshold value. This step is
essential to ensure that the network is trained on sufficient number of points.

After filtering the point clouds, we sample the points in each remaining Pblock to obtain
a fixed number of points, which is denoted by n. We implement the following conditional
operation to check whether the number of points in each Pblock, denoted as s, is greater or
less than n. If s is less than or equal to n, we duplicate the points to obtain n points, while if
s is greater than n, we downsample the points to obtain n points.

Pblock =

{
duplicate if s ≤ n
downsample if s > n

(1)

The choice of n depends on the point density of the point clouds itself. If it is set too
low, then we lose the resolution of the data. But if it is set too high, then many points are
duplicated, leaving the network to learn synthetic and meaningless features.

In summary, this preprocessing method ensures that the neural network trains on
the same size of the input tensors for multi-batch multi-GPU training while reducing the
computational complexity of the network.

The purpose of blocking and sampling points here is to have a consistent input size
for the network during the training. It is similar to image-based networks where the input
is always having a fixed size, e.g., 256 × 256, 512 × 512 pixels, or so on. Since the training
phase is on batch processing, all batches need to have the same size if we use multiple
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batch sizes. During the testing, it is not mandatory to sample the number of points if we
only use a batch size equal to one. Instead, we have to avoid sampling because we want to
classify all points. However, it still needs to be split into blocks with the same size as in the
training to ensure that the contextual information of the blocks is not different.

We observed that the 50 × 50 meters block size covers sufficient semantic information
while keeping the block size reasonable for the computation cost. This size was also chosen
to maximize the number of points per block. However, it should be noted that different
datasets might need different sizes, depending on the object sizes and scene complexities.
We then created blocks in 1000 random locations on the training set instead of generating
non-overlapping systematic blocks as performed in previous works [47,49]. Next, the num-
ber of points for each block was set to 4096 points to have a similar order of magnitude
between different blocks with different point density. Therefore, the downsample and
upsample will only have a minor effect.

3.3. Proposed Network

Our network architecture utilizes several techniques to achieve its performance.
The complete architecture can be seen in Figure 2. In this section, we will provide a
brief overview of these techniques.
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Figure 2. Illustration of the multi-stream network. The architecture consists of 3 individual streams
in the earlier part of the network, which is followed by a typical single-stream network with skip
connection links (illustrated as blue arrows) to bring the information from the earlier layers to
the latter. The 3 individual streams are designed to work with 3 different modalities. Those are
hyperspectral, RGB, and geometrical data. The channel-wise concatenation is utilized for merging the
output of the 3 different streams. It is also used for concatenating the skip connection links. Graph
reconstruction, MLP, and max-pooling layers are stacked together as the features encoder block. This
block is utilized in each stream separately and then repeated three times for deeper layers. Finally,
dense layers are applied in the last layers for the classification. Please note that height represents the
number of features, width represents the number of k-NN points, and depth represents the number
of points for each block.

3.3.1. Graph Reconstruction

In our previous work [9], we extensively analyzed various encoder architectures and
concluded that EdgeConv (DGCNN) consistently delivers strong performance for mineral
classification with hyperspectral data. Notably, EdgeConv’s effectiveness is complemented
by its lightweight operation, which is attributable to its reliance on graph MLP for fea-
ture aggregation. By employing EdgeConv, we ensure the equal treatment of different
modalities, enabling the network to learn the amalgamation of features from all modalities.
Further elaboration on this aspect is provided in the subsequent section.

EdgeConv layer is a graph-based operation. Suppose a point cloud P with d-dimensional
features and p points. A point cloud P is then represented as {Pi | i = 1, . . . , p} ∈ Rp×d.
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The simplest point cloud always has d = 3 from the XYZ coordinates. The hyperspectral
point clouds, however, have d equal to the number of hyperspectral channels plus the 3-
dimensional of the coordinates itself. Therefore, Pi of each hyperspectral point is a vector
v = (v1, . . . , vd−1, vd) where v1 = X coordinate, v2 = Y coordinate, v3 = Z coordinate.

The EdgeConv layer creates a directed graph G = (V, E) with V as vertices and E as
edges. Since the graph allows edges to loop, the E is defined as E ⊆

{
(x, y) | (x, y) ∈ V2}

where (x, y) is the edge directed from x to y.
For each block, the graph G is constructed by finding the k-nearest neighbor (k-NN) of

the point cloud Pblock with the number of points n. It should be noted that n is the chosen
number for the point size of the blocks. The distance to the k-NN could be defined as a
Euclidean distance in the metric space (X, Y, Z) on simple point clouds plus the Euclidean
distance in the feature space for the higher dimensionality data as in hyperspectral point
clouds. In our implementation, the distance is calculated from both of them. However, only
the normalized XYZ is used in the metric space to ensure that the distances are in the same
range for all features.

Suppose a set of neighboring points where Pi is the center point and Pij represents
the k nearest points where

{
Pij | j = 1, . . . , k

}
∈ Rk×d; then, the edges are simply defined

as
(

Pi, Pij
)
. With Θ as a set of trainable weights and hΘ : Rd × Rd → Rd′ as a non-

linear function, EdgeConv [14] defines the edge features as eij = hΘ
(

Pi, Pij
)
. Explicitly,

if Θ = (θ1, . . . , θm, ϕ1, . . . , ϕm), the output of the EdgeConv is expressed in Equation (2).

e′ijm =
(
θm ·

(
Pij − Pi

)
+ ϕm · Pi

)
(2)

In a point cloud segmentation task, it is important to capture both local and global
structures to learn extensive point features. To this end, EdgeConv extracts local neighborhood
structures by Pij − Pi and combines them with the global features captured by Pi.

Suppose a tensor is taken as an input with the size of (b, d, n) where b is the batch size,
d is the number of features, and n is the number of points in a block; then, the output of
the graph features will be a tensor with the size of (b, d × 2, n, k) where k is the number of
point neighbors.

3.3.2. Multi-Stream Architecture

Classification tasks with different modalities of the input data have frequently been
investigated in image segmentation tasks by implementing multi-stream networks as
in [75–77]. The idea of the multi-stream network is to let the network learn different
features for different data modalities.

In contrast to learning multimodal data through multiple sub-networks, simply con-
catenating all different modalities to the same features vector is the naive solution. It
treats all modalities equally, although some modalities are probably more informative than
others. It leads to a dilution of useful information, as the simple concatenation may include
irrelevant features [78,79].

In that sense, we argue that it would be beneficial to have a multi-stream network
since our dataset has at least three different data types: XYZ, hyperspectral, and RGB.
We present our proposed network in Figure 2. In this architecture, instead of stacking all
features together and having a single-stream network, as in data-level fusion, the network is
expanded into three independent streams. Despite its advantage, the construction of a large
and heavy network is avoided, considering that the single stream network of hyperspectral
features is already acknowledged as heavy. Dividing the network into three streams would
ultimately triple the network’s size. In that sense, the network is divided into three streams
only for the first part. The output of each stream is then concatenated as the input for
the second part of the network. While it would have been possible to have three fully
independent streams and merge the features in the last layer, this approach would have
led to a significant increase in the number of parameters. In our approach, the learning
of different features from different data modalities is facilitated by the network without
resulting in an excessive number of parameters.
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In our model, an EdgeConv block is utilized for each stream. This block comprises a
graph layer, two consecutive MLP layers, and max-pooling layers. In Figure 2, each layer is
represented by a different color. The graph layer computes edge features, as explained in
the previous section. The MLP layers act as feature encoders, each with 64 filters. These
MLP layers are then followed by a max-pooling layer that operates on k-NN points. This
means that the max-pooling layer selects the most significant points in the neighborhood. It
is important to note that we define the distance for k-NN not only by the physical distance
but also by the feature distance. The distance is computed using the Euclidean distance
in multidimensional data. To enhance efficiency, the calculation is optimized in PyTorch
version 1.13.0.

Each stream in the model produces a tensor of size (b, l, n), where b is the batch size, l
is the number of filters of the MLP layer, and n is the number of points. To combine these
streams, channel-wise concatenation is employed to create a tensor of size (b, l × 3, n),
as shown in Figure 2. Here, the height represents the number of features, and the second
graph layer in the network has a height three times the height of each previous max-
pooling layer. After the concatenation, a single stream network is applied to process all the
features. This network consists of three identical EdgeConv blocks stacked consecutively,
each with a graph layer, two MLPs, and a max-pooling layer. Additionally, shortcut
connections are used to obtain multi-scale features, again using channel-wise concatenation.
The architecture does not use a downsampling mechanism, which is similar to PointNet [47].
As a result, the n number of points, or the block size in our case, is maintained for every
layer, avoiding the downsampling and upsampling mechanisms seen in other semantic
segmentation architectures [13,49], as illustrated in Figure 2.

Our architecture differs from the original Dynamic Graph CNN [14], as a global pool-
ing layer is not used. The global pooling layer is commonly used to achieve permutation
invariance given a set of points in object or shape classification tasks [47]. However, we
argue that this pooling layer is not suitable for semantic segmentation tasks where points
may have different labels.

The reason for this is that the pooling layer attaches the same pooled features to all
points, which is useful for classification but not for segmentation. In segmentation tasks,
the original encoded features of each point need to be maintained to preserve its semantic
information. Therefore, the global pooling layer is avoided in our architecture for semantic
segmentation tasks.

3.3.3. The 3D CNN as Channel-Attention Module

We enhance our model’s ability to leverage spectral information by integrating a
channel attention module. This module is designed to dynamically emphasize relevant
features within the hyperspectral data. Our implementation strategy involves embedding
3D convolutional neural networks (CNNs) on top of the EdgeConv operator, which is
a key component within the hyperspectral stream of the network. This innovative ap-
proach draws inspiration from the Efficient Channel Attention Network (ECANet) [19] that
employs 1D CNNs as gating mechanisms to selectively modulate channel-wise features,
effectively enhancing the model’s discriminative power. By adapting this concept to our
hyperspectral classification task, we aim to improve the model’s ability to focus on salient
spectral features, thereby boosting the overall classification performance.

Formally, the output matrix O ∈ Rb×cout×dout×hout×wout of a 3D convolutional layer with
input I ∈ Rb×cin×din×hin×win can be described as

Obi ,cout = Bcoutj
+

cin−1

∑
▽=0

Wcoutj ,▽
⋆Ibi ,▽ (3)

where W is a weight matrix, B is a bias, and ⋆ is a 3D cross-correlation operator with
element-wise matrix multiplication.

While a 3D convolutional filter can extract spatial–spectral features, it is only suitable
for grid-like data such as hyperspectral data in raster format and cannot be directly applied



Remote Sens. 2024, 16, 2336 9 of 24

to hyperspectral point clouds. On the other hand, the EdgeConv layer works well for
capturing local spatial structures, but it ignores the spectral patterns of the point clouds.
To incorporate both spatial and spectral information, we need to integrate the 3D convolu-
tional filter with the EdgeConv layer in the architecture. Here, we explain how we combine
the 3D convolutional filter with the EdgeConv layer to achieve this integration.

First, graph reconstruction is performed on k-NN on points to gain the benefit of
the local structures. Given n points and k nearest-neighbors for each point, the graph
is a tensor of size (b, d × 2, n, k) with b as the batch size and d as the dimension of the
features. We then add an empty dimension, so the tensor has a size of (b, 1, d × 2, n, k).
Then, two identical 3D convolutional blocks are used; each has 4 filters with size (32, 1, 1).
As it suggests, the filters learn the spectral features by capturing the pattern for every
32 hyperspectral features. The latter (1, 1) dimension works similarly to fully connected
layers, as in MLP. The output tensors will be in the size of (b, 4, d × 2, n, k). In this manner,
we can exploit the benefit of hyperspectral features on point cloud data. Figure 3 illustrates
the operation of the hyperspectral stream using 3D CNNs.
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Figure 3. Schematic diagram of the 3D CNN block in the hyperspectral stream.

Subsequently, the dimension is reduced into (b, d × 2, n) by applying two max-
pooling operators. The former is used to aggregate significant features among all filters,
and the latter is used to aggregate the significant points in the neighborhood. Finally, the
MLP-like network is used, as in other streams.

3.3.4. Geometric Features Transformation

In our experiments, we found that the graph network directly learning geometric
features from the XYZ coordinates is not beneficial for detecting the mineral classes in the
open-pit mine area. This is because minerals do not have distinct shapes that differ from
one to another. Moreover, the training area spreads only in the horizontal direction, while
the testing area has flat and sloped terrain, which is similar to a typical landscape in an
open-pit mine. We provide more details about the dataset in Section 4.

However, we avoid completely ignoring the XYZ coordinates and still expect to
gain some benefit from them. To further exploit the XYZ coordinates, we follow the
Superpoint Graph (SPG) network [80] by transforming the XYZ coordinates into pre-
computed geometrical features. These features capture the geometric characteristics of each
point with respect to its neighbors, such as whether the point lies on a planar surface or



Remote Sens. 2024, 16, 2336 10 of 24

not. Then, the geometric features are fed to the network as one of the streams. Unlike SPG
where the geometric features are computed on the superpoint, the geometrical features for
each point are computed before the graph reconstruction in our work. We followed the
14 geometric features as suggested by [81].

Let λ1 > λ2 > λ3 > 0 be the eigenvalues and e1, e2, e3 be the eigenvectors of the co-
variance matrix of points to the neighbors; the 14 geometric features are formally described
by [81] as in Table 1.

Since the computed features are highly dependent on the definition of the neighbor-
hood, it is crucial to choose it carefully. In our architecture, a ball query is preferred to
define the neighborhood rather than a k-NN. The reason behind this choice is that the ball
query maintains the spatial extent of the neighborhood, while the spatial extent of the k-NN
varies depending on the local density of the point cloud. Additionally, two different radii,
0.5 m and 1 m, are selected to capture multi-scale features. Overall, the point clouds are
transformed into 28 geometrical features through the combination of EdgeConv blocks and
multiscale features.

Table 1. The 14 transformed geometric features.

No Feature Description

1 Sum λ1 + λ2 + λ3

2 Omnivariance (λ1 · λ2 · λ3)
1
3

3 Eigenentropy −∑3
i=1 λi · ln(λi)

4 Anisotropy (λ1 − λ3)/λ1
5 Planarity (λ2 − λ3)/λ1
6 PCA 1 λ1 − (λ1 + λ2 + λ3)
7 PCA 2 λ2 − (λ1 + λ2 + λ3)
8 Linearity (λ1 − λ2)/λ1
9 Surface Variation λ3/(λ1 + λ2 + λ3)
10 Sphericity λ3/λ1
11 Verticality 1 − |⟨[001], e3⟩|
12, 13, 14 3 normal vectors Nx, Ny, Nz

3.4. Comparison to Image Segmentation

The hyperspectral attributes were not originally part of the point clouds but were
derived from hyperspectral data obtained by different sensors. These additional attributes
were added by backprojecting the hyperspectral data onto the point clouds. It would be
interesting to compare the performance of image-based and point-based deep learning
networks by examining the segmentation results of both datasets.

To ensure a fair comparison between point cloud and image-based segmentation, we
developed an image segmentation network based on the graph network architecture used
for point cloud segmentation. The approach is similar with edge features computed for
each pixel to its neighboring pixels using a fixed size kernel instead of k-NN to define the
neighborhood and construct the graph. Specifically, the edge features are calculated as
eij = hθ

(
xi, xj − xi

)
, where xi represents the central pixel and xj represents the surrounding

pixel. To obtain multi-scale graph features with different receptive field sizes, two different
kernel sizes are used, 3 × 3 and 5 × 5 pixels. Once the graph is reconstructed, it passes
through two shared MLP layers for each scale, and the results are concatenated before
feeding them into the fully connected layers. Figure 4 illustrates the graph reconstruction
and the architecture of the 2D-based network.
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Figure 4. (Left): Graph reconstruction using an image (xi represents the central pixel, xj represents the
surrounding pixel, and eij denotes the edge features). (Right): Illustration of the 2D-based network.

In addition to the graph-based network, we also train a simple MLP network that
does not consider the relationship between pixels and their neighborhoods. This allows the
network to learn solely from the spectral values of individual pixels.

4. Results
4.1. Training Setting

The network was trained from scratch using the SGD optimizer with momentum [82]
and implementing it on Pytorch. The momentum was set to 0.9 with a learning rate of
0.001. A training batch size of 56 was used, and the network was trained for 100 epochs.
The best models were selected based on the validation set.

A GPU cluster with 8 Nvidia A100s was utilized to speed up the training time; however,
it is not necessary to use such a huge machine to train our network, as the size of the network
and the dataset are reasonable to be trained with the regular GPUs. Depending on the
input of the hyperspectral data, the numbers of parameters of the network are 311,424,
324,112, and 305,424 for the LWIR, SWIR, and VNIR sensors, respectively.

The class weights were also added during training to address the class imbalance.
Given the number of instances for each class nc and the number of all instances nt, we
computed the weight for each class wc according to Equation (4) and passed the weights to
the cross-entropy loss function.

wc = 1 −
(

nc

nt

)
(4)

The code for our work will be made available at https://github.com/aldinorizaldy/
HyperspectralGraphNetwork, accessed on 7 May 2024.

4.2. Quantitative Results

The performance of our method is compared to the baseline methods as reported in
our prior work [9]. Regarding the evaluation metric, in addition to the overall accuracy
(OA), the F1-score per-class accuracy is used to show the detailed accuracy for each class.
Furthermore, the class-averaged mean-F1 score (mF1) is also reported, with balanced (bal-
mF1) and unbalanced (unbal-mF1) scores, to have a more comprehensive comparison of
the performance of our network against the baselines.

In terms of the OA, as seen in Tables 2–4, the proposed method outperformed all com-
parative methods by a large margin, i.e., 19.2, 4.4, and 5.6 percentage points for each LWIR,
SWIR, and VNIR dataset, respectively. In terms of the mean-F1 score, our method also
shows similar results by surpassing the existing methods by 16.8, 4.0, and 4.8 percentage
points for balanced scores and 16.6, 5.1, and 5.8 percentage points for unbalanced scores.

https://github.com/aldinorizaldy/HyperspectralGraphNetwork
https://github.com/aldinorizaldy/HyperspectralGraphNetwork
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Table 2. Accuracy of LWIR dataset. The highest accuracy is indicated in bold.

Class PointNet PointNet++ PointCNN ConvPoint DGCNN PT PCT Ours

Saprolite 38.5 39.1 46.0 41.9 39.4 40.5 39.3 68.1
Chert 16.3 17.4 17.5 18.4 17.8 25.9 17.8 43.0
Sulfide 50.1 50.0 45.9 46.8 45.9 41.8 49.3 68.2
Shale 45.5 42.4 58.7 47.9 46.8 44.5 48.1 79.9
Purple Shale 7.2 11.3 9.4 10.8 7.8 6.0 8.6 27.0
Mafic A 56.2 60.4 55.5 57.8 58.9 63.1 57.5 68.9
Mafic B 40.8 38.7 40.7 39.0 37.6 33.9 36.4 39.1
Felsic A 24.2 20.2 27.4 31.7 18.9 24.0 18.9 52.7
Felsic B 20.6 19.5 14.8 15.5 17.5 26.7 19.0 18.7
Felsic C 35.8 33.5 23.9 38.0 28.3 24.0 30.2 48.2

OA 43.2 43.0 47.3 45.1 42.7 45.3 43.3 66.5
bal-mF1 43.9 43.5 48.2 45.7 43.9 44.2 44.1 65.0
unbal-mF1 33.5 33.2 34.0 34.8 31.9 33.0 32.5 51.4

Table 3. Accuracy of SWIR dataset. The highest accuracy is indicated in bold.

Class PointNet PointNet++ PointCNN ConvPoint DGCNN PT PCT Ours

Saprolite 55.0 63.9 49.6 58.9 53.7 51.0 66.4 72.3
Chert 32.7 44.2 15.3 21.0 37.2 26.8 43.7 43.9
Sulfide 51.5 54.4 36.6 54.3 47.9 29.0 49.6 63.2
Shale 72.3 76.4 73.7 74.3 76.3 71.8 78.1 82.0
Purple Shale 27.8 14.8 10.8 11.7 16.3 6.9 20.2 36.8
Mafic A 79.2 79.2 75.3 79.5 78.5 74.5 77.3 81.6
Mafic B 77.8 76.4 49.8 76.3 76.6 42.6 74.7 73.8
Felsic A 62.3 66.6 67.1 59.4 61.2 54.9 66.8 72.3
Felsic B 47.8 59.0 4.3 42.9 52.9 2.7 52.7 58.9
Felsic C 71.9 72.0 44.0 64.8 69.3 43.2 66.4 72.9

OA 67.7 71.5 59.7 67.7 68.9 60.2 71.8 76.2
bal-mF1 69.5 72.3 62.0 69.6 70.1 59.6 71.9 76.2
unbal-mF1 57.8 60.7 42.7 54.3 57.0 40.3 59.6 65.8

Table 4. Accuracy of VNIR dataset. The highest accuracy is indicated in bold.

Class PointNet PointNet++ PointCNN ConvPoint DGCNN PT PCT Ours

Saprolite 60.3 64.0 52.7 55.1 62.8 43.2 68.5 82.4
Chert 23.1 29.3 14.3 13.6 28.9 25.4 28.7 35.3
Sulfide 51.9 47.3 39.5 49.0 51.0 25.4 49.4 55.5
Shale 69.4 62.0 62.1 57.3 62.6 59.5 65.5 73.2
Purple Shale 38.0 43.4 23.7 19.6 30.5 4.8 34.4 40.9
Mafic A 73.1 73.8 63.0 69.6 70.2 70.2 72.1 76.6
Mafic B 54.4 51.1 42.2 46.9 48.7 18.8 46.8 53.9
Felsic A 57.7 53.9 57.9 53.4 52.0 42.5 57.2 56.2
Felsic B 33.2 37.1 19.1 37.7 34.0 2.3 33.4 40.9
Felsic C 51.2 52.0 28.1 51.3 50.6 34.5 50.5 56.8

OA 62.1 60.7 51.8 55.4 59.1 51.2 61.2 67.7
bal-mF1 63.5 61.2 54.0 56.7 59.8 49.8 61.9 68.3
unbal-mF1 51.2 51.4 40.3 45.4 49.1 32.7 50.6 57.2
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In the LWIR dataset, our method achieved an OA of 66.5%, while PointNet, Point-
Net++, PointCNN, ConvPoint, DGCNN, PointTransformer, and PCT achieved OAs of
43.2%, 43.0%, 47.3%, 45.1%, 42.7%, 45.3%, and 43.3%.

Similarly, in the SWIR dataset, our proposed method achieved an OA of 76.2%,
while PointNet, PointNet++, PointCNN, ConvPoint, DGCNN, PointTransformer, and PCT
achieved OAs of 67.7%, 71.5%, 59.7%, 67.7%, 68.9%, 60.2%, and 71.8%, respectively. Fur-
thermore, our proposed network also shows its superiority on the third dataset, the VNIR
dataset, where it obtained an OA of 67.7% while PointNet, PointNet++, PointCNN, Conv-
Point, DGCNN, PointTransformer, and PCT achieved OAs of 62.1%, 60.7%, 51.8%, 55.4%,
59.1%, 51.2%, and 61.2%.

Our method also consistently achieved the highest class-averaged mean-F1 scores
both for the balanced and unbalanced scores. The balanced mean-F1 shows the weighted
accuracy of all classes with respect to the number of instances for each class. Meanwhile,
the unbalanced mean-F1 simply averaged all per-class accuracy without taking into ac-
count the class imbalance. The proposed network obtained 65.0%, 76.2%, and 68.3% of
the balanced mean-F1 and 51.4%, 65.8%, and 57.2% of the unbalanced mean-F1 for the
LWIR, SWIR, and VNIR datasets, respectively. It is expected to have lower values for the
unbalanced scores since some classes have a limited number of samples.

These results prove the ability of our method to infer the semantic information of
mineral classes, which is measured by not only the overall point accuracy but also more
importantly the class-averaged accuracy. Furthermore, if we look at the two classes with
the smallest number of samples, Chert and Purple Shale, the proposed method achieved
the highest per-class F1-score accuracy on all datasets. It only loses by PointNet++ on the
VNIR dataset for the Purple Shale class.

4.3. Qualitative Results

We further compare the results of different methods by visually inspecting the predic-
tion. Figures 5–7 plot the point clouds, color-coded by the predicted labels, on the LWIR,
SWIR, and VNIR datasets.

As seen in Figure 5, our method generally resulted in less noisy labels than the
comparison methods. Furthermore, all the comparison methods suffered from false positive
errors of the Saprolite and Chert class on the left side of the area. Our method, on the other
hand, predicted this particular area with the correct Shale class. Nevertheless, none of them
has successfully predicted the Purple Shale class on the right side of the area.

In the SWIR dataset, as illustrated in Figure 6, our method also demonstrated superi-
ority over the existing methods. We can clearly observe that our method avoids the false
positive error of the Saprolite class, as can be seen in the results of the comparison methods.
On the other hand, the existing methods suffered from the false negative error of the Sulfide
class, while our method predicted this particular class more accurately.

The results in the VNIR dataset, however, show different errors where almost all the
methods failed to predict the Shale class and wrongly labeled the area with the Felsic A
class. Point Transformer, on the other hand, has the minimum false positive error of the
Felsic A class, but it almost completely failed to detect the Mafic B class.
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

Saprolite Chert Sulphide Shale Purple shale Mafic A Mafic B Felsic A

Felsic B Felsic C

Figure 5. The predicted point clouds of the LWIR dataset and the corresponding ground truth.
(a) PointNet; (b) PointNet++; (c) PointCNN; (d) ConvPoint; (e) DGCNN; (f) Point Transformer;
(g) PCT; (h) ours; (i) ground truth; (j) LWIR hypercloud.

(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

Saprolite Chert Sulphide Shale Purple shale Mafic A Mafic B Felsic A

Felsic B Felsic C

Figure 6. The predicted point clouds of SWIR dataset and the corresponding ground truth.
(a) PointNet; (b) PointNet++; (c) PointCNN; (d) ConvPoint; (e) DGCNN; (f) Point Transformer;
(g) PCT; (h) ours; (i) ground truth; (j) SWIR hypercloud.
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(h) (i) (j)

Saprolite Chert Sulphide Shale Purple shale Mafic A Mafic B Felsic A

Felsic B Felsic C

Figure 7. The predicted point clouds of VNIR dataset and the corresponding ground truth.
(a) PointNet; (b) PointNet++; (c) PointCNN; (d) ConvPoint; (e) DGCNN; (f) Point Transformer;
(g) PCT; (h) ours; (i) ground truth; (j) VNIR hypercloud.

4.4. Comparison of Point Cloud and Image Segmentation

After obtaining the hyperspectral attributes of the point clouds from the corresponding
images, it is intriguing to observe the image-based segmentation’s performance on the
same dataset. We acknowledge that point clouds are in 3D format, providing a superior
perception of the data to the network. However, deep learning has made significant strides
in the field of image-based segmentation. Therefore, comparing the performance of the two
methods can shed light on the ideal approach for achieving greater accuracy when both
datasets are available. In Table 5, we show the F1-score per-class accuracy, overall accuracy,
and F1-score of the image-based segmentation and point-based segmentation using the
SWIR dataset.

Table 5. Comparison of image-based to point-based segmentation using the SWIR dataset.

Class Image-Based
Graph

Image-Based
MLP

Point-Based
Graph

Saprolite 31.6 – 72.3
Chert 72.8 56.3 43.9
Sulfide 42.1 – 63.2
Shale 67.1 31.2 82.0
Purple Shale 56.6 – 36.8
Mafic A 60.9 – 81.6
Mafic B 60.4 – 73.8
Felsic A – – 72.3
Felsic B 81.9 32.8 58.9
Felsic C 77.8 21.5 72.9

OA 67.3 37.1 76.2
bal-mF1 63.6 26.8 76.2
unbal-mF1 55.1 14.1 65.8
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Table 5 highlights that not all classes are accurately predicted in the image segmenta-
tion result of the MLP network, whereas graph-based image segmentation and point-based
segmentation predict all classes successfully. Although some classes of the image seg-
mentation results display higher per-class accuracy, the whole point accuracy OA and the
class-averaged accuracy F-1 scores of image segmentation are lower than those of point
cloud segmentation.

Figure 8 shows the predicted images and the corresponding ground truth of the graph-
based and MLP networks. As shown, the graph-based network clearly outperformed the
MLP network.

(a) (b)

(c) (d)

Saprolite Chert Sulphide Shale Purple shale Mafic A Mafic B Felsic A

Felsic B Felsic C

Figure 8. Image-based segmentation results using the SWIR dataset. (a) SWIR; (b) ground truth;
(c) graph-network; (d) MLP.

5. Discussion

Our method relies on utilizing multimodal data on a multi-stream network. Here,
we discuss the significance of each component of our method. We began by exploring the
importance of integrating multiple modalities, which was followed by evaluating the sig-
nificance of the multi-stream network design. Furthermore, we also reported our findings
regarding the implementation of 3D CNNs as channel attention modules, demonstrating
that integrating 3D CNNs significantly enhances the classification results.

5.1. Combining Different Data Modalities

We investigated the significance of combining various data modalities to the accuracy
of the prediction. The DGCNN-like network was chosen as the basis of our experiments.
We started the experiments with only hyperspectral features and added more features to
examine which features vector results in the highest accuracy. The comparison results are
shown in Table 6.

Our experiments are shown in Table 6 and suggest that combining more features
resulted in higher segmentation accuracy. The benefit is more significant on the LWIR
dataset, where the hyperspectral or RGB features alone are not sufficient to exceed 50% of
the overall accuracy. Combining both features improves the result by 8.54 percentage points.
Furthermore, adding the extra geometrical features boosts the OA by 3.40 percentage
points. The results are consistent when fusing hyperspectral and RGB features in the
SWIR dataset. The model’s accuracy improves by a small margin (0.08 percentage points).
Adding geometric features, however, does not help to increase the accuracy. Instead, it
slightly reduces the accuracy. However, we argue that combining all data through feature-
level fusion, such as using techniques like multi-stream networks, yields higher accuracy
compared to combining data through data-level fusion as demonstrated in this section.
In the subsequent section, we present evidence where all available data are leveraged,
and fusion occurs after feature extraction in separate sub-networks. This configuration
outperforms various configurations presented earlier.
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Figure 9 shows the benefit of adding more modalities to the networks. The greater
the number of modalities of data included in the networks, the less noise that is visible in
the prediction.

Table 6. Different configuration of features as input to the network. The highest accuracy is indicated
in bold.

Features OA (%)

RGB 47.55

LWIR 45.84
LWIR, RGB 54.38
LWIR, RGB, geometric 57.78

SWIR 73.77
SWIR, RGB 73.85
SWIR, RGB, geometric 72.08

(a) (b) (c) (d)

(e) (f) (g) (h)

Saprolite Chert Sulphide Shale Purple shale Mafic A

Mafic B Felsic A Felsic B Felsic C

Figure 9. Different configuration of input features. (a) LWIR; (b) LWIR + RGB; (c) LWIR + RGB + geo;
(e) SWIR; (f) SWIR + RGB; (g) SWIR + RGB + geo; (d,h) ground truth.

5.2. Multi-Stream Network

Although combining all different data modalities increases accuracy, we have investi-
gated a more elegant fusing method to improve the results. While stacking all different
features into one feature vector may seem like a simple solution, expanding the network
into a multi-stream network is the most effective way to handle all different features. This
approach yields better results, particularly on the LWIR dataset, where implementing the
multi-stream network improves overall accuracy by 6.49 percentage points. A similar,
but less significant, impact can also be observed on the SWIR dataset, where the overall
accuracy increases by 3.37 percentage points. Table 7 compares the overall accuracy ob-
tained by a one-stream network and a multi-stream network. In Figure 10, we notice the
evidence where the multi-stream architecture reduces the mislabeled points, particularly in
the Purple Shale class. Ultimately, separating different data modalities into distinct streams
would be the optimal architecture for the dataset. We believe that enabling the network to
learn various features independently enhances prediction results.
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Table 7. The impact of implementing multi-stream network.

Features Multi-Stream OA (%)

LWIR, RGB, geometric No 57.78
LWIR, RGB, geometric Yes 64.27

SWIR, RGB, geometric No 72.08
SWIR, RGB, geometric Yes 75.45

(a) (b) (c)

(d) (e) (f)
Saprolite Chert Sulphide Shale Purple shale Mafic A

Mafic B Felsic A Felsic B Felsic C

Figure 10. The impact of multi-stream (MS) network. (a) LWIR without MS; (b) LWIR with MS;
(d) SWIR without MS; (e) SWIR with MS; (c,f) ground truth.

5.3. The 3D CNNs as Channel Attention Module

We added 3D convolutional filters following the graph reconstruction on the hyper-
spectral stream as the channel attention module to exploit the spectral information within
the hyperspectral data. Table 8 shows our experiment results of the multi-stream network
with the addition of 3D convolutional filters. The OA of the LWIR and SWIR datasets
increased by 2.19 and 0.76 percentage points after employing the 3D convolutional filters.
Again, we can witness the influence of adding 3D CNN by visually inspecting the predicted
points in Figure 11. It is clear that after utilizing 3D CNN, the mislabeled classes Chert and
Sulfide are then correctly predicted as Shale.

Table 8. The impact of adding 3D CNN in the hyperspectral stream.

Features 3D CNN OA (%)

LWIR, RGB, geometric No 64.27
LWIR, RGB, geometric Yes 66.46

SWIR, RGB, geometric No 75.45
SWIR, RGB, geometric Yes 76.21
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(a) (b) (c)

(d) (e) (f)

Saprolite Chert Sulphide Shale Purple shale Mafic A

Mafic B Felsic A Felsic B Felsic C

Figure 11. The impact of adding 3D CNN. (a) LWIR without 3DCNN; (b) LWIR with 3D CNN;
(d) SWIR without 3DCNN; (e) SWIR with 3DCNN; (c,f) ground truth.

5.4. Geometric Features Transformation

We examined the significance of transforming the XYZ coordinates into the popular
eigenvalues-based geometric features. The most primitive point cloud format only consists
of XYZ coordinates, as that information is mandatory. Therefore, a point cloud is a data
format to store 3D geometry information. In that sense, deep learning networks especially
designed for point clouds would extract geometrical features from the XYZ coordinates.
However, we faced a different situation here where we insisted that the spectral infor-
mation of the dataset is a strong predictor for the segmentation, yet directly involving
XYZ coordinates resulted in worse accuracy. Hence, omitting XYZ coordinates would be
the straightforward solution. Rather than neglecting them, we propose to transform XYZ
coordinates into eigenvalue-based features.

We compare the results from two different configurations. Firstly, we used XYZ
coordinates and spectral features (hyperspectral and RGB) for the input data. Secondly, we
transformed XYZ coordinates into geometric features and combined them with spectral
features. We present the quantitative results in Table 9. Qualitatively, as Figure 12 suggests,
we argue that our approach increases the true positive rate of the Sulfide class in the LWIR
dataset (from 53.91% to 74.49%) and decreases the false positive rate of the same class in
the SWIR dataset (from 7.72% to 5.47%).

Table 9. The impact of transforming XYZ coordinates into the eigenvalue-based geometric features.

Features OA (%)

LWIR with XYZ 54.38
LWIR with geometric features 57.78

SWIR with XYZ 73.85
SWIR with geometric features 75.45
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(d) (e) (f)

Saprolite Chert Sulphide Shale Purple shale Mafic A

Mafic B Felsic A Felsic B Felsic C

Figure 12. The impact of transforming XYZ into geometric features. (a) LWIR with XYZ; (b) LWIR
with geometric features; (d) SWIR with XYZ; (e) SWIR with geometric features; (c,f) ground truth.

5.5. Choice of the Backbone

Finally, we examined the selection of the backbone for the multi-stream architecture.
Specifically, we conducted a comparative analysis between multi-stream networks employ-
ing different encoders, namely EdgeConv and Self Attention (SA). The outcomes of this in-
vestigation are detailed in Table 10. The SA encoder is adopted from the global transformer
layers as utilized in PCT [15]. Our experiments demonstrated that the EdgeConv-based
multi-stream network outperformed the SA-based multi-stream network. Hence, we chose
EdgeConv as the backbone of our proposed framework.

Table 10. The comparison of graph and transformer-based multi-stream network.

Backbone OA (%)

LWIR with EdgeConv 64.27
LWIR with SA 54.65

SWIR with EdgeConv 75.45
SWIR with SA 65.80

6. Conclusions

This study presents a novel framework for mineral classification by employing multi-
modal point cloud data. Our approach involves a multi-stream architecture that combines
data from different modalities, including XYZ, hyperspectral, and RGB. Our findings
demonstrate that leveraging multimodal data yields superior performance compared to us-
ing unimodal data alone. Moreover, feeding distinct data modalities into separate streams
enhances our model’s performance. Additionally, we conducted an ablation study to gain
insights into the significance of each component in our framework. Furthermore, we ob-
served that point-based segmentation significantly outperforms image-based segmentation.

While the proposed framework has shown promising results, segmentation outcomes
are subject to variations depending on the hyperspectral information. Specifically, the model
faces challenges in effectively learning hyperspectral information for segmenting certain
classes, such as Purple Shale in specific regions. In future research, we recommend ex-
ploring the fusion of multisensor hyperspectral data and developing a model capable of
learning from diverse information sources. Additionally, we propose investigating various
data fusion mechanisms and their optimal applications. Furthermore, we advocate for
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assigning higher weighting to sensors that capture more valuable information, aiming to
enhance segmentation accuracy.

To summarize, the evidence presented in this study highlights the potential of a multi-
stream architecture for processing multimodal hyperspectral point cloud data. By further
investigating the fusion of hyperspectral and point cloud data, we can create more robust
segmentation models that are suitable for geological applications.
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