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Abstract: Sea surface target detection is a key stage in a typical target detection system and directly
influences the performance of the whole system. As an effective discriminator, the one-class support
vector machine (OCSVM) has been widely used in target detection. In OCSCM, training samples are
first mapped to the hypersphere in the kernel space with the Gaussian kernel function, and then, a
linear classification hyperplane is constructed in each cluster to separate target samples from other
classes of samples. However, when the distribution of the original data is complex, the transformed
data in the kernel space may be nonlinearly separable. In this situation, OCSVM cannot classify
the data correctly, because only a linear hyperplane is constructed in the kernel space. To solve
this problem, a novel one-class classification algorithm, referred to as ensemble one-class support
vector machine (En-OCSVM), is proposed in this paper. En-OCSVM is a hybrid model based on
k-means clustering and OCSVM. In En-OCSVM, training samples are clustered in the kernel space
with the k-means clustering algorithm, while a linear decision hyperplane is constructed in each
cluster. With the combination of multiple linear classification hyperplanes, a complex nonlinear
classification boundary can be achieved in the kernel space. Moreover, the joint optimization of the
k-means clustering model and OCSVM model is realized in the proposed method, which ensures the
linear separability of each cluster. The experimental results based on the synthetic dataset, benchmark
datasets, IPIX datasets, and SAR real data demonstrate the better performance of our method over
other related methods.

Keywords: sea clutter; target detection; one-class support vector machine; k-means clustering

1. Introduction and Background

In the conventional two-classification problem, two classes of samples are available
in the training dataset, and the classification boundary is learned based on both classes
of data, such as the support vector machine [1]. However, it is sometimes expensive or
difficult to obtain both classes of data in practice. Therefore, only one class of data are
available in the training stage, which is referred to as a one-class classification (OCC)
problem. One-class classification is a task that identifies one class of samples (target
samples) from another class of samples using only the target class of training samples. In
some cases, one-class classification is also known as novelty detection, anomaly detection,
or fault detection. Many real-world applications can be regarded as one-class classification
problems, such as regional urban extent extraction [2], US urban extent mapping from
MODIS data [3], supervised segment generation of geographic samples [4], Invasive Plant
Spartina alterniflora detection [5], and Urban Built-Up Area Extraction [6].

To solve the OCC problem, a variety of one-class classifiers have been proposed
over the past years [3,7–14]. In general, these one-class classification methods can be
grouped into five categories [15]: (1) probabilistically based methods; (2) distance-based
methods; (3) reconstruction-based methods; (4) domain-based methods; and (5) theoretic
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information-based methods. Probabilistically based methods try to estimate the generative
probability density function (PDF) of the target samples based on the training dataset.
Based on the PDF, a threshold is set to define the decision boundary, and a test sample
comes from the same distribution if the value of the test sample is larger than the thresh-
old. Typical examples of probabilistically based methods include Gaussian distribution,
Gaussian mixture models (GMMs) [16,17], and Student’s t distribution [18]. Distance-based
methods include clustering-based and near-neighbor-based methods, and the key to such
methods is to define suitable distance metrics to compute the similarity measure. The
well-known distance-based methods use k-means clustering [19] and the k-near neigh-
bors [20] algorithm. Reconstruction-based methods, such as Principal Component Analysis
(PCA) [21] and neural network [19], can autonomously model the underlying samples,
and the reconstruction error is used to determine whether a test data point is an outlier
or not. Domain-based methods create a decision boundary based on the structure of the
training samples. Well-known examples are support vector data description (SVDD) [22]
and one-class support vector machine (OCSVM) [23]. Theoretic information-based methods
compute the entropy or relative entropy of the samples, and the outlier significantly alters
the entropy or relative entropy of the otherwise normal samples.

In the above one-class classifiers, OCSVM is a widely used classifier because of its
good generalization ability. In OCSCM, training samples are mapped to the hypersphere in
the kernel space with the Gaussian kernel function first, and then, a linear classification
hyperplane is constructed to separate target samples from other classes of samples. How-
ever, although OCSVM has achieved success in many applications, there is one drawback
for OCSVM, i.e., OCSVM cannot classify data correctly when the distribution of data is
complex. To solve this problem, Cyganek et al. [24] present an extension of the OCSVM
into an ensemble of soft OCSVM classifiers, which can achieve a complex nonlinear de-
cision boundary through the joining of several OCSVMs. Inspired by this idea, a novel
one-class classifier, referred to as ensemble one-class support vector machine (referred to
as En-OCSVM), is proposed in this paper. Our method is a mixture model of k-means
clustering and OCSVM models. In the proposed method, the training samples are clus-
tered in the kernel space with k-means clustering, while a linear classification boundary is
constructed in each cluster. Through the mixture of multiple linear decision boundaries,
complex nonlinear decision boundaries can be achieved in the kernel space.

The main contributions of this paper are summarized as follows:

• A mixture model based on the k-means clustering algorithm and OCSVM for one-class
classification is proposed.

• Through the mixture of multiple linear decision boundaries, complex nonlinear deci-
sion boundaries can be achieved in the kernel space, which can enhance the perfor-
mance of the OCSVM, especially when the distribution of data is complex.

• The joint optimization of the k-means clustering model and OCSVM model is realized
based on support vectors (SVs), which ensures the linear separability of each cluster.

The remainder of the paper is organized as follows. Section 2 is an overview of the
OCSVM. Section 3 introduces the En-OCSVM. Section 4 validates the performance of our
method on synthetic data, benchmark datasets, and IPIX datasets. In Section 5, a summary
of our method is given.

2. One-Class Support Vector Machine

OCSVM is a max-margin classifier inspired by two-class SVM. In OCSVM, a classi-
fication hyperplane is constructed in the kernel space with two criteria: (1) most of the
target samples are located at the upper end of the hyperplane; (2) the distance between the
origin and the hyperplane is maximum. The optimization function of OCSVM is shown in
Equation (1):
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min
w,ξi ,ρ

1
2∥w∥2 + 1

ηN ∑
i

ξi − ρ

s.t.
(
wTϕ(xi)

)
≥ ρ − ξi

ξi ≥ 0, ∀i

(1)

where w is the slope of the hyperplane, ρ is the intercept of the hyperplane, ϕ(xi) is the
projection of xi in the feature space with the kernel function, ξi is a slack variable, and the
constant η ∈ [0, 1] gives an upper bound on the fraction of outliers.

The dual optimization problem of Equation (1) can be obtained with Lagrangian
multipliers:

min
α

N
∑
i,j

1
2

αiαjκ
(
xi, xj

)
s.t 0 ≤ αi ≤

1
ηN

, ∀i

N
∑

i=1
αi = 1

(2)

where κ(·) is the kernel function. Samples with parameter αi greater than 0 are support
vectors. The optimization function of Equation (2) can be solved with the sequential
minimal optimization (SMO) algorithm [25]. The slope and intercept of OCSVM are given
as follows:

w = ∑
i

αiϕ(xi)

ρ = ∑
j

αjκ
(
xi, xj

) (3)

In OCSVM, most of the coefficients αi are 0, and samples with coefficients αi greater
than 0 are support vectors (SVs). We can see from Equation (3) that the slope and intercept
of OCSVM are determined via SVs. Therefore, the decision boundary is defined based
on SVs.

In most applications using OCSVM, Gaussian kernel function is the most used kernel
function [26–30]. Moreover, experiments conducted by Alashwal et al. [31] showed that
the Gaussian kernel function gives the best performance compared to other types of kernel
functions. Therefore, the Gaussian kernel function is used in conjunction with OCSVM in
the paper.

An example of the classification boundary for OCSVM is given in Figure 1. We
generate banana-shaped synthetic data as target samples, and the SVs and classification
boundary are shown in Figure 1. We can see from Figure 1 that SVs are the edge samples
(located in the edge region of shape distribution) and can represent the shape distribution
of target data, which is the core of joint optimization of the k-means clustering model and
OCSVM model.
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Figure 1. Decision boundary of OCSVM on banana-shaped data.

3. Ensemble One-Class Support Vector Machine

In this section, we introduce the proposed method, e.g., En-OCSVM. In Section 3.1,
we first describe the k-means clustering in the kernel space. Then, the En-OCSVM model is
given in Section 3.2. Finally, the prediction procedure of En-OCSVM is shown in Section 3.3.

3.1. k-Means Clustering in the Kernel Space

The k-means clustering algorithm finds partitions
{

Cj
}K

j=1 in the kernel space based
on minimizing the within-cluster sum-of-squares:

argmin
{Cj}K

j=1

K
∑

j=1
∑

i∈Cj

∥ϕ(xi)− uj∥2

2

uj =
1∣∣Cj
∣∣ ∑

i∈Cj

ϕ(xi), ∀j = 1, 2, . . . K
(4)

where ϕ(xi) is the projection of the input data xi, K is the number of clusters, uj is the
mean vector of the jth cluster, Cj is the index set of the jth cluster, and

∣∣Cj
∣∣ is the number of

samples belonging to the jth cluster.
The Gaussian kernel function is the inner product of two transformed samples:

κ
(
xi, xj

)
=
〈
ϕ(xi), ϕ

(
xj
)〉

= exp
(
−∥xi − xj∥2/2σ2

)
, where σ is the Gaussian kernel param-

eter. Using the Gaussian kernel function, Equation (4) can be rewritten as Equation (5):

argmin
{Cj}K

j=1

K

∑
j=1

∑
i∈Cj

κ(xi, xi)+
1∣∣Cj
∣∣2 ∑

m,n∈Cj

κ(xm, xn)−
2∣∣Cj
∣∣ ∑

m∈Cj

κ(xm, xi)

 (5)

In OCSVM, if the model parameter αi > 0, the sample xi is the support vector. The
support vectors describe the boundaries of data distribution. Therefore, the mean uj in
k-means clustering can be represented with support vectors belonging to the jth cluster:

uj =
1∣∣SVj
∣∣ ∑

m∈Cj

SVm (6)

where SVm represents the mth support vector belonging to the jth cluster, SVj is index set of
the support vector belonging to the jth cluster, and

∣∣SVj
∣∣ is the number of support vectors

belonging to the jth cluster.
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Based on Equations (5) and (6), the optimization problem of k-means clustering in the
kernel space can be rewritten as Equation (7):

argmin
{Cj}K

j=1

K

∑
j=1

∑
i∈Cj

κ(xi, xi) +
1∣∣SVj
∣∣2 ∑

m,n∈Cj

κ(SVm, SVn)−
2∣∣SVj
∣∣ ∑

m∈Cj

κ(SVm, xi)

 (7)

The iterative optimization solution based on a greedy algorithm is used to solve the
problem of Equation (7). The parameter optimization procedure of k-means clustering in
the kernel space based on SVs is given in Algorithm 1.

Algorithm 1: The parameter optimization procedure of k-means clustering

Input: input dataset x = {xi}N
i=1, the number of clusters K, the support vector set

{SV1, SV2, . . . , SVM}, and the Gaussian kernel parameter σ.

Randomly initialize the cluster partition
{

Cold
j

}K

j=1
of the input data, and obtain the cluster

partition
{

SVold
j

}K

j=1
of the support vectors via

{
Cold

j

}K

j=1
;

Flag = true;
While Flag

Update the clustering index znew
i corresponding to the sample xi via

znew
i = argmin

j∈{1,2,...,K}

κ(xi, xi) +
1∣∣∣SVold
j

∣∣∣2 ∑
m,n∈Cold

j

κ(SVm, SVn)−
2∣∣∣SVold
j

∣∣∣ ∑
m∈Cold

j

κ(SVm, xi)


Collect the clustering index znew

i , ∀i = 1, 2, . . . , N to update the cluster partition{
Cnew

j

}K

j=1
and

{
SVnew

j

}K

j=1

If
{

Cnew
j

}K

j=1
==
{

Cold
j

}K

j=1
Flag = False;

Else{
Cold

j

}K

j=1
=
{

Cnew
j

}K

j=1
;

End If
End While

Output: The cluster partition
{

Cnew
j

}K

j=1

3.2. The Formulation of Ensemble OCSVM

In En-OCSVM, the samples are first transformed to the kernel space with a Gaussian
kernel function. Then, the k-means clustering algorithm is used to cluster the transformed
samples in the kernel space. Meanwhile, a linear decision hyperplane is constructed in each
cluster via OCSVM. The k-means clustering and OCSVMs are jointly optimized through
support vectors. Specifically, the clustering parameters optimization of k-means clustering
requires the support vectors determined by OCSVM, and the parameters’ optimization of
OCSVM in each cluster requires the clustering labels determined by k-means clustering.
The joint optimization of the k-means clustering and OCSVMs guarantees the consistency
of clustering and linear separability in each cluster.

Based on Equations (2) and (7), the optimization problem of En-OCSVM can be
represented as Equation (8)
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min
K

∑
j=1

∑
i∈Cj

κ(xi, xi) +
1∣∣SVj
∣∣2 ∑

m,n∈Cj

κ(SVm, SVn)−
2∣∣SVj
∣∣ ∑

m∈Cj

κ(SVm, xi)

︸ ︷︷ ︸
clustering model

+
K

∑
k=1

(
1
2
∥wk∥2

2 − pk +
1

Nkη

Nk

∑
n=1

ξi

)
︸ ︷︷ ︸

classificaiton model

s.t. wkϕ(xi) ≥ pk − ξi, i ∈ Ck, k ∈ {1, 2, . . . , K}

(8)

where wk is the slope of the hyperplane in the kth cluster, pk is the intercept of the hyper-
plane in the kth cluster, and Nk is the number of samples in the kth cluster.

The optimization function of Equation (8) can be solved via the iteration optimization
technique. Firstly, fix the parameters of each OCSVM and update the parameters of k-means
clustering algorithm. When the clustering index of samples is obtained, the optimization
problem of OCSVMs can be solved based on the SMO algorithm. Parameters in both the
k-means clustering and OCSVM are updated iteratively until the clustering index no longer
changes. The parameter optimization procedure of En-OCSVM is given in Algorithm 2.

In En-OCSVM, through the mixture of multiple linear decision boundaries, a complex
nonlinear decision boundary can be achieved in the kernel space, which can enhance the
performance of OCSVM, especially when the distribution of data is complex. The 2D
illustrations of the classification hyperplanes for En-OCSVM and OCSVM are given in
Figure 2a,b. We can see that some misclassified samples in the OCSVM are rejected in the
En-OCSVM.

Algorithm 2: The parameter optimization procedure of En-OCSVM

Input: input dataset x = {xi}N
i=1, the number of clusters K, and the Gaussian kernel parameter σ.

1. randomly initialize the cluster partition
{

Cold
j

}K

j=1
of the input dataset x = {xi}N

i=1;

2. obtain the classification model parameters
{

αold
i

}N

i=1
with SMO algorithm based on the

cluster partition
{

Cold
j

}K

j=1
;

3. collect the support vector set
{

SVold
m

}
from the set of {xi}N

i=1, i.e., if the parameter αold
i > 0,

the data xi is the support vector and put it to support vector set
{

SVold
m

}
;

4. update the cluster partition
{

Cnew
j

}K

j=1
based on the sets of

{
Cold

j

}K

j=1
and

{
SVold

m

}
through Algorithm 1;

5. obtain the classification model parameters
{

αnew
i
}N

i=1 with SMO algorithm based on the new

cluster partition
{

Cnew
j

}K

j=1
;

6. update the support vector set {SVnew
m } based on the model parameters

{
αnew

i
}N

i=1, i.e., if the
parameter αnew

i > 0, the data xi is the support vector and put it to support vector set
{SVnew

m };

7.
{

Cold
j

}K

j=1
=
{

Cnew
j

}K

j=1
,
{

SVold
m

}
= {SVnew

m };

8. repeat steps 4~7 until the cluster partition
{

Cnew
j

}K

j=1
no longer changes;

Output: The cluster partition
{

Cnew
j

}K

j=1
, the model parameters

{
αnew

i
}N

i=1, the support vector set

{SVnew
m }.
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Figure 2. The 2D illustrations of the classification hyperplane for En-OCSVM and OCSVM.
(a) OCSVM; (b) En-OCSVM.

3.3. The Prediction Procedure of En-OCSVM

When a test sample x∗ is given, the cluster index of the sample z∗ is first obtained
based on Equation (9):

z∗ = argmin
ẑ∈{1,2,...,K}

{
κ(x∗, x∗) +

1

|SVẑ|2
∑

m,n∈Cẑ

κ(SVm, SVn)−
2

|SVẑ| ∑
m∈Cẑ

κ(SVm, x∗)

}
(9)

Then, the classification label y∗ is given based on Equation (10):

y∗ = sign{wz∗ϕ(x∗)− ρz∗} (10)

The flow chart of En-OCSVM is shown in Figure 3.
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4. Experimental Results

In this section, the performance of our method is evaluated on synthetic datasets,
benchmark datasets, sea surface datasets and SAR real data. Based on synthetic datasets,
the clustering results and decision boundaries of En-OCSVM are visualized to demonstrate
the qualitative effectiveness of our method. The quantitative comparisons between our
method and other one-class classifiers are conducted based on benchmark datasets, sea
surface datasets and SAR real data.

4.1. Dataset Description

In the experiments, five benchmark datasets, Glass, Parkinson, Spice, Pendigits and
Waveform datasets from the repository of the University of California (https://archive.ics.
uci.edu/dataset/ accessed on 19 May 2021), were used.

The Glass dataset belongs to Physics and Chemistry, and the study of the classification
of types of glass was motivated by criminological investigation. The Parkinson dataset is

https://archive.ics.uci.edu/dataset/
https://archive.ics.uci.edu/dataset/
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composed of a range of biomedical voice measurements from 31 people, 23 with Parkinson’s
disease (PD). The main aim of the data is to discriminate healthy people from those with
PD. Splice dataset points on a DNA sequence at which ‘superfluous’ DNA is removed
during the process of protein creation in higher organisms. The Pendigits dataset is a digit
database comprising 250 samples from 44 writers. The samples written by 30 writers are
used for training, cross-validation and writer-dependent testing, and the digits written by
the other 14 are used for writer-independent testing. The Waveform dataset includes three
classes, each generated from a combination of 2 of 3 “base” waves. The division of the
training and testing sets in the experiment is shown in Table 1.

Table 1. The description of the benchmark datasets.

Dataset Number of
Classes

The Target
Class

Data
Dimension

Number of
Training Data

Number of the
Test Positive Data

Number of the
Test Negative Data

Glass 2 1 9 53 23 23

Parkinson 2 1 22 74 73 48

Spice 2 1 60 259 258 483

Pendigits 10 1.10 16 572 571 1000

Waveform 1 1.2 21 1652 1652 1696

IPIX datasets (http://soma.mcmaster.ca/ipix/dartmouth/datasets.html accessed on
1 January 2017) are widely used in target detection under sea clutter and are collected
by the IPIX radar at the staring mode in 1993 for four polarizations (HH, VV, HV, and
VH polarization) with a pulse repetition frequency of 1000 Hz. The IPIX radar is an
instrumentation-quality, coherent, and dual-polarized X-band (9.39 GHz) radar system. In
IPIX datasets, the target is a small spherical block of Styrofoam wrapped with wire mesh,
and the average target-to-clutter ratio varies in the range of 0–6 dB. The range resolution is
30 m, and each dataset consists of a time series of length at 14 contiguous range cells. In
the experiments, we choose two datasets from IPIX datasets, and a detailed description of
these two datasets is shown in Table 2.

Table 2. Description of experimental IPIX datasets.

Dataset Target Cell Protection
Cells

Effective Wave
Height (m)

Wind Speed
(m/s)

19931111_163625_starea54
(#54 for short) 8 7:10 0.7 22

19931118_162658_stareC0000311
(#311 for short) 7 6:9 0.9 33

For each echo cell, we use the windowing technique with a fixed time window of
1.024 s to extract 5-dimensional features in each time window through Cloude polarization
decomposition [32] and Krogager polarization decomposition [33]. After the above data
preprocessing, we obtain 1280 clutter samples and 128 target samples for each dataset.

The SAR real data come from the Sandia MiniSAR dataset (http://www.sandia.gov/
radar/imagery accessed on 1 December 2020). There are nine total SAR images in this
dataset, in which the target sample is a car, while the clutter samples include building
clutter, road edges, trees, and grasslands. We choose three images as the training SAR
images and one image as the test SAR images. The training and test images are shown in
Figures 4 and 5. We can see from Figures 4 and 5 that the clutter in the training set is mainly
road edge, while the types of clutter in the test set include buildings, trees, grasslands, etc.

http://soma.mcmaster.ca/ipix/dartmouth/datasets.html
http://www.sandia.gov/radar/imagery
http://www.sandia.gov/radar/imagery
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With the constant false alarm rate (CFAR) detection algorithm, we obtained 346 patches,
including 248 target patches and 98 non-target patches, from SAR images in the Sandia
MiniSAR dataset, and some patch examples are shown in Figure 6. We set the patches
only including the car as target samples and the remaining patches as clutter samples. In
Figure 6, the first row corresponds to target samples, and the second row corresponds to
clutter samples.
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All methods were implemented in MATLAB software, 2019 version. For OCSVM,
WOC-SVM and En-OCSVM, a modified LIBSVM library was employed (original version
provided by Chang et al. [34]). Experiments were run on a computer with 16GB RAM, Gen
Intel(R) Core(TM) i7-1260P 2.10 GHz. Readers interested in our method can obtain relevant
code and datasets through email (scchen0115@njtech.edu.cn).

4.2. Visual Results on Synthetic Dataset

Three types of synthetic datasets are generated to evaluate the effectiveness and the
limitations of En-OCSVM. The distribution of the first type of synthetic data is shown
in Figure 7a. We choose one class of samples as normal samples, and the distribution of
training samples is shown in Figure 7b. The number of clusters in k-means clustering is set
as 2, and the rejection rate of training samples in OCSVM is set as 0.1. Figure 8a gives the
clustering results of En-OCSVM, and the classification boundary of En-OCSVM is shown in
Figure 8b. It can be seen from Figure 8a,b that the training samples were correctly clustered
into two clusters, and the classification boundary in each cluster can correctly distinguish
between normal samples and abnormal samples.

1 

 

 

 
 

777777 

 

  

Figure 7. The distribution of the first type of synthetic data and training samples. (a) The distribution
of the first type of synthetic data; (b) the distribution of the training samples.
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Figure 8. The clustering result and classification boundary for the first type of synthetic dataset.
(a) The initial clustering result; (b) the classification boundary.

The distribution of the second type of synthetic data is shown in Figure 9a. We choose
one class of samples as normal samples, and the distribution of training samples is shown
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in Figure 9b. The number of clusters in k-means clustering is set as 6, and the rejection
rate of training samples in OCSVM is set as 0.1. Figure 10a gives the clustering results
of En-OCSVM, and the classification boundary of En-OCSVM is shown in Figure 10b. It
can be seen from Figure 10a,b that the training samples were correctly clustered into six
clusters, and the classification boundary in each cluster can correctly distinguish between
normal samples and abnormal samples.
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Figure 10. The clustering result and classification boundary for the second type of synthetic dataset.
(a) The initial clustering result; (b) the classification boundary.

The distribution of the third type of synthetic data is shown in Figure 11a. We choose
one class of samples as normal samples, and the distribution of training samples is shown
in Figure 11b. The number of clusters in k-means clustering is set as 2, and the rejection
rate of training samples in OCSVM is set as 0.1. Figure 12a gives the clustering results
of En-OCSVM, and the classification boundary of En-OCSVM is shown in Figure 12b. It
can be seen from Figure 12a,b that the training samples were correctly clustered into two
clusters. It can be seen from Figure 9 that although normal samples are classified correctly,
abnormal samples in overlapping areas are misclassified.

Based on the Experimental results of these three synthetic datasets, we can conclude
that if the distribution of normal and abnormal data in the feature space does not overlap,
the proposed method can effectively distinguish the normal and abnormal data; on the
contrary, the abnormal samples in the overlapping area will be misclassified.



Remote Sens. 2024, 16, 2401 12 of 19
 

5 

 

 

 
 

111111111111 

  

Figure 11. The distribution of the third type of synthetic data and training samples. (a) The distribu-
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Figure 12. The clustering result and classification boundary for the third type of synthetic dataset.
(a) The initial clustering result; (b) the classification boundary.

4.3. Results on Benchmark Datasets

In this Section, we evaluate the performance of En-OCSVM on five benchmark datasets.
Eight related methods are considered for comparison with the proposed method: Gaussian
density estimation (Gauss) [16], PCA [21], k-means clustering (k-means) [19], OCSVM
with Gaussian kernel function (OCSVM) [23], Self-Organizing Map [35] (SOM), Auto-
encoder (AE) neural network, one-class minimax probability machine [36] (MPM), and
LOCSVM [24]. The values of the hyperparameter k in k-means clustering and the hy-
perparameter σ in the Gaussian kernel function are selected corresponding to the best
performance for all methods via grid search. The range of values for the hyperparameter k
is [2, 5] with an interval of 1, and the range of values for the hyperparameter σ is [1, 10]
with the interval of 0.1.

The performance of a one-class classifier (OCC) is evaluated with classification accu-
racy, i.e., the proportion between the number of samples that are correctly classified and the
number of test samples. For clarity, we briefly denote pe to represent classification accuracy.
In our experiments, the results are averaged over 10 random partitions of training and test
datasets. The average values of pe are shown in Table 3 for all datasets. The average values
of each method shown in Table 3 are averaged over its best results on each partition, which
corresponds to the results with the optimal model parameters on each partition. The best
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overall performance for each criterion is shown in bold italics. We observe that the best
performance in each column, i.e., for each criterion, is obtained by the proposed method.

Table 3. Average classification accuracies (%) for three benchmark datasets over the 10 random
partitions for the training and test sets.

Method Glass Parkinson Splice Pendigits Waveform

KOCSVM 63.04 69.32 65.33 95.46 64.14

k-means 69.57 63.64 36.98 96.58 66.94

PCA 67.39 64.77 54.52 96.67 55.26

Gauss 65.22 62.50 45.75 96.51 65.09

SOM 69.57 62.50 51.69 94.94 67.74

Auto-encoder 67.39 65.91 50.32 94.32 58.00

MPM 67.39 64.77 50.00 96.33 72.44

LOCSVM 66.09 71.48 65.45 97.86 69.13

En-OCSVM 78.26 78.75 66.67 97.98 74.07

To explain the importance of clustering further, the classification accuracies of En-
OCSVM on five UCI datasets with different numbers of clusters are given in Figure 13a–e.
We can see that the cluster number corresponding to the best results is greater than one on
all datasets, which shows that it is meaningful to introduce k-means clustering to OCSVM.
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Figure 13. The classification accuracies on different datasets with different numbers of clustering
for En-OCSVM. (a) Glass dataset; (b) Parkinson dataset; (c) Splice dataset; (d) Pendigits dataset; (e)
Waveform dataset.

4.4. Results on Sea Surface Datasets

In this section, we evaluate the performance of En-OCSVM on IPIX datasets. The
comparison method and hyperparameter settings are the same as in Section 4.3. In the
training step, 1000 clutter samples are randomly selected as a training set, and the remained
clutter and target samples are used for testing. The performance of OCC is evaluated with
three criteria: detection probability, false alarm, and classification accuracy. For clarity, we
briefly denote pd, p f and pe to represent detection probability, false alarm, and classification
accuracy respectively.

In our experiments, the results are averaged over 10 random partitions of training
and test datasets. Tables 4 and 5 are the detailed results of these two datasets. The best
overall performance for each criterion is shown in bold italics. We observe that the best
performance in each column, i.e., for each criterion, is obtained by the proposed method in
most cases.

We can see from Tables 4 and 5 that although the classification accuracies of all
comparison methods are above 90%, our method obtains the highest results in detection
probability and classification accuracy, while the false alarm is on an average level compared
with other related methods, which demonstrates the effectiveness of En-OCSVM. Moreover,
the results of the proposed method are better than OCSVM on all three criteria, which
illustrates the importance of clustering.

Table 4. Average values (%) of three criteria for #54 data over the 10 random partitions for the training
and test sets.

Method Pd Pf Pe

KOCSVM 93.131 9.04 91.64

k-means 91.89 3.67 93.23

PCA 92.0 14.30 90.02

Gauss 91.39 6.02 92.21

SOM 91.89 5.16 92.82

Auto-encoder 91.96 6.25 92.52

MPM 91.50 6.17 92.23

LOCSVM 91.80 4.11 94.61

En-OCSVM 96.21 2.11 96.74
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Table 5. Average values (%) of three criteria for #311 data over the 10 random partitions for the
training and test sets.

Method Pd Pf Pe

KOCSVM 97.19 10.25 92.08

k-means 90.75 3.36 92.60

PCA 89.04 23.05 85.25

Gauss 90.11 2.34 92.48

SOM 90.29 3.91 92.11

Auto-encoder 89.82 14.84 88.36

MPM 89.79 2.34 92.25

LOCSVM 95.00 4.79 95.15

En-OCSVM 95.57 3.71 95.74

To further demonstrate the reliability of the experimental results, the original features
are reduced to 2 dimensions via PCA, and the 2D feature visualization results of reduced
features for #54 and #311 data are shown in Figure 14a,b. We can see from Figure 14 that
the distribution area of targets and clutter in the 2D feature plane is non-overlapping for
#54 and #311 data. Therefore, the extracted features can effectively distinguish between
targets and clutter, and the classification accuracy of each method is relatively high.
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To explain the importance of clustering further, the classification accuracies of En-
OCSVM on #54 data with different numbers of clusters are given in Figure 15. We can see
that the clustering number corresponding to the best results is greater than one on this
dataset, which shows that it is meaningful to introduce k-means clustering to OCSVM.
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4.5. Results on SAR Real Data

In Sections 4.3 and 4.4, we present the performance of En-OCSVM on the benchmark
dataset and sea surface datasets. Now, the performance of En-OCSVM on the SAR real
data is shown in this Section. In our experiments, the number of training samples is 135,
and the number of test samples is 74, including 45 target patches and 29 clutter patches.
The model parameters’ settings are the same as those in the experiments on benchmark
datasets. Similar to the experiments on the benchmark dataset, the results are averaged
over 10 random partitions of training and test datasets. The performances, represented by
the average values of the three criteria, are shown in Table 6. The best overall performance
for each criterion is shown in bold italics. We can see from Table 6 that our method obtains
the highest results and classification accuracy, and the detection probability of our method
is suboptimal.

To explain the importance of clustering further, the classification accuracies of En-
OCSVM on SAR real data with different numbers of clusters are given in Figure 16. We
can see that the cluster number corresponding to the best results is greater than one on this
dataset, which shows that it is meaningful to introduce k-means clustering to OCSVM.

Table 6. Average values (%) of three criteria for SAR real data over the 10 random partitions for the
training and test sets.

Method Pd Pf Pe

KOCSVM 68.89 27.59 70.55

k-means 93.33 58.62 67.36

PCA 93.33 65.52 63.91

Gauss 93.33 58.62 67.36

SOM 93.33 55.17 69.08

Auto-encoder 93.33 65.52 63.91

MPM 82.22 48.28 66.97

LOCSVM 51.72 11.11 74.32

En-OCSVM 88.89 44.83 75.68
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5. Conclusions

In this paper, a novel one-class classification method, namely ensemble OCSVM
(referred to as En-OCSVM), is proposed to enhance the performance of traditional one-
class classifiers. En-OCSVM is a mixture model of k-means clustering and OCSVM. In
En-OCSVM, the training samples are clustered in the kernel space with k-means clustering
algorithm, while simultaneously a linear decision boundary is constructed in each cluster.
The main contributions of this study are summarized below:

• Through the mixture of multiple linear decision boundaries, the complex nonlinear
decision boundaries can be achieved in the kernel space, which can enhance the
performance of OCSVM, especially when the distribution of data is complex.

• The joint optimization of k-means clustering model and OCSVM model is realized
based on support vectors (SVs) to guarantee the consistency of clustering and linear
separability in each cluster.

The visualized experimental results on synthetic data explain the effectiveness and lim-
itation of the proposed method, and the quantitatively experimental results on benchmark
datasets, IPIX sea surface datasets and SAR real datasets demonstrate that our method
outperforms traditional one-class classifiers. Like the other one-class classifiers, the pro-
posed method can be used in fields such as anomaly detection, target detection, and target
discrimination.

The shortcoming of En-OCSVM is that it is sensitive to model hyperparameters, such
as the number of clustering k and the Gaussian kernel parameter σ. Some reports in the
literature [37–39] have studied how to adaptively select Gaussian kernel parameters in
OCSVM, and some nonparametric Bayesian models (such Dirichlet process mixture model)
can automatically determine the number of clusters when used for clustering. Therefore,
we have the chance to solve the optimization problem of the value of k and the Gaussian
kernel parameter directly, and this will be studied in our future work. In addition, recently,
Deep Neural Networks (DNNs) have achieved success in many applications since the
ability of feature learning. Therefore, how to link DNNs with OCSVM could be a future
research area.
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