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Abstract

:

Performing remote sensing scene classification (RSSC) directly on satellites can alleviate data downlink burdens and reduce latency. Compared to convolutional neural networks (CNNs), the all-adder neural network (A2NN) is a novel basic neural network that is more suitable for onboard RSSC, enabling lower computational overhead by eliminating multiplication operations in convolutional layers. However, the extensive floating-point data and operations in A2NNs still lead to significant storage overhead and power consumption during hardware deployment. In this article, a shared scaling factor-based de-biasing quantization (SSDQ) method tailored for the quantization of A2NNs is proposed to address this issue, including a powers-of-two (POT)-based shared scaling factor quantization scheme and a multi-dimensional de-biasing (MDD) quantization strategy. Specifically, the POT-based shared scaling factor quantization scheme converts the adder filters in A2NNs to quantized adder filters with hardware-friendly integer input activations, weights, and operations. Thus, quantized A2NNs (Q-A2NNs) composed of quantized adder filters have lower computational and memory overheads than A2NNs, increasing their utility in hardware deployment. Although low-bit-width Q-A2NNs exhibit significantly reduced RSSC accuracy compared to A2NNs, this issue can be alleviated by employing the proposed MDD quantization strategy, which combines a weight-debiasing (WD) strategy, which reduces performance degradation due to deviations in the quantized weights, with a feature-debiasing (FD) strategy, which enhances the classification performance of Q-A2NNs through minimizing deviations among the output features of each layer. Extensive experiments and analyses demonstrate that the proposed SSDQ method can efficiently quantize A2NNs to obtain Q-A2NNs with low computational and memory overheads while maintaining comparable performance to A2NNs, thus having high potential for onboard RSSC.
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1. Introduction


Remote sensing scene classification (RSSC) is of critical importance in interpreting remote sensing imagery and has been widely employed in disaster detection, urban planning, environmental monitoring, and national security tasks [1]. Deep learning-based methods have recently gained widespread application in the context of RSSC due to their potent feature abstraction and generalization capabilities [2]. In particular, convolutional neural network (CNN)-based RSSC approaches have emerged as a key focus of RSSC research [3,4].



For traditional remote sensing processing, images collected by satellites are downloaded to perform RSSC for interpretation [5,6]. Recently, the volume and resolution of the acquired remote sensing images have significantly increased. Unfortunately, the relatively limited improvement in the data downlink bandwidth imposes considerable transmission pressure [7,8]. Furthermore, the travel time of satellites increases the total latency for users to obtain the processing results [9], posing challenges in the context of time-constrained tasks such as military surveillance, natural disasters, and emergency situations. Thus, deploying deep learning-based models on satellite edge devices for onboard processing comprises an intuitive solution [10]. Nevertheless, most existing CNN-based RSSC methods, although showcasing remarkable performance, necessitate billions of multiplication and addition operations, along with numerous parameters. Given the constrained computational and memory resources of space platforms, deploying these methods directly on edge devices in space platforms proves challenging [11].



Many researchers have employed model compression methods to reduce model complexity, mainly including low-rank decomposition [12,13], pruning [14,15], knowledge distillation [16], and quantization [17] approaches. Low-rank decomposition methods reduce the redundancies in the specified layers by decomposing the large matrix of convolution kernels; however, these methods cannot perform global parameter compression and are not applicable with the common 1 × 1 convolution kernel [18]. Pruning methods reduce the computational complexity by removing redundant weights in CNN models; however, they require manual definition of the pruning criteria and fine-tuning to maintain model performance, which is time-consuming and sub-optimal [19,20]. Knowledge distillation methods aim to enable lightweight models to achieve similar performance as larger models through distilling knowledge from the large model to the lightweight model; however, the design of lightweight models remains an additional challenge [21]. Quantization approaches reduce the number of parameters and computational demand through converting floating-point numerical representations of models into integer representations; however, ensuring the accuracy of low-bit-width quantized models poses a significant challenge [22,23]. Moreover, many studies have shown that deploying multiplication operations on edge devices entails more resources and energy overheads, compared to deploying addition operations [24,25]. Figure 1 shows the energy and area costs for various operations in 45 nm ASICs at 0.9 V [24]. Most of the multiplication operations in CNN models are concentrated in convolutional layers [26]. Although the above-mentioned model compression methods can achieve a reduction in model complexity, optimized CNN-based models still heavily rely on convolutions involving billions of multiplication operations. Consequently, directly applying such models for onboard deployment remains challenging.



AdderNet, which is based on adder filters, has recently been proposed [27], allowing for a significant reduction in the number of multiplication operations in the network. However, AdderNet maintains convolutional filters in the first and last layers. Subsequently, Zhang et al. [28] proposed a novel basic neural network, named the all-adder neural network (A2NN), which converts all multiplications in the convolutional layers into additions. Nevertheless, despite this breakthrough, A2NNs have a comparable number of parameters to CNNs. Given the limited memory resources of edge devices on space platforms, quantization approaches can be incorporated to further enhance the hardware efficiency when deploying A2NN. Compared with other model compression methods, quantization methods can effectively reduce the memory overhead without changing the original network structure. Moreover, the use of integer operations can further reduce the computational overhead during deployment. Thus, the quantized A2NN (Q-A2NN) has the advantages of low computational and memory overheads during deployment on edge devices and, thus, is more suitable for onboard RSSC than CNNs and A2NNs. However, directly applying traditional quantization schemes to quantized A2NNs re-introduces numerous multiplication operations, which causes forfeiture of their inherent advantage of low computational overhead. Moreover, low-bit-width quantized models usually suffer from significant performance degradation [25,29].



To address these issues, this article proposes a novel shared scaling factor-based de-biasing quantization (SSDQ) method to reduce the memory overhead of A2NNs while minimizing performance degradation. The proposed SSDQ method includes a powers-of-two (POT)-based shared scaling factor quantization scheme and a multi-dimensional de-biasing (MDD) quantization strategy. Specifically, the POT-based shared scaling factor quantization scheme converts the adder filters with 32-bit floating-point (FP32) input activations, weights, and operations to quantized adder filters with hardware-friendly integer input activations, weights, and operations. Thus, the Q-A2NNs composed of quantized adder filters have lower computational and memory overheads than existing basic networks such as CNNs and A2NNs. The reduced accuracy of Q-A2NN for RSSC tasks can be alleviated through the proposed MDD quantization strategy. The MDD strategy combines a weight-debiasing (WD) strategy, which reduces the performance degradation caused by deviations in the quantized weights, with a feature-debiasing (FD) strategy, which enhances the classification performance of Q-A2NNs through minimizing the deviation in the output features of each layer.



The main contributions of this article can be summarized as follows:




	
A novel shared scaling factor-based debiasing quantization method is proposed to reduce the hardware resource overheads of A2NNs while minimizing performance degradation, which includes a POT-based shared scaling factor quantization scheme and an MDD quantization strategy.



	
A POT-based shared scaling factor quantization scheme is proposed to quantize the adder filters in the A2NN. The proposed quantization scheme converts the input activations and weights of the adder filters from floating-point to integer type, thereby transforming the floating-point addition operations in the adder filters into hardware-friendly integer addition and bit-shift operations.



	
An MDD quantization strategy combining the WD and FD strategies is proposed to effectively prevent the decrease in accuracy of Q-A2NNs due to the deviations in weights and features during quantization. The WD strategy mitigates the performance degradation of Q-A2NNs by correcting deviations in the quantized weight distribution. It re-defines the weight scaling factor when the weight distribution is skewed and spans considerably beyond the target quantization range, ensuring an adequate quantization range for weights densely distributed near zero. The FD strategy enhances the classification performance of Q-A2NNs by minimizing deviations among the output features across layers, thus aligning the output features of the intermediate and last layers in the Q-A2NN with those of the corresponding layers in the A2NN, reducing quantization errors in a layer-by-layer manner, and improving the feature extraction ability of the Q-A2NN.








To evaluate the efficacy of the proposed SSDQ method tailored for quantizing A2NNs, exhaustive experiments are conducted using five commonly used RSSC data sets. The experimental results demonstrate that Q-A2NNs with low computational and memory overheads and minimal performance degradation for onboard RSSC can be obtained by employing the proposed SSDQ method.



The remainder of this article is structured as follows: Section 2 provides an overview of the related works. Section 3 covers preliminary knowledge about A2NNs and traditional quantization schemes for CNNs. Section 4 elaborates on the proposed SSDQ method tailored for quantizing A2NNs. Section 5 details and analyses the experimental results. Finally, Section 6 concludes the article.




2. Related Works


In this section, we present a brief overview of the related works on RSSC and quantization.



2.1. Remote Sensing Scene Classification


RSSC annotates remote sensing scene images with specific high-level semantic categories, which can be effectively analyzed to obtain meaningful and valuable semantic information.



Existing RSSC methods are primarily classified into three categories: handcrafted feature-based methods [30,31], feature encoding methods [32,33], and deep learning-based methods [34,35]. Recently, deep learning-based methods—particularly CNN-based methods—have made significant strides in RSSC due to their robust feature abstraction and generalization abilities. For instance, Sun et al. [36] integrated hierarchical feature aggregation and interference information elimination schemes into a deep network. The proposed method hierarchically aggregates complementary information and eliminates interference information among different convolutional features, markedly enhancing RSSC accuracy. Wang et al. [37] presented a sphere loss to learn the unique center for each class. Through incorporating a right-angle triangle constraint, the sphere loss aggregates intraclass features while effectively separating the centers of different classes, thereby enhancing RSSC accuracy through intraclass compactness and superior interclass discrimination abilities. Transformer models have recently demonstrated remarkable performance in computer vision tasks and have been utilized for RSSC. For instance, Bazi et al. [38] introduced the vision transformer (ViT) [39] to solve RSSC tasks. Sha et al. [40] presented a multi-instance vision transformer, which enhances the discriminative capability of traditional ViT models by highlighting the feature response of key local regions and simultaneously learning global features.



Although these deep learning-based RSSC methods can achieve remarkable classification performance, directly deploying them on edge devices is challenging due to their high computational complexity and large number of parameters.




2.2. Quantization


Quantization is a highly effective model compression method for reducing the resource overhead of CNNs. In quantized CNNs, the representations of input activations and weights in convolutional layers are converted from FP32 to integer type. Quantization methods are usually divided into two types: post-training quantization (PTQ) and quantization-aware training (QAT) [41,42,43]. PTQ methods directly convert pre-trained floating-point networks into integer representation networks without re-training. Although PTQ methods are fast and lightweight, they suffer from severe accuracy degradation. QAT methods model the quantization noise source by re-training the quantized CNN for a limited number of iterations, enabling the quantized CNN to find more optimized solutions than with the PTQ [41].



While existing quantization methods have achieved tremendous success with CNNs, directly applying traditional quantization schemes to quantized A2NNs re-introduces numerous multiplication operations, which causes the forfeiture of their inherent advantage of low computational overhead. Several recent works have investigated quantizing AdderNets, which contain adder filters [27]. Wang et al. [25] proposed a quantization method for AdderNets that integrates input activations and weights, adopting the same scaling factor to quantize them simultaneously. However, when the distributions of the weights and input activations show significant differences or low-bit-width quantization, directly using the same scaling factor to quantize the adder kernels leads to quantized models with poor performance. Similarly, Zhang et al. [29] directly adopted the weight scaling factor to quantize the weights and input activations of the adder filters; however, this method led to a low-bit-width quantized model with substantially decreased accuracy. This article proposes a novel SSDQ method to develop low-bit-width Q-A2NNs with comparable performance to A2NNs.





3. Preliminary Knowledge


In this section, the A2NN model and the quantization scheme for CNNs are briefly reviewed and analyzed.



3.1. All-Adder Neural Network


The convolution filter used in CNNs can be defined as:


   O  t , x , y   =  ∑  k = 0   c  i n      ∑  p = 0  d    ∑  q = 0  d   (  I  k , x + p , y + q   ×  F  t , k , p , q       ) ,   



(1)




where   I ∈  R   c  i n   ×  h  i n   ×  w  i n       and   O ∈  R   c  o u t   ×  h  o u t   ×  w  o u t       denote the input activation and output feature tensors, respectively, and   F ∈  R   c  o u t   ×  c  i n   × d × d     denotes the weight tensor of the filter. The computation of the standard convolution kernel is shown in Figure 2a. The convolution filters use the L2-norm as a similarity measure. In contrast, the adder filters use the L1-norm to indicate the similarity between the filters and input activations to eliminate multiplication operations [27]. The adder filter is defined as:


   O  t , x , y   = −  ∑  k = 0   c  i n      ∑  p = 0  d    ∑  q = 0  d   |  I  k , x + p , y + q   −  F  t , k , p , q   |    .  



(2)







The computation of the adder kernel is shown in Figure 2b.



CNNs employ backpropagation to compute the gradients and stochastic gradient descent for parameter updating. Given that the adder filter does not involve multiplication operations, its partial derivative remains constant. Therefore, the gradients of the adder filter are defined as:


    ∂  O  t , x , y     ∂  F  t , k , p , q     =  I  k , x + p , y + q   −  F  t , k , p , q    



(3)






    ∂  O  t , x , y     ∂  I  k , x + p , y + q     = H T    F  t , k , p , q   −  I  k , x + p , y + q     ,  



(4)




where HT(·) represents the HardTanh function, defined as:


  H T  x  =      − 1 ,       x ,       1 ,            x ≤ − 1       − 1 < x < 1       x ≥ 1     .  



(5)







Based on adder filters, Zhang et al. [28] proposed an A2NN, which converts all convolution filters in the CNN into adder filters. The architectures of the CNN and A2NN models are depicted in Figure 2c,d, respectively.




3.2. Quantization Scheme for CNNs


The core concept of quantization is an affine transformation that converts the floating-point operations in the network to efficient integer operations [41]. In this process, a floating-point vector  R  can be approximated as an integer vector multiplied by a scalar:


  R =  s R  ·  R int  ,  



(6)




where   s R   is a quantization parameter scaling factor and   R int   is an integer vector. For N-bit quantization, the elements in   R int   are N-bit signed integers. In the commonly used hardware-friendly symmetric uniform quantization scheme, the scaling factor   s R   is calculated as follows:


   s R  =   max ( | max ( R ) | , | min ( R ) | )    2  N − 1   − 1   ,  



(7)




where max(·) and min(·) are functions utilized to determine the maximum and minimum elements in the given vector, respectively.



In CNNs, the convolution filter in Equation (1) can be re-written in a quantized form by quantizing the input activations and weights:


   O  x , y , t   =  ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    s I  ·  I  i n  t  k , x + p , y + q     ×  s F  ·  F  i n  t  t , k , p , q      ,  



(8)




where    I int  ∈  R   c  i n   ×  h  i n   ×  w  i n       and    F int  ∈  R   c  o u t   ×  c  i n   × d × d     represent the quantized input activations and quantized weights, respectively;   s I   and   s F   represent the quantization parameter scaling factors for the input activations and weights, respectively. According to the distributive and associative laws of multiplication, the quantized convolution filters can use integer-type input activations and weights to perform integer multiplication and addition operations, resulting in quantized output features. Finally, the quantized output features of the quantized convolution filters can be de-quantized with the scaling factors for the input activations   s I   and weights   s F  . Then, Equation (9) can be re-written as:


     O  t , x , y      =  s I   s F  ·  ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    I  i n  t  k , x + p , y + q     ×  F  i n  t  t , k , p , q               =  s I   s F  ·  O  i n  t  t , x , y     ,     



(9)




where    O int  ∈  R   c  o u t   ×  h  o u t   ×  w  o u t       represents the quantized output feature tensor of the quantized convolution filters.



However, in A2NNs, due to discrepancies in the scaling factors for the input activations   s I   and weights   s F  , the operation of the adder filter—as shown in Equation (3)—cannot be directly transformed into the form shown in Equation (10). Thus, the Q-A2NN quantized with traditional quantization schemes re-introduces numerous multiplication operations during deployment, leading to forfeiture of the A2NN’s inherent advantage of low computational overhead.





4. Method


This section details the SSDQ method tailored for quantizing A2NNs, including a POT-based shared scaling factor quantization scheme and an MDD quantization strategy. The framework of the SSDQ method is presented in Figure 3. Firstly, the POT-based shared scaling factor quantization scheme is devised to quantize the adder filters in the A2NN. This quantization scheme converts adder filters with FP32 input activations, weights, and operations into quantized adder filters with hardware-friendly integer input activations, weights, and operations. Consequently, Q-A2NNs obtained by the POT-based shared scaling factor quantization scheme are entirely composed of quantized adder filters, resulting in lower computational and memory overheads than A2NNs during hardware deployment, although with reduced accuracy for RSSC tasks. Then, the MDD quantization strategy is formulated to mitigate performance degradation of Q-A2NNs due to the deviations in weights and features during the quantization process. The MDD strategy synergistically integrates the WD strategy, which prevents performance degradation caused by deviations in the quantized weights, and the FD strategy, which enhances the classification performance of Q-A2NNs by minimizing the deviations in the output features of each layer. As a result, the Q-A2NNs obtained by the proposed SSDQ method have low computational overhead, low memory overhead, and comparable performance to A2NNs that are more suitable for hardware deployment than CNNs and A2NNs. The principle and details of the POT-based shared scaling factor quantization scheme are expounded in Section 4.1, and the WD strategy and FD strategy in the MDD quantization strategy are detailed in Section 4.2 and Section 4.3, respectively.



4.1. POT-Based Shared Scaling Factor Quantization Scheme


To address the issue that traditional quantization schemes are not suitable for quantizing A2NNs, a POT-based shared scaling factor quantization scheme is proposed. This quantization scheme can quantize the adder filters in A2NNs, transitioning the input activations, weights, and operations from floating-point to hardware-friendly integer type.



Similar to the quantization of the convolution filter in Equation (9), the adder filter in Equation (3) can be re-written in a quantized form through quantizing the input activations  I  and weights  F :


   O  t , x , y   = −  ∑  k = 0   c  i n      ∑  p = 0  d    ∑  q = 0  d   |  s I  ·  I  i n  t  k , x + p , y + q     −  s F  ·  F  i n  t  t , k , p , q     |    .  



(10)







The scaling factors for the input activations   s I   and weights   s F   are usually not equal. To avoid introducing multiplication operations into the fully additive neural network during quantization,   s I   and   s F   can be approximated as POT values, which can be formulated as:


   s I  =   max ( | max ( I ) | , | min ( I ) | )    2  N − 1   − 1   ≈  2 i   



(11)






   s F  =   max ( | max ( F ) | , | min ( F ) | )    2  N − 1   − 1   ≈  2 j  ,  



(12)




where


  i = round   log 2     max ( | max ( I ) | , | min ( I ) | )    2  N − 1   − 1      



(13)






  j = round   log 2     max ( | max ( F ) | , | min ( F ) | )    2  N − 1   − 1     ,  



(14)




where round(·) denotes rounding the value to the nearest integer value. According to Equations (12) and (13), the quantized input activations   I  i n t    and weights   F  i n t    can be calculated as:


   I  i n t   = clamp  INT   2  − i   I  , −  2  N − 1   + 1 ,  2  N − 1   − 1   



(15)






    F  i n t   = clamp  INT   2  − j   F  , −  2  N − 1   + 1 ,  2  N − 1   − 1  ,  



(16)




where clamp(·) confines the quantized elements within the target quantization range   −  2  N − 1   + 1 ,  2  N − 1   − 1  .



According to the above analysis, Equation (11) can be re-written as:


   O  t , x , y   = −  ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    2 i   I  i n  t  k , x + p , y + q     −  2 j   F  i n  t  t , k , p , q      .  



(17)







To further the operation of the adder filter into a hardware-friendly form, similar to Equation (10), the POT-based shared scaling factor   s A   can be defined according to the relative magnitudes of the scaling factors for the input activations   s I   and weights   s F  , as follows:


   s A  = min  (  2 i  ,  2 j  )  .  



(18)







According to Equations (18) and (19), the operation of the adder filter can be converted into a quantized adder filter with a de-quantized operation, similar to Equation (10). Specifically, the process is divided into the three following cases:



(1) If   i < j  :


     O  t , x , y      = −  s A   ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    I  i n  t  k , x + p , y + q     −  2  j − i    F  i n  t  t , k , p , q               = −  s A  ·  O  i n  t  t , x , y     .     



(19)







(2) If   i = j  :


     O  t , x , y      = −  s A   ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    I  i n  t  k , x + p , y + q     −  F  i n  t  t , k , p , q               = −  s A  ·  O  i n  t  t , x , y     .     



(20)







(3) If   i > j  :


     O  t , x , y      = −  s A   ∑  k = 0   c  i n     ∑  p = 0  d   ∑  q = 0  d    2  i − j    I  i n  t  k , x + p , y + q     −  F  i n  t  t , k , p , q               = −  s A  ·  O  i n  t  t , x , y     .     



(21)







With this quantization scheme, all floating-point addition operations in the adder filter can be converted to integer addition operations. Notably, except for the hardware-friendly bit-shift operations, no additional operations are introduced. The quantized adder filter uses integer-type input activations and weights to perform integer addition operations, resulting in quantized output features. Then, the quantized output features are de-quantized using the POT-based shared scaling factor   s A   to obtain the final output features of the adder filter.




4.2. Weight-DeBiasing Strategy


During the quantization process, especially in low-bit-width quantization, discernible deviations emerge between the quantized weight distribution and the original weight distribution. The deviations in the quantized weight distribution cause severe performance degradation of the Q-A2NN model. Consequently, a WD strategy is devised to correct the quantized weight distribution. This subsection first analyzes the causes of the deviations in the weight distribution after quantization. Then, the details of the proposed WD strategy are presented.



The weights of adder filters in well-trained A2NN models often follow Laplacian distributions [27,28]; therefore, for a well-trained A2NN model, many weights are concentrated around zero. Figure 4a illustrates the parameter count histogram for the adder filter in the first layer of the well-trained A2NN-VGGNet-11 model [28]. It can be seen that the weight distribution of the adder filters is skewed. While the weight distribution of this filter ranges from   − 50   to 40, most weights are distributed between   − 2   and 2, accounting for over 80%. In contrast, the weights with values below   − 30   or above 20 are rare, accounting for less than 1%. As the weight scaling factor   s F   is determined according to the boundary values of the weight distribution   F  m i n    and   F  m a x   , the quantized weights may seriously deviate in low-bit-width Q-A2NN. As shown in Figure 4b, when the target quantization range is much smaller than the actual weight distribution range, many weights that are densely distributed around zero are compressed to the integer zero after quantization. Thus, most of the information in the well-trained full-precision A2NN model is lost during quantization, resulting in a severe decrease in accuracy. Notably, the deviation in the weight distribution after quantization escalates as the quantization bit width decreases.



The proposed WD strategy can effectively alleviate the severe decrease in accuracy of the Q-A2NN caused by deviations in the weight distribution during quantization, the details of which are presented in Figure 4c. When the weight distribution is skewed and the weight distribution range is much more extensive than the target quantization range, the median value   F  M e    reflects the actual weight distribution better than   F  m i n    and   F  m a x   . Therefore, when the weight scaling factor   s F   obtained using the boundary values   F  m i n    and   F  m a x    exceeds 1, the weight scaling factor   s F   is re-defined as:


   s F  =   max | (  F  M e  ′  | , |  F  M e   ″   | )    2  N − 2   − 1   ≈  2 j  ,  



(22)




where


  j = round   log 2     max | (  F  M e  ′  | , |  F  M e   ″   | )    2  N − 2   − 1     ,  



(23)




where   F  M e  ′   and   F  M e   ″    represent the negative median value and positive median value in the weight distribution, respectively.



As shown in Figure 4c, the median value of the weight distribution   F  M e    can be mapped to the median value of the quantization range   F  int  M e     using the re-defined weight scaling factor   s F  . The WD strategy ensures an adequate quantization range for the weights densely distributed near zero in the adder filters, effectively alleviating the performance degradation resulting from substantial information loss during the quantization process. In particular, the proposed WD strategy does not introduce additional computational or memory overhead during the inference phase of the Q-A2NN model.




4.3. Feature-DeBiasing Strategy


During the quantization process of A2NNs, not only does the weight distribution present discernible deviations, but the output features of each layer also have discernible deviations due to the accumulation of quantization errors. Consequently, another de-biasing strategy integrated into the multi-dimensional de-biasing strategy—namely, the FD strategy—is devised to improve the classification performance of the Q-A2NN by reducing the deviation among the output features of each layer. The framework of the FD strategy is interpreted in Figure 5. The well-trained A2NN is employed as the benchmark model, and the Q-A2NN is set as the target model. By aligning the output features of each intermediate layer in the Q-A2NN model with the corresponding layer’s output features in the A2NN model, the quantization errors of the middle layers can be effectively reduced in a layer-by-layer manner. With this strategy, the accumulation of quantization errors—which considerably affect the subsequent layers in the Q-A2NN model—can be mitigated. Furthermore, through aligning the output features of the last layer in the target Q-A2NN model with the output features of the last layer in the benchmark A2NN model, the feature extraction ability of the target Q-A2NN model can be brought as close as possible to that of the benchmark A2NN model.



Thus, a joint loss function   L  F D    of the FD strategy is designed to optimize the Q-A2NN model, which can be defined as follows:


   L  F D   =  L Q  + λ  (   L  I F   +  L  L F    )  ,  



(24)




where   L Q   represents the quantization loss,   L  I F    represents the feature loss of the intermediate layers, and   L  L F    represents the feature loss of the final layer. These losses are used to construct the joint loss function   L  F A   , and  λ  is a hyperparameter for balancing these loss functions.



The quantization loss function   L Q   is used to minimize the distance between the ground truth (GT) and classification logits of the Q-A2NN model, which can be expressed as follows:


   L Q  = C E  [  f   Q −  A 2   N N    ( S )  , l ]  ,  



(25)




where CE(·) represents the cross-entropy loss function,   f   Q −  A 2   N N   (·) denotes the function set of the Q-A2NN model, and l denotes the GT of the training samples.



The intermediate feature loss function   L  I F    is devised to measure the gap between the output features of the intermediate batch normalization (BN) layers in the Q-A2NN and benchmark A2NN models. The A2NN model employs a BN layer after each adder layer to stabilize the feature distribution. Thus, the deviation among the output features of each intermediate layer due to quantization errors can be reduced as much as possible through minimizing   L  I F   , thereby attenuating the adverse effects of accumulated quantization errors on subsequent layers. The intermediate feature loss function   L  I F    is formulated as follows:


   L  I F   =  ∑  b = 1   M − 1   M S E  (   F ^  b  ,  F b  )  ,  



(26)




where M denotes the number of BN layers;    F ^  b   and   F b   are the output features of the bth BN layer in the Q-A2NN and benchmark A2NN models, respectively; and MSE(·) represents the mean squared error operator, expressed as follows:


  M S E  (   F ^  b  ,  F b  )  =  1 B   ∑  i = 0  B    ‖    F ^  b  −  F b    ‖  2 2   ,  



(27)




where B denotes the batch size in the training phase.



The last feature loss function   L  L F    is formulated to determine the disparity between the class probabilities in the last layer of the Q-A2NN and A2NN models. Due to information loss during the quantization process, the feature extraction ability of the Q-A2NN model is worse than that of the A2NN model.   L  L F    is minimized to optimize the Q-A2NN model by ensuring that the classification boundary of the last layer in the Q-A2NN model imitates that of the benchmark A2NN model. The Kullback–Leibler (KL) divergence is used to construct the loss function   L  L F   , which is formulated as follows:


     L  L F      =  T 2  · K L D i v  [  P  Q −  A 2  N N   ,  P   A 2  N N   ]           =  T 2  ·  ∑  k = 0  C   P  Q −  A 2  N N    ( k )  log    P  Q −  A 2  N N    ( k )     P   A 2  N N    ( k )    ,     



(28)




where C represents the number of classes represented by the training samples, T is a crucial hyperparameter dictating the softness in the class probability, and   P  Q −  A 2  N N    and   P   A 2  N N    denote the class probability for the target Q-A2NN model and the benchmark A2NN model, respectively. The   p th   elements in   P  Q −  A 2  N N    and   P   A 2  N N    can be computed as:


   P  Q −  A 2  N N    ( p )  = log   e   Q −  A 2  N N  ( p )   T      ∑  c = 0  C    e   Q −  A 2  N N  ( c )   T      



(29)






   P   A 2  N N    ( p )  =   e    A 2  N N  ( p )   T      ∑  c = 0  C    e    A 2  N N  ( c )   T     .  



(30)







Notably, determining the appropriate hyperparameter T for Q-A2NN models with different bit widths is difficult and resource-intensive. Inspired by [44], an adaptive temperature is introduced for adaptation to Q-A2NN models with different bit widths. Furthermore, the adaptive temperature is learned utilizing a reverse gradient strategy that aims to maximize   L  L F   . Through gradually increasing the challenge posed to the Q-A2NN model in emulating the classification boundary of the well-trained full-precision A2NN model, an adversarial process is introduced to continually improve the Q-A2NN model’s feature extraction capability. Consequently, the feature extraction ability of the Q-A2NN model approaches that of the benchmark A2NN model. The adaptive temperature T can be updated using the reversed gradient as follows:


   T  p + 1   =  T p  − l  r T  ×  (  −   ∂  L  F D     ∂  T p     )  ,  



(31)




where   l  r T    denotes the learning rate of the adaptive temperature, and   T p   and   T  p + 1    denote the value of the adaptive temperature in the pth and   ( p + 1 )  th iterations, respectively.



Through the above analysis, it can be concluded that Q-A2NN models with low computational overhead, low memory overhead, and minimal performance degradation can be obtained using the proposed SSDQ method tailored for the quantization of A2NNs.





5. Experiments


To assess the efficacy of the proposed SSDQ method tailored for quantizing A2NNs, extensive experiments were conducted using five commonly used RSSC data sets. These experiments were accelerated by an NVIDIA Titan RTX graphical processing unit and performed using PyTorch 1.8 [45].



5.1. Data Set Description and Pre-Processing


Five RSSC data sets were utilized to conduct the experiments: WHU-RS19 (WHU) [46], UC-Merced Land Use Data Set (UCM) [47], SIRI-WHU [33], RSSCN7 [48], and Aerial Image Data Set (AID) [49]. These five widely employed data sets encompass numerous scene classes, boasting high inter-class similarity and within-class diversity. A portion of images from each data set was randomly chosen as the training samples, while the remainder served as the testing samples. The essential information and settings of these five data sets for the following experiments are detailed in Table 1.



Moreover, some data augmentation methods were applied to the samples in each data set, following recent research [28,50]. Firstly, all samples used in the following experiments were resized to 256 × 256 pixels. Then, the training samples and testing samples were random-cropped and center-cropped to 224 × 224 patches. Furthermore, the cropped training samples were flipped horizontally.




5.2. Evaluation Metrics


In accordance with recent research in the RSSC field [28,51], we adopted six widely accepted metrics to evaluate the classification performance of the proposed method: overall accuracy (OA), confusion matrix, precision (Pre), recall (Rec) and F1 score (F1). Moreover, two widely used indicators were adopted to evaluate the computational and memory overheads of different models: the number of operations (OPs) and the model size.



The OA reflects the overall classification performance, which is defined as follows:


  O A =   N c   N T   ,  



(32)




where   N c   denotes the number of correctly classified test samples, while   N T   denotes the number of test samples.



The confusion matrix illustrates the detailed confusion degree and between-class classification errors of the model [28]. The entry in the nth column and mth row in the confusion matrix can be calculated as:


   C  m , n   =   N  m , n    N m   ,  



(33)




where   N  m , n    represents the number of samples of the mth class classified as the nth class, and   N m   represents the total number of images in the mth class.



The Pre reflects the proportion of true positive samples among all samples predicted as positive. The Pre of the ith class is defined as follows:


  P r  e i  =   T  P i    T  P i  + F  P i    ,  



(34)




where   T P   and   F P   represent the number of true positives and false positives, respectively.



The Rec reflects the proportion of true positive samples among all truly positive samples in the ground truth. The Rec of the ith class is defined as follows:


  R e  c i  =   T  P i    T  P i  + F  N i    ,  



(35)




where   T P   and   F N   represent the number of true positives and false negatives, respectively.



The F1 balances Pre and Rec by calculating the harmonic mean of Pre and Rec, which can better reflect the generalization ability of the model. The F1 of the ith class is defined as follows:


  F  1 i  =   2 × P r  e i  × R e  c i    P r  e i  + R e  c i    .  



(36)







Notably, the macro-average method was used to obtain the performance metrics of Pre, Rec, and F1 across the entire data set by directly averaging the evaluation metrics of different categories.




5.3. Experimental Settings


5.3.1. Network


In our experiments, we employed two representative neural network architectures as network backbones: ResNet-18 and VGGNet-11. To avoid redundancy, only the final fully connected (FC) layer was retained as the classifier in VGGNet-11. To facilitate deployment, the FC layer in both backbones was replaced with a 1 × 1 convolutional layer. Since the output of the adder filter is always negative, the BN layer was introduced to normalize the output of the adder layers to an appropriate range. BN layers were added after each convolutional layer and FC layer in both backbones to maintain consistency across structures. Additionally, the pooling layers and activation functions in the network backbones were retained to enhance the robustness and feature extraction capabilities of the network model.



Six models (sets) were developed based on each backbone. For the ResNet-18 backbone, the following models (sets) were created: the CNN-ResNet-18 model, binary neural network (BNN)-ResNet-18 model, AdderNet-ResNet-18 model, A2NN-ResNet-18 model, quantized CNN (Q-CNN)-ResNet-18 model set, and Q-A2NN-ResNet-18 model set. Similarly, for the VGGNet-11 backbone, the CNN-VGGNet-11 model, BNN-VGGNet-11 model, AdderNet-VGGNet-11 model, A2NN-VGGNet-11 model, Q-CNN-VGGNet-11 model set, and Q-A2NN-VGGNet-11 model set were created. The BNN [52] is a lightweight model utilizing only two possible values to constrain weights. The Q-CNN and Q-A2NN model sets encompass multiple models with varying quantization bit widths, with the quantization bit width N taking values from   { 4 , 5 , 6 , 7 , 8 , 10 }  . The models with different quantization bit widths in the Q-CNN-ResNet-18 model set are denoted as Q-CNN-ResNet-18-Nbit models, while the models with different quantization bit widths in the Q-A2NN-ResNet-18 model set are denoted as Q-A2NN-ResNet-18-Nbit models. The models with different quantization bit widths in the Q-CNN-VGGNet-11 and Q-A2NN-VGGNet-11 model sets are denoted as Q-CNN-VGGNet-11-Nbit models and Q-A2NN-VGGNet-11-Nbit models, respectively. For the Q-CNN and Q-A2NN model sets, the input activations and weights of all convolutional or adder layers were quantized. To ensure fairness, none of the full-precision models were loaded with pre-trained parameters.




5.3.2. Hyperparameter Settings


Following [28], all full-precision models were trained for 300 epochs. They were trained using stochastic gradient descent (SGD) with a batch size of 32, momentum of 0.9, and weight decay of 0.0005. The learning rate had an initial value of 0.05, which changed according to the cosine learning rate decay [53]. Similarly, all quantized models were trained using the quantization-aware training (QAT) method for 60 epochs. They were trained using SGD with batch size of 64, momentum of 0.9, and weight decay of 0.0005. The learning rate had an initial value of 0.002, and the cosine learning rate decay was employed.





5.4. Hyperparameter Analysis


We conducted hyperparameter sensitivity experiments on the RSSCN7 data set using four Q-A2NN models: Q-A2NN-ResNet-18-4bit, Q-A2NN-ResNet-18-8bit, Q-A2NN-VGGNet-11-4bit, and Q-A2NN-VGGNet-11-8bit. These experiments aimed to analyze the influence of the balance coefficient hyperparameter  λ  in the joint loss function   L  F D    on the performance, in order to select the optimal value of this hyperparameter. Subsequently, this selected value was applied in the following experiments on the other four data sets with the remaining Q-A2NN models.



The  λ  value was varied within the set   { 0.1 , 0.5 , 1 , 3 , 5 , 7 , 10 , 12 , 15 }  . The variation in the OA with  λ  is depicted in Figure 6. The proposed SSDQ method demonstrated satisfactory OA across a wide range of  λ  values, with the best classification results of the four models achieved when  λ  was set to 1 within the given set. Therefore, in the following experiments,  λ  was set to 1.




5.5. Comparison with Other Approaches


To demonstrate the effectiveness and advancement of the proposed SSDQ method tailored for the quantization of A2NNs, extensive experiments were conducted on the five commonly used RSSC data sets. Table 2 presents the classification results of the different models on the five data sets. To validate the reliability of the classification results, each experiment was repeated three times. Moreover, to compare the computational and memory overheads during the inference phase, the OPs and Params of the aforementioned models were determined, which are presented in Table 3. The major computational layers in the table refer to convolutional/adder/quantized convolutional/quantized adder/binarize layers, while the other layers primarily consist of activation and BN layers. As the computational and memory overheads of the other layers are substantially lower than those of the major computational layers, they can be disregarded. Thus, the computational and memory overheads of models were primarily influenced by the convolutional/adder/quantized convolutional/quantized adder/binarized layers.



As presented in Table 2 and Table 3, the Q-A2NN model sets (POT), obtained using only the proposed POT-based shared scaling factor quantization scheme, had lower memory overhead than the A2NN models and showed great classification performance with 8-bit quantization. However, as the quantization bit-width decreased, the performance of the Q-A2NN model sets (POT) decreased sharply. For example, on the RSSCN7 data set, the Q-A2NN-ResNet-18-8bit model (POT) achieved 83.20% accuracy, which is 0.3% higher than that of the A2NN model, and the memory overhead was only   1 4   that of the A2NN model; in contrast, the Q-A2NN-ResNet-18-4bit model (POT) achieved only 20.64% accuracy.



As shown in Table 2, for most RSSC data sets, the Q-A2NN model sets (SSDQ) obtained with the proposed SSDQ method achieved comparable classification accuracies to the A2NN models. For some data sets, the accuracies of the Q-A2NN model sets (SSDQ) even surpassed those of the A2NN models. For instance, the OA of the Q-A2NN-ResNet-18-6bit model (SSDQ) was improved by approximately 0.28%, 0.42%, and 0.98% on the RSSCN7, AID, and WHU data sets, respectively. The Q-A2NN-ResNet-18-4bit model (SSDQ) achieved 90.73% accuracy on the WHU data set, which is the same accuracy as the A2NN model. Moreover, the computational and memory overheads of the Q-A2NN model sets (POT) and Q-A2NN model sets (SSDQ) during the inference phase were identical, as shown in Table 3.



According to Table 2 and Table 3, the Q-A2NN model sets (SSDQ) had the same or even lower performance degradation, when compared with the Q-CNN model sets quantized using the symmetric uniform quantization scheme [54,55]. Moreover, the memory overhead of the Q-A2NN model sets (SSDQ) and Q-CNN model sets during the inference phase were identical. For example, the performance degradation of the Q-A2NN-VGGNet-11-4bit models (SSDQ) was nearly 0.19%, 0.49%, and 1.28% lower than that of the Q-CNN-VGGNet-11-4bit models for the RSSCN7, WHU, and SIRI-WHU data sets, respectively. The memory overhead required to deploy these models was the same—approximately 4.42 MB. Notably, on some data sets, the accuracies of Q-A2NN model sets (SSDQ) even surpassed that of full-precision CNN models, and the computational and memory overheads were much lower than those of the CNN models.



The classification accuracy of the Q-A2NN model sets (SSDQ) surpassed that of the AdderNet models on most of the data sets, according to Table 2. For example, the Q-A2NN-ResNet-18-4bit models (SSDQ) enhanced the OA compared to the AdderNet models by approximately 1.42%, 1.37%, 3.51%, and 1.02% on the RSSCN7, SIRI-WHU, WHU, and UCM data sets, respectively; the Q-A2NN-VGGNet-11-4bit models (SSDQ) enhanced the OA by approximately 1.76%, 1.11%, and 0.17% on the WHU, RSSCN7, and UCM data sets, respectively. Furthermore, the computational and memory overheads of the Q-A2NN model sets (SSDQ) were lower than those of the AdderNet models, as presented in Table 3.



As illustrated in Table 2 and Table 3, while the BNN models exhibited smaller computational and memory overheads, compared to other models, their accuracy was significantly lower. For instance, the accuracy of the BNN-ResNet-18 model was only 60.29% on the WHU data set, while the Q-A2NN-ResNet-18-4bit model (SSDQ) achieved an accuracy of 90.73% on the same data set. As such, the reduced accuracy of BNN models can be considered unacceptable.



To evaluate the proposed SSDQ method from multiple dimensions, Table 4 presents a comparison of the Pre, Rec, and F1 metrics for CNN, A2NN, Q-CNN, Q-A2NN (POT), and Q-A2NN (SSDQ) models based on different backbones on the WHU data set. From the numerical comparisons in Table 4, it can be seen that the Q-A2NN (SSDQ) model achieves the best performance in the vast majority of data precision scenarios. For example, the Q-A2NN-ResNet-18-6bit model (SSDQ) outperforms the Q-CNN-ResNet-18-6bit model and the Q-A2NN-ResNet-18-6bit model (POT) by 0.97%/3.15%, 1.08%/3.36%, and 1.21%/3.36% in Pre, Rec, and F1, respectively. Notably, the A2NN-ResNet-18 model performs lower than the CNN-ResNet-18 model by 0.32% in Pre, Rec, and F1 metrics. This demonstrates that the Q-A2NN obtained through the proposed SSDQ method can achieve more comprehensive performance. Moreover, in most cases, the Q-A2NN (SSDQ) models show the least performance degradation compared to the floating-point precision model, and in some instances, even a slight improvement, at the same data precision. Overall, the above quantitative analysis proves the effectiveness of the proposed SSDQ method.



Figure 7 shows a comprehensive performance comparison of different models on the WHU data set. Figure 7a depicts the variation in the OA for quantization models with different quantization bit widths. The Q-A2NN model sets (POT), obtained solely using the proposed POT-based shared scaling factor quantization scheme, still demonstrated excellent classification performance at 7-bit quantization. However, as the quantization bit width decreased, the performance of the Q-A2NN model sets (POT) deteriorated sharply. In contrast, the Q-A2NN model sets (SSDQ) and the Q-CNN model sets maintained excellent classification performance, even at low quantization bit widths. Moreover, the classification accuracies of the Q-A2NN model sets (SSDQ) even surpassed those of the A2NN and CNN models for some quantization bit widths, achieving the best classification performance among these models. Figure 7b displays the OA against the computational overhead and memory overhead for different models. The computational overhead of each model is represented by the size of the circle. While the full-precision CNN model, positioned in the top right corner of the figure, demonstrated outstanding classification performance, it entails a substantial number of parameters and has high computational demand. The AdderNet and A2NN models effectively reduced the computational overhead, and the A2NN model achieved comparable classification performance to the CNN model. Nevertheless, the memory overhead of the A2NN model remains significant. Although the BNN model exhibited the smallest computational and memory overheads, its classification performance was insufficient for practical applications. The quantized model sets reduce the memory and computational overheads by converting the floating-point operations into low-bit-width integer operations. Among these quantized model sets, the Q-A2NN model sets (SSDQ), positioned in the top left corner, achieved similar classification accuracy as the full-precision CNN model with reduced computational and memory overheads. As a result, the resource-efficient and high-performance Q-A2NN model sets (SSDQ) are more suitable for edge hardware deployment than the other models. Notably, depending on the classification performance and resource overhead requirements in diverse application scenarios, a suitable model among the Q-A2NN model sets (SSDQ) can be selected for onboard RSSC.



Figure 8 presents the confusion matrices of six different models. Among them, the Q-A2NN-VGGNet-11-6bit model (SSDQ) presented the best performance. Specifically, the accuracies for all classes of the Q-A2NN-VGGNet-11-6bit model exceeded 80%, and the accuracies for more than half of the classes were greater than 90%. The BNN-VGGNet-11 and AdderNet-VGGNet-11 models achieved accuracies exceeding 80% for only 6 and 10 classes, respectively. Additionally, the CNN-VGGNet-11 and Q-CNN-VGGNet-11-6bit models demonstrated accuracies exceeding 90% for only three classes.




5.6. Ablation Studies


We designed four variants to obtain Q-A2NN model sets for ablation studies. The OAs of the Q-A2NN model sets quantized with different component combinations of the proposed SSDQ method are displayed in Table 5.



First, only using the proposed POT-based shared scaling factor quantization scheme, the Q-A2NN model sets (POT) exhibited remarkable classification performance, even when subjected to 7-bit quantization. Nonetheless, as the quantization bit width decreased, the performance of the Q-A2NN model sets (POT) sharply deteriorated. This performance decline can be attributed to the deviations in the quantized weights and output features of each layer due to the skewed weight distribution and accumulation of quantization errors.



Next, the WD and FD strategies in the MDD quantization strategy were independently introduced as variants to verify their respective effects. As illustrated in Table 5, each of the two proposed strategies positively impacted the classification performance of the Q-A2NN model sets. The FD strategy enhances the performance of the Q-A2NN model sets by reducing the deviation among the output features of each layer. For example, compared to the Q-A2NN model sets (POT), for the ResNet-18 backbone, the Q-A2NN model sets (POT + FD) improved the OA by approximately 0.39–28.34% on the UCM data set; for the VGGNet-11 backbone, the Q-A2NN model sets (POT + FD) improved the OA by approximately 0.08–19.49% on the UCM data set. However, at 4-bit and 5-bit quantization, the classification performance of the Q-A2NN model sets (POT + FD) was insufficient for practical applications. This issue is caused by the significant deviations in the low-bit-width quantized weights. The WD strategy can mitigate the severe performance degradation of the Q-A2NN model sets by reducing the deviations in the quantized weights. The performance of the Q-A2NN model sets (POT + WD) with low-bit-width quantization was significantly improved, compared with the baseline. For example, compared to the Q-A2NN-4bit models (POT), the Q-A2NN-ResNet-18-4bit model (POT + WD) improved the OA by approximately 80%, 59.06%, and 81.59% on the WHU, RSSCN7, and UCM data sets, respectively, and the Q-A2NN-VGGNet-11-4bit model (POT + WD) improved the OA by approximately 84.44%, 81.30%, and 63.28% on the UCM, WHU, and RSSCN7 data sets, respectively. However, the classification accuracy of the Q-A2NN model sets (POT + WD) still had a certain discrepancy, compared with that of the A2NN models, on some data sets.



Finally, the Q-A2NN model sets (SSDQ) achieved the best classification results across the above variants at most quantization bit widths. The ablation study results support the efficacy of the SSDQ method tailored for the quantization of A2NNs. The proposed SSDQ method presents an efficient and effective solution to attain Q-A2NN models with minimal performance degradation for onboard RSSC.




5.7. Visualization Analysis


To explain and verify that the proposed WD strategy can prevent the significant information loss caused by deviations in the quantized weights, parameter count histograms were employed to visualize the weight distributions of the adder filters or quantized adder filters in different models.



As shown in Figure 9a,b, for the A2NN models, the weight distribution of the adder filter was wide and skewed. The weight distribution ranged from   − 50   to 90 in the 16th adder layer in the A2NN-ResNet-18 model, while most weights were distributed between   − 2   and 2, accounting for over 80%. In contrast, the weights with values below   − 25   or above 50 were rare, accounting for less than 0.1%. The weight distribution in the third adder layer in the A2NN-VGGNet model presented the same phenomenon. The quantized adder filters cause many weights that are densely distributed around zero to be compressed to the integer zero after quantization, as illustrated in Figure 9c,d. For 4-bit quantization, the quantized weight can be represented by 15 integer values from   − 7   to 7. However, whether in the 16th adder layer of the Q-A2NN-ResNet-18-4bit model (POT) or the third adder layer of the Q-A2NN-VGGNet-11-4bit model (POT), more than 60% of the quantized weight values were equal to zero. In this case, most of the feature extraction ability of the full-precision A2NN model after quantization was lost, resulting in severely decreased accuracy. Notably, the above situation can be avoided by applying the proposed WD strategy. Figure 9e,f show that the quantized weight distributions were uniform after introducing the WD strategy. The number of quantization weights with values equal to zero in the 16th adder layer in the Q-A2NN-ResNet-18-4bit model (POT + WD) was reduced by 70%; similarly, the number of quantization weights with values equal to zero in the third adder layer in the Q-A2NN-VGGNet-11-4bit model (POT + WD) was reduced by 75%. In this way, the feature extraction ability possessed by the well-trained A2NN models can be preserved as much as possible after the quantization process.



Moreover, the gradient-weighted class activation mapping (Grad-CAM) method [56] was employed to visually assess the impact of the proposed SSDQ method. The resulting class activation map (CAM) is presented as a thermal map, illustrating how the models focus on specific regions of the input image. In the visual representation, regions with stronger responses are highlighted in red, whereas regions with lower responses are depicted in blue. Figure 10 shows the CAM results for eight classes of images randomly selected from the five public RSSC data sets. From top to bottom is the input image, the CAM corresponding to the A2NN-VGGNet-11 model, the CAM corresponding to the Q-A2NN-VGGNet-11-4bit model (POT), the CAM corresponding to the Q-A2NN-VGGNet-11-4bit model (POT + WD), and the CAM corresponding to the Q-A2NN-VGGNet-11-4bit model (SSDQ). The CAM generated by the Q-A2NN-VGGNet-11-4bit model (POT) did not effectively capture critical information in the remote sensing images, as the feature extraction ability possessed by the well-trained A2NN model was severely degraded due to the deviations in the quantized weights and features caused by low-bit-width quantization. With the introduction of the WD strategy, the CAM generated by the Q-A2NN-VGGNet-11-4bit model (POT + WD) could successfully concentrate on the crucial regions in most scene classes. However, it can still be observed, from the CAM results of certain scene classes, that critical parts (e.g., storage tanks and rivers) were not fully covered or even could not be extracted accurately, indicating a certain discrepancy compared with the A2NN model. In contrast, the Q-A2NN-VGGNet-11-4bit model (SSDQ) obtained through incorporating the proposed SSDQ method comprehensively covered the critical parts in the remote sensing scenes while minimizing interference from intricate backgrounds. Taking the center and tennis court as examples, the Q-A2NN-VGGNet-11-4bit model (SSDQ) located the critical regions more comprehensively than the A2NN model. The above analysis indicates that the classification performance of Q-A2NN models can be significantly enhanced through the use of the SSDQ method.





6. Conclusions


This article proposed an SSDQ method tailored for quantizing A2NNs, including a POT-based shared scaling factor quantization scheme and an MDD quantization strategy. The POT-based shared scaling factor quantization scheme is devised to quantize the adder filters, converting the adder filters in A2NNs to quantized adder filters with hardware-friendly integer input activations, weights, and operations. Thus, Q-A2NNs composed of quantized adder filters have lower computational and memory overheads than A2NNs during hardware deployment. The MDD quantization strategy is formulated to avoid the performance degradation of Q-A2NNs due to deviations in the weights and features during the quantization process. The MDD strategy synergistically integrates the WD strategy, which mitigates performance degradation stemming from deviations in the quantized weights, and the FD strategy, which enhances the classification performance of Q-A2NNs by minimizing the deviations among the output features of each layer. Extensive experimentation and analysis on five commonly used RSSC data sets revealed that Q-A2NN models with low computational overhead, low memory overhead, and minimal performance degradation can be obtained with the proposed SSDQ method. In particular, the obtained Q-A2NN models are more suitable for onboard RSSC than CNNs and A2NNs. In future work, we will attempt to enhance the performance of Q-A2NN models by accounting for the complexity of spatial distributions in remote sensing images. Additionally, we plan to investigate the use of high-throughput and energy-efficient field-programmable gate array (FPGA)-based accelerators for Q-A2NN models to fulfill the requirements of on-board real-time RSSC.
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Figure 1. Energy and area overheads for different operations in 45 nm ASICs under 0.9 V. 
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Figure 2. Comparison of the CNN and A2NN structures: (a) The convolution kernel used in the CNN; (b) the adder kernel used in the A2NN; (c) framework of CNN; and (d) framework of A2NN. 
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Figure 3. Framework of the proposed SSDQ method tailored for the quantization of A2NNs. 
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Figure 4. An overview of the proposed WD strategy: (a) Parameter count histogram for the adder filter in the first layer of the well-trained A2NN-VGGNet-11 model; (b) the reason for the deviation in the quantized weight distribution; and (c) demonstration of the WD strategy. 
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Figure 5. Framework of the proposed FD strategy. The well-trained A2NN model is employed as the benchmark model to enhance the classification performance of the target Q-A2NN model by reducing the deviation among the output features of each layer. 
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Figure 6. OA of four Q-A2NN models with different hyperparameter values on the RSSCN7 data set. 






Figure 6. OA of four Q-A2NN models with different hyperparameter values on the RSSCN7 data set.



[image: Remotesensing 16 02403 g006]







[image: Remotesensing 16 02403 g007] 





Figure 7. Comprehensive performance comparison of different models on the WHU data set: (a) OA of the Q-CNN-ResNet-18-Nbit models and Q-A2NN-ResNet-18-Nbit models (SSDQ); and (b) comparisons of the OA and resource overhead of various models. 
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Figure 8. Confusion matrices of different models on the SIRI-WHU data set: (a) The CNN-VGGNet-11 model; (b) the Q-CNN-VGGNet-11-6bit model; (c) the AdderNet-VGGNet-11 model; (d) the BNN-VGGNet-11 model; (e) the A2NN-VGGNet-11 model; and (f) the Q-A2NN-VGGNet-11-6bit model (SSDQ). 
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Figure 9. Parameter count histograms of the adder filter or quantized adder filters in different models on the AID data set: (a) The 16th layer in the A2NN-ResNet-18 model; (b) the third layer in the A2NN-VGGNet-11 model; (c) the 16th layer in the Q-A2NN-ResNet-18-4bit model (POT); (d) the third layer in the Q-A2NN-VGGNet-11-4bit model (POT); (e) the 16th layer in the Q-A2NN-ResNet-18-4bit model (POT + WD); and (f) the third layer in the Q-A2NN-VGGNet-11-4bit model (POT + WD). 
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Figure 10. Visualization of the CAM results for eight scene classes of images randomly selected from the five public RSSC data sets. 
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Table 1. Information and settings of five RSSC data sets used in the experiments.
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	Data Set
	WHU
	UCM
	SIRI-WHU
	RSSCN7
	AID





	Classes
	19
	21
	12
	7
	30



	Total images
	1005
	2100
	2400
	2800
	10,000



	Images per class
	∼50
	100
	200
	400
	220∼420



	Training sample ratio
	0.8
	0.8
	0.4
	0.2
	0.2



	Testing sample ratio
	0.2
	0.2
	0.6
	0.8
	0.8



	Resolution (m)
	up to 0.5
	0.3
	2
	-
	0.5∼8



	Image size
	600 × 600
	256 × 256
	200 × 200
	400 × 400
	600 × 600



	Data source
	Google Earth
	USGS
	Google Earth
	Google Earth
	Google Earth










 





Table 2. Classification accuracies of various models on the five RSSC data sets [OA ± STD(%)].
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Data Set

	
Backbone

	
Precision

	
Basic Network




	
CNN [28]

	
Q-CNN [54,55]

	
BNN [52]

	
AdderNet [27]

	
A2NN [28]

	
Q-A2NN

(POT) (Ours)

	
Q-A2NN

(SSDQ) (Ours)






	
UCM

	
ResNet-18

	
Floating-point/Binarize *

	
96.00 ± 0.66

	
95.95

	
50.67 ± 0.92

	
94.14 ± 0.93

	
95.62 ± 0.27

	
95.71

	
95.71




	
8-bit

	
-

	
95.79 ± 0.14

	
-

	
-

	
-

	
94.29 ± 0.24

	
95.40 ± 0.14




	
6-bit

	
-

	
95.56 ± 0.14

	
-

	
-

	
-

	
88.02 ± 0.27

	
95.40 ± 0.14




	
4-bit

	
-

	
95.32 ± 0.14

	
-

	
-

	
-

	
11.98 ± 1.79

	
95.16 ± 0.14




	
VGGNet-11

	
Floating-point/Binarize

	
96.10 ± 0.89

	
96.67

	
89.09 ± 0.57

	
94.67 ± 0.46

	
96.76 ± 0.55

	
96.9

	
96.9




	
8-bit

	
-

	
97.14 ± 0

	
-

	
-

	
-

	
95.48 ± 0

	
97.14 ± 0.24




	
6-bit

	
-

	
97.06 ± 0.14

	
-

	
-

	
-

	
67.54 ± 0.60

	
96.51 ± 0.14




	
4-bit

	
-

	
94.68 ± 0.50

	
-

	
-

	
-

	
10.16 ± 0.90

	
94.84 ± 0.28




	
WHU

	
ResNet-18

	
Floating-point/Binarize

	
92.58 ± 0.87

	
91.22

	
60.29 ± 1.12

	
87.22 ± 0.63

	
90.24 ± 0.49

	
90.73

	
90.73




	
8-bit

	
-

	
90.73 ± 0

	
-

	
-

	
-

	
90.40 ± 0.28

	
92.20 ± 0




	
6-bit

	
-

	
90.24 ± 0

	
-

	
-

	
-

	
88.45 ± 0.28

	
91.71 ± 0




	
4-bit

	
-

	
89.60 ± 0.29

	
-

	
-

	
-

	
10.73 ± 0

	
90.73 ± 0




	
VGGNet-11

	
Floating-point/Binarize

	
91.90 ± 0.74

	
91.71

	
82.73 ± 1.56

	
89.46 ± 0.74

	
92.30 ± 0.80

	
92.2

	
92.2




	
8-bit

	
-

	
90.57 ± 0.28

	
-

	
-

	
-

	
90.89 ± 0.28

	
91.71 ± 0




	
6-bit

	
-

	
90.24 ± 0

	
-

	
-

	
-

	
80.49 ± 0.49

	
91.22 ± 0




	
4-bit

	
-

	
90.24 ± 0.97

	
-

	
-

	
-

	
9.76 ± 0

	
91.22 ± 0.49




	
RSSCN7

	
ResNet-18

	
Floating-point/Binarize

	
84.16 ± 0.60

	
83.71

	
62.70 ± 0.49

	
79.98 ± 0.98

	
82.42 ± 0.60

	
82.9

	
82.9




	
8-bit

	
-

	
83.52 ± 0.63

	
-

	
-

	
-

	
83.20 ± 0.09

	
83.36 ± 0.05




	
6-bit

	
-

	
83.54 ± 0.09

	
-

	
-

	
-

	
70.61 ± 0.14

	
83.18 ± 0.11




	
4-bit

	
-

	
81.85 ± 0.16

	
-

	
-

	
-

	
20.64 ± 0.20

	
81.40 ± 0.18




	
VGGNet-11

	
Floating-point/Binarize

	
82.12 ± 0.42

	
82.19

	
78.03 ± 0.62

	
79.98 ± 0.82

	
83.29 ± 0.45

	
83.08

	
83.08




	
8-bit

	
-

	
82.78 ± 0.07

	
-

	
-

	
-

	
83.62 ± 0.28

	
83.91 ± 0.14




	
6-bit

	
-

	
82.66 ± 0.05

	
-

	
-

	
-

	
54.40 ± 0.49

	
83.96 ± 0.09




	
4-bit

	
-

	
80.01 ± 0.29

	
-

	
-

	
-

	
17.49 ± 0

	
81.09 ± 0.30




	
AID

	
ResNet-18

	
Floating-point/Binarize

	
85.29 ± 0.56

	
84.74

	
42.67 ± 0.22

	
77.58 ± 0.63

	
79.15 ± 0.32

	
78.85

	
78.85




	
8-bit

	
-

	
84.75 ± 0.03

	
-

	
-

	
-

	
79.33 ± 0.03

	
79.55 ± 0.10




	
6-bit

	
-

	
84.75 ± 0.03

	
-

	
-

	
-

	
69.47 ± 0.54

	
79.27 ± 0.13




	
4-bit

	
-

	
83.07 ± 0.03

	
-

	
-

	
-

	
5.64 ± 1.65

	
76.60 ± 0.05




	
VGGNet-11

	
Floating-point/Binarize

	
83.28 ± 0.59

	
83.06

	
66.65 ± 0.85

	
81.28 ± 0.65

	
83.46 ± 0.23

	
83.36

	
83.36




	
8-bit

	
-

	
83.30 ± 0.08

	
-

	
-

	
-

	
84.49 ± 0.01

	
83.92 ± 0.07




	
6-bit

	
-

	
83.13 ± 0.08

	
-

	
-

	
-

	
72.00 ± 0.03

	
83.87 ± 0.11




	
4-bit

	
-

	
80.29 ± 0.07

	
-

	
-

	
-

	
5.14 ± 0.51

	
78.06 ± 0.09




	
SIRI-WHU

	
ResNet-18

	
Floating-point/Binarize

	
91.90 ± 0.24

	
91.94

	
57.07 ± 1.45

	
86.22 ± 0.91

	
89.61 ± 0.24

	
89.86

	
89.86




	
8-bit

	
-

	
91.74 ± 0.07

	
-

	
-

	
-

	
89.65 ± 0.07

	
89.81 ± 0.08




	
6-bit

	
-

	
91.58 ± 0.04

	
-

	
-

	
-

	
76.78 ± 0.14

	
89.05 ± 0.04




	
4-bit

	
-

	
89.74 ± 0.15

	
-

	
-

	
-

	
16.41 ± 0.87

	
87.59 ± 0.23




	
VGGNet-11

	
Floating-point/Binarize

	
87.53 ± 0.40

	
87.64

	
80.56 ± 0.21

	
86.68 ± 0.73

	
88.80 ± 0.61

	
88.33

	
88.33




	
8-bit

	
-

	
87.78 ± 0

	
-

	
-

	
-

	
89.17 ± 0.07

	
89.05 ± 0.23




	
6-bit

	
-

	
87.45 ± 0.11

	
-

	
-

	
-

	
31.69 ± 1.51

	
89.40 ± 0.35




	
4-bit

	
-

	
83.89 ± 0.24

	
-

	
-

	
-

	
11.39 ± 0.84

	
85.86 ± 0.21








* For the CNN, AdderNet, and A2NN models, this precision refers to floating-point type; for the BNN model, this precision refers to binary type.













 





Table 3. Computational and memory overheads of different models.






Table 3. Computational and memory overheads of different models.





	
Backbone

	
Basic Network

	
Computational Overhead

	
Memory Size *




	
Major Computational Layers

	
Other Layers

	
OPs

	
Params

	
Major Computational Layers

	
Other Layers




	
Add

	
Mul

	
XNOR

	
MACs






	
ResNet-18

	
CNN [28]

	
1.81 G

	
1.81 G

	
0

	
4.98 M

	
3.63 G

	
42.79 MB

	
42.66 MB

	
0.04 MB




	
AdderNet [27]

	
3.56 G

	
59.01 M

	
0

	
4.98 M

	
3.63 G

	
42.79 MB

	
42.66 MB

	
0.04 MB




	
A2NN [28]

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
42.79 MB

	
42.66 MB

	
0.04 MB




	
BNN [52]

	
1.81 G

	
0

	
1.81 G

	
4.98 M

	
3.63 G

	
1.37 MB

	
1.33 MB

	
0.04 MB




	
Q-CNN-8bit [54,55]

	
1.81 G

	
1.81 G

	
0

	
4.98 M

	
3.63 G

	
10.70 MB

	
10.66 MB

	
0.04 MB




	
Q-CNN-6bit [54,55]

	
1.81 G

	
1.81 G

	
0

	
4.98 M

	
3.63 G

	
8.04 MB

	
8.00 MB

	
0.04 MB




	
Q-CNN-4bit [54,55]

	
1.81 G

	
1.81 G

	
0

	
4.98 M

	
3.63 G

	
5.37 MB

	
5.33 MB

	
0.04 MB




	
Q-A2NN-8bit (POT) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
10.70 MB

	
10.66 MB

	
0.04 MB




	
Q-A2NN-6bit (POT) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
8.04 MB

	
8.00 MB

	
0.04 MB




	
Q-A2NN-4bit (POT) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
5.37 MB

	
5.33 MB

	
0.04 MB




	
Q-A2NN-8bit (SSDQ) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
10.70 MB

	
10.66 MB

	
0.04 MB




	
Q-A2NN-6bit (SSDQ) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
8.04 MB

	
8.00 MB

	
0.04 MB




	
Q-A2NN-4bit (SSDQ) (ours)

	
3.62 G

	
0

	
0

	
4.98 M

	
3.63 G

	
5.37 MB

	
5.33 MB

	
0.04 MB




	
VGGNet-11

	
CNN [28]

	
7.49 G

	
7.49 G

	
0

	
14.85 M

	
15.00 G

	
35.24 MB

	
35.22 MB

	
0.02 MB




	
AdderNet [27]

	
14.93 G

	
43.36 M

	
0

	
14.85 M

	
15.00 G

	
35.24 MB

	
35.22 MB

	
0.02 MB




	
A2NN [28]

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
35.24 MB

	
35.22 MB

	
0.02 MB




	
BNN [52]

	
7.49 G

	
0

	
7.49 G

	
14.85 M

	
15.00 G

	
1.12 MB

	
1.10 MB

	
0.02 MB




	
Q-CNN-8bit [54,55]

	
7.49 G

	
7.49 G

	
0

	
14.85 M

	
15.00 G

	
8.83 MB

	
8.81 MB

	
0.02 MB




	
Q-CNN-6bit [54,55]

	
7.49 G

	
7.49 G

	
0

	
14.85 M

	
15.00 G

	
6.62 MB

	
6.60 MB

	
0.02 MB




	
Q-CNN-4bit [54,55]

	
7.49 G

	
7.49 G

	
0

	
14.85 M

	
15.00 G

	
4.42 MB

	
4.40 MB

	
0.02 MB




	
Q-A2NN-8bit (POT) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
8.83 MB

	
8.81 MB

	
0.02 MB




	
Q-A2NN-6bit (POT) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
6.62 MB

	
6.60 MB

	
0.02 MB




	
Q-A2NN-4bit (POT) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
4.42 MB

	
4.40 MB

	
0.02 MB




	
Q-A2NN-8bit (SSDQ) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
8.83 MB

	
8.81 MB

	
0.02 MB




	
Q-A2NN-6bit (SSDQ) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
6.62 MB

	
6.60 MB

	
0.02 MB




	
Q-A2NN-4bit (SSDQ) (ours)

	
14.97 G

	
0

	
0

	
14.85 M

	
15.00 G

	
4.42 MB

	
4.40 MB

	
0.02 MB








* The memory size varies slightly for different data sets; here, the AID data set is used as an example.













 





Table 4. Comparison results on the WHU data sets [Pre/Rec/F1 (%)].






Table 4. Comparison results on the WHU data sets [Pre/Rec/F1 (%)].





	
Backbone

	
Precision

	
Q-CNN [54,55]

	
Q-A2NN

(POT) (Ours)

	
Q-A2NN

(SSDQ) (Ours)






	
ResNet-18

	
Floating-point

	
92.13/91.23/91.27

	
91.81/90.91/90.95

	
91.81/90.91/90.95




	
8-bit

	
91.57/90.75/90.76

	
92.10/90.43/90.83

	
93.08/92.31/92.47




	
6-bit

	
91.58/90.75/90.76

	
89.40/88.47/88.61

	
92.55/91.83/91.97




	
4-bit

	
90.54/89.74/89.79

	
4.40/10.37/5.0

	
91.38/90.96/91.0




	
VGGNet-11

	
Floating-point

	
92.50/91.75/91.84

	
92.93/92.33/92.15

	
92.93/92.33/92.15




	
8-bit

	
91.31/90.84/90.64

	
91.36/90.89/90.35

	
92.01/91.89/91.58




	
6-bit

	
90.52/90.35/90.27

	
83.79/80.30/80.13

	
91.90/91.41/91.22




	
4-bit

	
91.22/90.48/90.18

	
4.47/9.39/3.54

	
91.88/91.48/91.23











 





Table 5. Ablation study on the proposed SSDQ method [OA ± STD (%)].






Table 5. Ablation study on the proposed SSDQ method [OA ± STD (%)].





	
Data Set

	
Backbone

	
Basic Network

	
Precision




	
Floating-Point

	
10-bit

	
8-bit

	
7-bit

	
6-bit

	
5-bit

	
4-bit






	
UCM

	
ResNet-18

	
A2NN

	
95.71

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
95.56 ± 0.13

	
94.29 ± 0.24

	
92.54 ± 0.14

	
88.02 ± 0.27

	
11.98 ± 1.79

	
11.98 ± 1.79




	
Q-A2NN (POT + FD)

	
-

	
95.95 ± 0

	
95.24 ± 0

	
94.13 ± 0.36

	
90.48 ± 1.03

	
40.32 ± 2.08

	
12.94 ± 1.45




	
Q-A2NN (POT + WD)

	
-

	
95.56 ± 0.13

	
94.29 ± 0.24

	
94.29 ± 0.24

	
93.97 ± 0.60

	
94.05 ± 0.24

	
93.57 ± 0.24




	
Q-A2NN (SSDQ)

	
-

	
95.95 ± 0.24

	
95.40 ± 0.14

	
95 ± 0

	
95.40 ± 0.14

	
95.24 ± 0

	
95.16 ± 0.14




	
VGGNet-11

	
A2NN

	
96.9

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
96.75 ± 0.13

	
95.48 ± 0

	
91.11 ± 0.14

	
67.54 ± 0.60

	
10.08 ± 0.72

	
10.16 ± 0.90




	
Q-A2NN (POT + FD)

	
-

	
96.67 ± 0

	
96.98 ± 0.36

	
94.76 ± 0.24

	
87.03 ± 0.84

	
11.67 ± 2.16

	
10.24 ± 0.24




	
Q-A2NN (POT + WD)

	
-

	
96.75 ± 0.13

	
95.48 ± 0

	
95.79 ± 0.14

	
96.35 ± 0.28

	
95.79 ± 0.14

	
94.60 ± 0.60




	
Q-A2NN (SSDQ)

	
-

	
96.67 ± 0

	
97.14 ± 0.24

	
96.51 ± 0.14

	
96.51 ± 0.14

	
96.03 ± 0.14

	
94.84 ± 0.28




	
WHU

	
ResNet-18

	
A2NN

	
90.73

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
90.57 ± 0.28

	
90.40 ± 0.28

	
91.38 ± 0.28

	
88.45 ± 0.28

	
72.68 ± 0

	
10.73 ± 0




	
Q-A2NN (POT + FD)

	
-

	
91.87 ± 0.28

	
92.20 ± 0

	
92.68 ± 0.49

	
90.57 ± 0.74

	
79.51 ± 0.98

	
10.08 ± 0.28




	
Q-A2NN (POT + WD)

	
-

	
90.73 ± 0

	
90.24 ± 0

	
91.38 ± 0.28

	
89.27 ± 0

	
91.55 ± 0.28

	
90.73 ± 0




	
Q-A2NN (SSDQ)

	
-

	
91.87 ± 0.28

	
92.20 ± 0

	
92.68 ± 0.49

	
91.71 ± 0

	
92.36 ± 0.28

	
90.73 ± 0




	
VGGNet-11

	
A2NN

	
92.2

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
91.54 ± 0.29

	
90.89 ± 0.28

	
87.48 ± 0.28

	
80.49 ± 0.49

	
9.92 ± 0.28

	
9.76 ± 0




	
Q-A2NN (POT + FD)

	
-

	
91.71 ± 0

	
91.71 ± 0

	
89.11 ± 0.28

	
86.01 ± 0.28

	
10.08 ± 0.28

	
9.76 ± 0




	
Q-A2NN (POT + WD)

	
-

	
91.87 ± 0.28

	
90.89 ± 0.28

	
87.48 ± 0.28

	
90.40 ± 0.28

	
92.04 ± 0.28

	
91.06 ± 0.28




	
Q-A2NN (SSDQ)

	
-

	
91.71 ± 0

	
91.71 ± 0

	
89.11 ± 0.28

	
91.22 ± 0

	
91.71 ± 0

	
91.22 ± 0.49




	
RSSCN7

	
ResNet-18

	
A2NN

	
82.9

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
83.68 ± 0.05

	
83.20 ± 0.09

	
82.40 ± 0.07

	
70.61 ± 0.14

	
40.61 ± 0.13

	
20.64 ± 0.20




	
Q-A2NN (POT + FD)

	
-

	
83.30 ± 0.14

	
83.21 ± 0.05

	
83.24 ± 0.05

	
77.90 ± 0.12

	
50.25 ± 0.14

	
24.84 ± 0.22




	
Q-A2NN (POT + WD)

	
-

	
83.68 ± 0.05

	
83.20 ± 0.09

	
82.40 ± 0.07

	
83.32 ± 0.32

	
81.90 ± 0.07

	
79.70 ± 0.27




	
Q-A2NN (SSDQ)

	
-

	
83.36 ± 0.11

	
83.36 ± 0.05

	
83.29 ± 0.17

	
83.18 ± 0.11

	
82.69 ± 0.02

	
81.40 ± 0.18




	
VGGNet-11

	
A2NN

	
83.08

	
-

	
-

	
-

	
-

	
-

	
-




	
Q-A2NN (POT)

	
-

	
84.49 ± 0.29

	
83.62 ± 0.28

	
81.13 ± 0.28

	
54.40 ± 0.49

	
18.32 ± 0.28

	
17.49 ± 0




	
Q-A2NN (POT + FD)

	
-

	
84.27 ± 0.07

	
83.91 ± 0.14

	
82.75 ± 0.13

	
72.57 ± 0.33

	
19.70 ± 0.05

	
18.07 ± 0.05




	
Q-A2NN (POT + WD)

	
-

	
84.50 ± 0.07

	
83.63 ± 0.07

	
81.07 ± 0.05

	
84.55 ± 0.15

	
82.72 ± 0.09

	
80.77 ± 0.61




	
Q-A2NN (SSDQ)

	
-

	
84.30 ± 0.09

	
83.91 ± 0.14

	
82.75 ± 0.13

	
83.96 ± 0.09

	
83.16 ± 0.05

	
81.09 ± 0.30
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