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Abstract

:

In organic farming, clover is an important basis for green manure in crop rotation systems due to its nitrogen-fixing effect. However, clover is often sown in mixtures with grass to achieve a yield-increasing effect. In order to determine the quantity and distribution of clover and its influence on the subsequent crops, clover plants must be identified at the individual plant level and spatially differentiated from grass plants. In practice, this is usually done by visual estimation or extensive field sampling. High-resolution unmanned aerial vehicles (UAVs) offer a more efficient alternative. In the present study, clover and grass plants were classified based on spectral information from high-resolution UAV multispectral images and texture features using a random forest classifier. Three different timestamps were observed in order to depict the phenological development of clover and grass distributions. To reduce data redundancy and processing time, relevant texture features were selected based on a wrapper analysis and combined with the original bands. Including these texture features, a significant improvement in classification accuracy of up to 8% was achieved compared to a classification based on the original bands only. Depending on the phenological stage observed, this resulted in overall accuracies between 86% and 91%. Subsequently, high-resolution UAV imagery data allow for precise management recommendations for precision agriculture with site-specific fertilization measures.
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1. Introduction


Increasing nitrate pollution in the soil prompted the European Commission (EC) to adopt a nitrate directive to reduce the use of mineral fertilizers [1]. Taking into account the growing demand for food as a result of global population growth, this poses major challenges for agriculture. In the recent past, rising energy costs due to global political conflicts have also led to an increase in fertilizer prices [2]. Alternative, sustainable methods for stabilizing and increasing yields are needed to ensure long-term food security. Legumes such as red or white clover can provide an ecological solution. Primarily used as a forage crop, clover is often cultivated in combination with grass species as temporary grassland in a crop rotation. There, clover serves as a natural fertilizer for subsequent crops, as it can fix atmospheric nitrogen (N) [3,4]. Furthermore, it helps to increase biomass production by suppressing weeds and reducing soil degradation [5]. Clover is usually sown in mixtures with grass in order to achieve higher yield stability and improved feed quality compared to pure grass or clover stands [6,7]. Within a crop rotation, grasses can contribute to better rooting of the soil, while clover makes atmospheric nitrogen available to the grass plants [8,9]. Here, the amount of N fixation correlates strongly with legume biomass [10] and can be further increased by competition with non-legumes such as grasses [11]. Due to variable soil conditions, the spatial distribution of clover and grass plants can vary, which may result in differences in N availability in the soil [12].



Information on the spatial distribution of clover in clover grass mixtures can be used to derive the expected forage quality and the potential nitrogen input [4]. Conventional fertilization measures in temporary grasslands are usually based on a visual assessment of the crop structure. Although more reliable information is provided by in situ data acquisition, this can be time-consuming and costly [13]. In contrast, spatial data offer a more efficient and cost-effective way to determine the clover grass distribution for site-specific fertilization. The fertilizer requirement can be adapted to the determined quantity and distribution of the clover in order to achieve improved biomass production and at the same time reduce N leaching from the soil [14].



Image-based estimations of plant compositions in clover grass mixtures have been the subject of several studies. In particular, different methodologies for the classification of clover and grass from ground-based imagery have been developed. This includes the pixel-based analysis of high-resolution image data to identify clover and grass leaves [15], as well as the estimation of clover and grass proportions in comparison with field-measured dry biomass [16,17]. These studies focused on the analysis of stand compositions from ground-based imagery with a particularly high spatial resolution.



Site-specific management recommendations for fertilization measures require information on the field scale. This is especially important in temporary grassland with small-scale heterogeneity [18,19]. Unmanned aerial vehicle (UAV)-based camera systems can be used to generate high-resolution image data over a wide area [20]. They are, therefore, suitable for monitoring agricultural fields [21,22]. UAV-based imagery provides the possibility of a spatially differentiated analysis of temperate grassland. Monitoring of clover grass stands using UAV imagery has already been discussed in various studies. The main focus here was the determination of stand biomass [23,24,25]. However, UAV imagery has also been used for the differentiation of crop cover types. Abduleil et al. [26] showed the suitability of UAV-based RGB data for estimating the amount of clover. They captured images using a fixed-wing UAV and quantified the composition of the clover grass mixture using different image classification algorithms.



Random forest classifier (RF) has proven itself in several studies for identifying clover stands. To monitor compositions of arable landscapes on a larger scale, it was used to classify various crop types (including clover and grass) [27]. Hahn et al. [28] discussed RF for differentiating between clover, grass, and weeds based on high-resolution imagery, acquired in a simulated UAV setup. Here, a pixel-based approach was compared with object-based image analysis (OBIA). When classifying crop cover types, accuracies between 77% and 98% were achieved. They also demonstrated the added value of texture information, as these take into account not only individual pixels but also the surrounding pixels and can, thus, emphasize spatial features [29]. Grüner et al. [30,31] demonstrated the added value of texture features in quantifying biomass in clover grass mixtures. They used texture features based on the Haralick texture extraction from the Orfeo toolbox (OTB) [32].



Texture features must be calculated band by band. The resulting high data dimensionality can lead to overfitting and a high computational and memory cost when scaling the method to larger areas. Feature selection approaches can be used to reduce datasets to the most important features. Currently, no studies are known that use UAV-based spectral and textural information filtered by feature selection for clover grass classification. Therefore, this approach will be the subject of the present work. Furthermore, comparable studies are only focused on a single observation date. In order to evaluate the phenological development of stand composition, this methodology is applied at three different observation dates. In this work, clover and grass plants were distinguished at individual plant levels based on high-resolution UAV multispectral (MS) image data using an RF classifier. The classifier was trained in a practice area. Texture parameters were preselected via feature selection based on a wrapper analysis approach and integrated into the classification. Finally, classification results from three recording dates were used to evaluate the stand development.



This results in three main objectives: (I) The suitability of high-resolution UAV image data for differentiating clover and grass plants at the single-plant level has to be examined. (II) Analyzing whether texture parameters contribute to an increase in classification accuracy. Both a stage-specific and a cross-stage selection will be evaluated in order to be able to assess the applicability of selected texture features independently of the phenological stage. (III) Investigating whether trends for the spatial development of stand composition can be derived from the classification of UAV image data.




2. Materials and Methods


2.1. Study Area


This study was carried out on the organically farmed field “Kiesschacht” (52°19′N, 8°09′E) near Osnabrück (Germany). In order to reduce the processing effort for field data sampling, the test field boundaries were limited to a smaller part (0.74 ha) of the original field. In 2021, the area was cultivated with a clover grass mixture as part of a crop rotation. Figure 1 shows an orthophoto and the experimental setup. The clover grass mixture at “Kiesschacht” was sown on 20 August 2020 with a seed mixture of 22% red clover (Trifolium pratense), 11% alsike clover (Trifolium hybridum), 11% white clover (Trifolium repens), and 56% perennial ryegrass (Lolium perenne). The observed growing period was between 16 July 2021 (second mowing) and 22 September 2021 (third mowing).



Climatic changes during the observation period have to be taken into account when analyzing phenological stages. Weather changes can influence crop development, as clover and grass plants react differently to drought. During the field campaign, climatic conditions were characterized by a long dry phase (Figure 2). The total precipitation of approx. 46 mm in August was lower than the long-term monthly average between 1990 and 2020 (83 mm). The average daily temperature was 17.1 °C, which was comparable to the long-term average for August (18.0 °C).




2.2. Data Collection


UAV-based MS images were captured using a DJI Phantom Multispectral. The attached camera records spectral properties of the surface in the wavelengths blue (450 nm ± 16 nm), green (560 nm ± 16 nm), red (650 nm ± 16 nm), RedEdge (720 nm ± 16 nm), and near-infrared (840 nm ± 26 nm). A flight altitude of 12 m provided a spatial resolution of 6 mm per pixel and was maintained across all observation dates. To ensure low-loss alignment of the individual images at this resolution, a front and side overlap of 85% was defined for all flights. This resulted in a number of 1040 to 1070 captured images per flight. The images were recorded under changeable conditions with sunny and cloudy days alternating irregularly. In order to analyze the development of the clover grass mixtures and possible changes in its spatial composition over time, image data were recorded at three timestamps between the second and third mowing (Table 1). An interval of about two weeks was chosen between the data recordings to be able to observe different stages of plant development and their influence on the UAV image data analysis.



Field data were collected on each observation date at 48 sampling areas (0.5 m × 0.5 m), evenly distributed across the study area. High-resolution ground-based images were taken for each sampling area to reference the UAV-based training and validation data sampling. Dividing the sampling areas into training areas (see Figure 1, red squares) and validation areas (see Figure 1, blue squares) should ensure spatially independent sampling. To map spectral properties and variations of the crop in both datasets sampling areas for training and validation were spatially alternated. The location of every corner of the sampling area was recorded using a GNSS receiver (Stonex GNSS S9III).




2.3. Data Processing


To analyze the spatial distribution of clover and grass plants from MS UAV data from different phenological stages, a workflow was developed to (partially) automate raw image processing and analysis (Figure 3). UAV images were radiometrically and geometrically corrected using Agisoft Metashape (Version 1.7.2). Illumination differences between the observation dates could be recorded via the sunlight sensor of the Phantom Multispectral and normalized during image processing in raw data. The single images were radiometrically corrected and aligned to a point cloud at a high accuracy level. Based on the resulting sparse cloud, a dense cloud was calculated at a high-quality level using aggressive depth filtering. Finally, a terrain model and orthophoto were generated from the dense cloud. Geographical positioning was carried out using eight reference panels distributed evenly over the area. The center point of every panel was measured with the GPS and the resulting point coordinates were used as ground control points (GCPs) for georeferencing. The average deviation between the image and reference coordinates was between 3 cm and 6 cm.




2.4. Training and Validation Data


Training and validation were selected spatially, independently from the associated sampling areas for each stage individually. High-resolution ground-based images served as a reference for sampling. When selecting training and validation data, a distinction was made between three types of coverage. Perennial ryegrass was determined with the class “Grass”. As the different clover species from the seed mixture hardly differ from each other in visual appearance and functionality, they are grouped in the class “Clover”. Changes in phenological appearance due to the beginning of flowering (stage 2) and actual flowering (stage 3) were also included in the “Clover” class at the corresponding observation dates. Field components that could not be assigned to these surface types became part of the class “Others”, which contains open soil and crop residues.



In order to obtain comparable classification results, the number of training and validation data samples was standardized across all stages. For each stage, 1000 pixels per class were randomly drawn from the training data. Validation was conducted by counting correctly identified pixels for each class in every classification image. For validation 2500 pixels were randomly selected per class and split with a five-time repeat without replacement to ensure comparability of the classification results. Overall Accuracy (OA) was calculated as a measure of quality in each replicate. To evaluate class-wise classification results additionally, the F1 score was determined from validation samples. The aforementioned accuracy measures served as the benchmark for evaluating stage-independent applicability.




2.5. Texture Feature Extraction


Textural characteristics were considered in addition to the pure spectral information of the original bands to optimize the identification of clover and grass plants. Textures can be interpreted as spatial gray-level variabilities of images [34]. They are therefore particularly suitable for reproducing structures and heterogeneities of vegetation [35]. Haralick et al. [36] developed a gray-level co-occurrence matrix (GLCM) consisting of 14 features to derive textures from image data. Referring to Grüner et al. [30,31], the eight features—energy, entropy, correlation, inverse difference moment (IDM), inertia, cluster shade, cluster prominence, and Haralick correlation—were used in the present work as well. Texture features were calculated in QuantumGIS (Version 3.24.1) with a window size of 2 × 2 and 32 histogram bins.




2.6. Random Forest Classifier


An RF classifier was trained to differentiate between “Clover”, “Grass”, and “Others”. The RF is based on a defined number of decision trees that are arranged in an ensemble. To train the classifier for each decision tree, samples are randomly drawn from a training dataset [37]. Based on this, individual classification results are obtained for each tree. Finally, a classification result is defined from all trees using a majority vote [38]. While single decision trees tend to overfit the training data with increasing depth [39], this can be prevented by the classification decision from an ensemble of several uncorrelated trees within the forest. Due to its design, the RF is, therefore, considered to be robust against overfitting [40,41]. In addition, it is particularly suitable for high-dimensional data (e.g., multisource or hyperspectral) and needs less computation time than comparable machine learning approaches [42,43]. In this work, Python (Version 3.7) was used to implement an RF classifier with the software library scikit-learn [44]. The classifier parameters were kept in the default settings since the RF is basically evaluated as an algorithm that achieves good results in these settings [45].




2.7. Wrapper Analysis


To determine the essential texture features for classification, a feature selection based on wrapper analysis was carried out before classification. This approach avoids the need to individually calculate all texture bands for each spectral band, as well as data redundancy from highly correlated bands. In remote sensing, wrapper analyses are mainly used for the iterative selection of features from high-dimensional data [46]. They are, therefore, primarily suitable for hyperspectral imagery [47] and MS data when the dataset includes higher-dimensioned by-products derived from the original bands [48]. This approach makes it possible to estimate the importance of different bands for classification accuracy.



For this purpose, an RF classifier was parameterized as described in Section 2.6 and used to compare input bands by their classification impact. The training dataset was split into 50% training and 50% testing. For validation, the out-of-bag (OOB) score was calculated from test data. The OOB score describes the mean estimation error of all decision trees of an RF and is calculated using a subset of the data that is not part of the training (“out-of-bag”) [49]. The wrapper designed in the present work is shown in Figure 4. In the first iteration, all bands were used individually to train the RF and then compared based on their OOB score. The band with the highest score was selected and combined with each of the remaining bands individually in the following iteration to determine the second most important band. This procedure is followed until the last iteration step. The number of steps depends on the number of single bands examined in the wrapper analysis. Finally, the development of the OOB scores indicates whether the accuracy level stagnates after a certain iteration.



Wrappers were used in two steps for feature selection at each phenological stage individually: (1) Since the original bands served as the basis for the texture calculation, feature selection was first carried out using the spectral bands. The number of bands selected was based on the observed saturation point in the OOB score development. All eight texture features were then calculated for these selected bands only. (2) With the resulting features, a second wrapper analysis was performed to finally determine the texture information essential for classification. For each phenological stage, all calculated features of all bands selected in step (1) were equally included in a single wrapper analysis. To determine their added value compared to the pure spectral information, all five original bands were used as the basis in each iteration and a single texture feature was added during each step according to the principle described in Figure 4. The first iteration starts with six bands (five original bands plus a single texture feature derived from one of the selected original bands).




2.8. Classification Setup


Three different datasets were generated for each phenological stage. These are referred to below as “Original bands (OB)”, “Texture bands: stage-adapted (TBSA)”, and “Texture bands: stage-independent (TBSI)”. First, RF classification was carried out based on all original bands only (OB). Secondly, the most relevant texture features were selected based on the wrapper analysis depending on the OOB scores in each phenological stage individually and were combined stagewise with all corresponding original bands (TBSA). Thirdly, it should be tested whether a set of texture features could be identified that would improve the classification accuracy, regardless of the observed phenological stage. For this purpose, the most relevant texture features that occurred most frequently across all stages were selected and combined with the original bands (TBSI). Training and validation samples were used identically for all datasets within a stage.





3. Results


3.1. Wrapper Analysis


The wrapper analysis of the original bands showed an increase in the OOB score after the first two iterations, independent of the stage (Figure 5). From the third iteration onward, a saturation effect was observed in the development of the maximum OOB score in stages 1 and 2. This led to the conclusion that only the bands with the highest OOB score determined in the first two iterations should form the basis for the texture analysis.



In stage 3, this effect occurred from the fourth iteration onward. In order to ensure comparability of the classification results, the selection of bands is nevertheless limited to the first two iterations in this stage. It should also be noted that the first wrapper analysis is only used to determine suitable bands as the basis for texture feature calculation and that all of the original bands are still taken into account in the classification.



In all three phenological stages, the NIR band produced the highest OOB score after the first iteration (Table 2). The same was observed for the red band in the second iteration. A combination of NIR and red contained the essential information for clover grass differentiation. These bands were, therefore, used for the texture feature computation in all three phenological stages.



A feature selection from the resulting texture features was then carried out individually for each phenological stage, which led to three further wrapper analyses. In two of the three wrapper analyses, the calculated maximum OOB scores again indicated a saturation effect from the sixth iteration at the latest (Figure 6). The only exception was noticeable during the wrapper analysis of the features in stage 3. A further slight increase was observed here up to the seventh iteration. Nevertheless, only the six most important texture features were included in the classification to maintain comparability between the datasets.



In contrast to the wrapper analysis of the original bands, the feature selection of the six most important texture features was not unique. Therefore, datasets were first generated individually and adapted to the phenological stages under consideration (TBSA). For each TBSA dataset, the texture features with the highest OOB score from the first six iterations were selected (Table 3) and combined with the original bands. Here, a dominance of NIR-based features was noticeable in the first iteration. Beyond this, no significant differences in the OOB score were observed between red- and NIR-based features. Each TBSA dataset, therefore, consists of 11 features (five spectral bands plus six texture features).



Although the results of the wrapper analysis from the texture features differed fundamentally between the stages, individual features appeared particularly frequently in the first three iterations. This provides the opportunity to test uniform selected texture features across all phenological stages (TBSI). NIR-based cluster prominence achieved the highest OOB score in all three stages in the first iteration. In the two following iterations, the highest scores were also achieved across all stages with the same features (red- and NIR-based Haralick correlation). This trend was no longer confirmed in the following iterations, as different features achieved the highest OOB score between the observed stages. These can therefore not be generalized for a cross-stage application. Furthermore, from iteration four onward, the gap between the highest (colored) and lowest (gray) OOB score decreased compared to iteration three. This suggests that essential information for the classification may already be represented by the first three features. Therefore, the TBSI datasets for each phenological stage were created by combining the original bands with three features: red- and NIR-based Haralick correlation, and NIR-based cluster prominence.




3.2. Classification Results


Validation of the classification results revealed differences in accuracy between the datasets based on the original bands and the texture-optimized datasets (Figure 7). Mean OAs of classifications based on the original bands varied between 82.5% (stage 1), 82.8% (stage 2), and 85.7% (stage 3).



By adding the stage-adapted texture features, the OAs could be significantly increased in all observed stages. The added value of the texture features was most clearly recognizable in the first stage. Here, the classification accuracy was increased to 90.7% (+8.2% compared to original bands) on average, while 86.8% (+4.0%) and 88.9% (+3.4%) were achieved in stages 2 and 3, respectively. The differences between TBSA and TBSI dataset-based classifications were minor. In stage 1, the overall accuracy decreased to 90.2% (−0.4%), in stage 2 to 86.4% (−0.4%) in stage 3 to 88.7% (−0.2%).



Analyzing the F1 scores, differences in classification accuracies between the individual classes could be recognized independently of the underlying dataset (Table 4). With the texture-optimized datasets, a consistently higher F1 score was achieved for each class. Samples of the “Others” class were generally identified correctly with very high accuracy. At least 90% of the pixels in this class were correctly assigned across all phenological stages.



The added value of the texture features was particularly evident for the “Clover” and “Grass” classes. In stage 1, the F1 score for the identification of clover increased from 77.8% (OB) to 89.4% (TBSA). Grass pixels were correctly assigned based on the original bands with an accuracy of 77.4%. Adding the texture features, the F1 score was increased to 87.9%. Similar trends were observed in stages 2 and 3. Significant improvements between OB and TBSA were measurable for clover (stage 2: +6.7%; stage 3: +5.6%) and grass (stage 2: +5.0%; stage 3: +4.8%). F1 scores between the classifications based on the TBSA and TBSI datasets did not differ noticeably from each other in any of the classes in any of the stages. Deviations in the F1 score varied between 0.0% and 0.7%. The interval limits of the F1 scores revealed significant differences between the classification results based on the original bands and the datasets extended by the texture features. In contrast, no significant differences were found when comparing the datasets extended with stage-adapted (TBSA) and stage-independent (TBSI) texture features.



The results of the classification maps (Figure 8) showed a heterogeneous distribution of clover and grass plants typical of clover grass meadows. In the first phenological stage, the dominance of grasses (44%) and bare soil (39%) was noticeable, especially in the southwestern and northeastern parts of the study area. An increase in the proportion of clover could be observed between the first and second stages (+27%), while the proportion of grass decreased slightly (−1%). The increase in clover proportion was mainly associated with a decrease in bare soil and crop residues (−26%) and was distributed very heterogeneously across the entire study area. Increases in the proportion of clover were most clearly recognizable in the eastern, northeastern, and southwestern parts of the area. Between the second and third stages, a lower growth in clover proportion was observed (+9%). This was particularly evident in the northeastern part of the study area. The degree of soil cover continued to decrease (−5%) as well as the grass proportion (−4%).





4. Discussion


4.1. Objective I: Single Plant Clover Grass Classification


In the present study, an RF classifier was used to distinguish between clover and grass plants in an organically managed practice area. A low flight altitude was chosen to enable high-resolution images in order to distinguish plant species with a high level of detail. Despite the still lower spatial resolution compared to ground-based image acquisition methods, spectral information from the UAV-based MS camera system proved to be an efficient basis for clover and grass classification. In the present study, OAs between 82% and 91% were achieved, depending on the underlying dataset. Although a direct comparison with the above-mentioned studies is challenging (e.g., due to different numbers of test samples, sampling design, size of field plots, and image resolution), these results are in line with the pixel-based approaches developed for detecting clover in clover grass [26,28]. However, these studies were limited to single observation dates and evaluated the features used in the classification post-classificatory.



Therefore, in the present study, an approach using spectral and textural information was developed and tested in different stages of phenology. In a pre-classification step, texture features that significantly improve the classification accuracy were determined by a wrapper analysis. With this step, data redundancy and processing time can be reduced, which seems particularly interesting for operational applications. Moreover, RF is considered to be more computationally efficient in complex classification approaches compared to other machine learning algorithms such as support vector machines [50] or deep learning methods [43]. Since RF classification usually requires only a few training samples, the sampling effort is also significantly lower than with conventional deep learning approaches [51,52].




4.2. Objective II: Texture Features and Feature Selection


Texture features have proven to be very useful for monitoring clover grass stands, but usually have to be calculated band by band. With increasing pixel resolution, field size, and number of bands, this can lead to increasing demands on storage and computing capacity. Furthermore, as high correlations between the original bands can cause data redundancies, feature selection is required for data reduction. This can additionally contribute to the robustness of the approach against overfitting and thus improve its transferability [53,54].



A two-stage feature selection based on a wrapper analyses approach was implemented in this study. During the first feature selection process, it was shown that not all spectral bands are necessary for texture feature calculation to achieve high accuracies. The wrapper analyses of the original bands revealed the NIR band and the red band as the most important features in the first and second iterations, respectively. This could be observed regardless of the phenological stage. NIR bands are sensitive to chlorophyll content and are, therefore, particularly suitable in dense vegetation stands [55]. Since the red band also has a comparatively low spectral correlation to the NIR band [56], a combination of both bands provides high information content for differentiating soil and plant as well as plant species. They, therefore, serve as a suitable basis for calculating texture features to identify clover and grass.



The second feature selection revealed that the most important texture features for classification can be fundamentally variable depending on the phenological stage. However, as some features were selected particularly frequently in the first iterations, trends could be identified. In particular, the Haralick correlation and cluster prominence are well suited to distinguish between clover, grass, and soil, regardless of the phenological stage observed. The Haralick correlation is a measure of the correlation between neighboring pixels with similar gray values. High values mean a strong correlation and, therefore, high homogeneity [36]. Cluster prominence describes the asymmetry between pixel values. Here, high values are associated with lower gray value symmetry and therefore higher variation [57]. Clover plants are more susceptible to variable lighting than grass plants due to their leaf mass and size. The resulting differences in homogeneity and gray value variation between samples with pixels of clover and grass plants could also be observed in the present study.



Furthermore, the wrapper analysis of the texture parameters confirmed the necessity of using both spectral information from the red and NIR bands for calculating texture information. In the initial iterations, the highest OOB scores were alternately achieved with texture features based on the Red and NIR bands.



Texture features were included in the classification to highlight spatial differences between clover and grass plants. Based on the high spatial resolution of the original bands, the spectral reflectance of the plants could be derived in high detail. Information on the shape and structure of individual and contiguous plants was determined using texture features. By integrating these spatial parameters a significant improvement of the classification results could be achieved. As a result, OAs could be improved by up to 8%. Furthermore, no significant differences were found between a stage-adapted (TBSA) and a stage-independent (TBSI) selection of texture features. This is due to the fact that all features selected for the TBSI datasets were consistently the most important features at all stages examined. Thus, a cross-stage selection of texture features could be realized in the present work.




4.3. Objective III: Development of Spatial Composition of Clover Grass Mixture


By monitoring the crop at three different timestamps during phenology, it was possible to evaluate the development of the stand composition. The classification maps revealed spatial and quantitative changes in the occurrence and quantity of clover. With respect to the spatial distribution of clover and grass based on RF classification, an increase in clover proportion was observed between the stages (see Figure 8). Here, the increase from the first to the second observation date was more noticeable than at the follow-up date in stage 3. At the same time, a significant decrease in the amount of soil pixels was observed. An increasing proportion of clover over time can have a direct influence on the N-fixing capacity of the soil and must also be considered in a spatially differentiated manner with regard to its impact on subsequent crops.



In particular, climatic influences on the crop can make it necessary to monitor the spatial development of clover grass over several points in time. N-fixing plants like Trifolium repens or Trifolium pratense have been shown to be more resistant to drought stress than non-N-fixing plants like Lolium perenne [58]. Additionally, the root system of the plants must be taken into account. Deep-rooted plant species (e.g., Trifolium pratense) are considered more resistant to drought than shallow-rooted species (e.g., Lolium perenne) [59,60]. This was also observed in the present study. Between the first and second observation dates, little precipitation, as well as temperature peaks in the middle of August, were measured (see Figure 2). Analysis of the plant species distribution based on the classification maps showed a sharp increase in the proportion of clover during this period while the amount of grass was sinking. A similar dry phase was also observed between the second and third observation dates. This led to a further increase in the proportion of clover, although it was lower than between stages 1 and 2. Due to the more favorable weather conditions for clover, its phenological development also progressed faster. As a result, an increase in clover leaf mass and the beginning of flowering were already evident at the second observation time, which must be taken into account when considering the stand composition development.




4.4. Limitations


Based on the F1 scores of the classification results, it was found that clover plants were better recognized than grass plants at all phenological stages. This is likely due to the plant structure and leaf area in conjunction with the recording geometry of the UAV camera. Despite the high spatial resolution (6 mm), grass plants were more difficult to identify, as they have a much smaller leaf mass and width than clover plants. Consequently, the risk of mixed signals in the training data is increased. Furthermore, clover leaves are easier to identify due to their size based on spatial structures that should be represented by the texture features. This has also been taken into account when analyzing the resulting classification maps and the shown amounts of crop fractions.



The methodology presented requires a high spatial resolution. Depending on the camera system, this is associated with a fixed maximum flight altitude. The camera used in this study provided a lower resolution than UAV-based camera systems currently available. Consequently, applications of the methodology with higher-resolution camera systems are required in order to be able to guarantee higher flight altitudes and higher area performance. However, an increasing volume of data must be taken into account here. This can be compressed using the above-described pre-classificatory wrapper analysis to be able to identify the most important parameters for classification.



Orthophotos showed strong differences in illumination in parts of the study area. Despite the illumination sensor attached to the UAV, these could not be fully corrected. Negative effects on the classification accuracy were always evident when the plants exhibited very atypical spectral signatures due to these effects. This might reason for the slight drop in classification accuracy at the second acquisition date, as differences in illumination were very high during data acquisition.





5. Conclusions


The present study has shown that high-resolution UAV imagery is suitable for identifying clover and grass plants on a single-plant level. Using RF classifier and texture feature analysis, accuracies between 86% and 91% could be achieved depending on the observed phenological stage. By determining stand compositions over three observation timestamps from the classification results, phenological features in crop development can be inferred. Due to longer dry phases in the observation period, an increasing dominance of clover crystallized at the observed site. However, classification inaccuracies must always be taken into account. It was found that including texture features is accompanied by significant improvement in OA. In particular, features for deriving structural homogeneity (Haralick correlation) and gray value variation (cluster prominence) enabled precise differentiation between clover and grass independent of the observed stage.



The results can be used for site-specific management recommendations (N-fertilization, reseeding, and crop rotation management). Nevertheless, future research should focus on scaling the methodology to larger study areas. Furthermore, measured yield proportions should be included in order to be able to allow statements on the (fractional) crop biomass. A combination of area-wide determination of the proportion of clover and grass and spatially differentiated biomass estimation could be used to improve yield predictions.
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Figure 1. Study site; (A): location in Germany, (B): field location in suburban Osnabrück (Lower Saxony), (C): orthophoto with sampling area distribution (left) and example samples (right). 
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Figure 2. Climate constitutions during the field campaign and observation dates. Data were taken from the local weather station at Belm [33]. 






Figure 2. Climate constitutions during the field campaign and observation dates. Data were taken from the local weather station at Belm [33].



[image: Remotesensing 16 02684 g002]







[image: Remotesensing 16 02684 g003] 





Figure 3. Workflow summary. Beige boxes describe processing steps. Key data sets resulting from individual processing steps are shown in green boxes. Boxes in blue, purple and red describe the final data sets for classification. 
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Figure 4. Scheme of the wrapper analysis. In the first iteration, RF classifiers are trained with one band each and validated using the test data from the training samples to identify the band with the highest OOB score (MaxOOBIter1). In the following step, (MaxOOBIter1) is combined with each of the remaining bands individually. The RF is then tested again on all band combinations. B1 to Bn (beige boxes) represents the individual bands tested in one iteration step. P (blue boxes) describes the number of bands considered in the respective iteration step. 
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Figure 5. Results of wrapper analysis of the original bands. OOB scores of the individual bands or band combinations are shown. The iteration step is equal to the number of combined bands. Lines represent the development of the maximum OOB score. In stage 3, the RedEdge band is covered by the NIR band in the first iteration. 
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Figure 6. Results of the wrapper analysis of the Haralick texture features. The features were combined individually with the original bands. Added features with the highest OOB score in each iteration are shown in color. Gray symbols represent features with the lowest OOB score. The iteration step is equal to the number of combined features. Lines represent the development of the maximum OOB score. 
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Figure 7. Comparison of overall accuracies for classifications out of the five-time repeat based on the three datasets. Overall accuracies of the five single validations are marked with white triangles. 






Figure 7. Comparison of overall accuracies for classifications out of the five-time repeat based on the three datasets. Overall accuracies of the five single validations are marked with white triangles.



[image: Remotesensing 16 02684 g007]







[image: Remotesensing 16 02684 g008] 





Figure 8. Classification results for the three phenological stages based on the combined dataset of original bands and the selected texture features (TBSI). 
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Table 1. Dates from field campaign for data acquisition and corresponding phenological information.
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	Stage
	Date
	Days after Mowing
	Phenological Stage Grass
	Phenological Stage Clover





	Stage 1
	27 July
	11
	Begin of tillering
	Begin of tillering



	Stage 2
	11 August
	25
	End of tillering
	Begin of flowering



	Stage 3
	26 August
	40
	Ear emerging
	Flowering










 





Table 2. Features with the max OOB score of wrapper analysis of the original bands for each iteration. The feature with the highest (additive) OOB score in the corresponding iteration is shown.
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	Iteration
	Stage 1
	Stage 2
	Stage 3





	1
	NIR
	NIR
	NIR



	2
	Red
	Red
	Red



	3
	Green
	Green
	Blue



	4
	RedEdge
	RedEdge
	RedEdge



	5
	Blue
	Blue
	Green










 





Table 3. Features with maximum OOB score of wrapper analysis of the Haralick texture features. The feature with the highest (additive) OOB score in the corresponding iteration is shown. Only the first six iterations are shown.
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Iteration

	
Stage 1

	
Stage 2

	
Stage 3




	
Feature

	
Band

	
Feature

	
Band

	
Feature

	
Band






	
1

	
Cluster

Prominence

	
NIR

	
Cluster

Prominence

	
NIR

	
Cluster

Prominence

	
NIR




	
2

	
Haralick

Correlation

	
Red

	
Haralick

Correlation

	
Red

	
Haralick

Correlation

	
NIR




	
3

	
Haralick

Correlation

	
NIR

	
Haralick

Correlation

	
NIR

	
Haralick

Correlation

	
Red




	
4

	
Energy

	
Red

	
Correlation

	
NIR

	
Cluster

Shade

	
Red




	
5

	
Cluster

Shade

	
NIR

	
Entropy

	
NIR

	
IDM

	
Red




	
6

	
Energy

	
NIR

	
Cluster

Prominence

	
Red

	
Entropy

	
NIR











 





Table 4. Mean F1 scores and interval limits of classes “Clover”, “Grass”, and “Others” for the classifications based on the original bands (OBs), the original bands combined with the stage-adapted texture bands (TBSA), and the original bands combined with the stage-independent texture bands (TBSI).
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Stage

	
Class

	
F1 Score [%]




	
OB

	
TBSA

	
TBSI




	
Mean

	
±

	
Mean

	
±

	
Mean

	
±






	

	
Clover

	
77.8

	
1.5

	
89.4

	
1.3

	
88.7

	
1.1




	
S1

	
Grass

	
77.4

	
1.2

	
87.9

	
0.5

	
87.5

	
1.4




	

	
Others

	
92.8

	
0.7

	
94.8

	
0.7

	
94.6

	
0.6




	

	
Clover

	
79.6

	
1.2

	
86.3

	
1.1

	
86.8

	
0.7




	
S2

	
Grass

	
75.6

	
1.3

	
80.6

	
1.3

	
79.1

	
1.4




	

	
Others

	
92.8

	
0.6

	
92.9

	
1.2

	
92.6

	
0.7




	

	
Clover

	
86.2

	
1.3

	
91.8

	
1.2

	
91.7

	
1.3




	
S3

	
Grass

	
79.0

	
1.3

	
83.8

	
1.9

	
83.8

	
1.8




	

	
Others

	
90.0

	
1.1

	
91.0

	
1.9

	
90.6

	
1.0
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