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Abstract: Precipitation nowcasting plays an important role in mitigating the damage caused by
severe weather. The objective of precipitation nowcasting is to forecast the weather conditions 0–2 h
ahead. Traditional models based on numerical weather prediction and radar echo extrapolation
obtain relatively better results. In recent years, models based on deep learning have also been
applied to precipitation nowcasting and have shown improvement. However, the forecast accuracy is
decreased with longer forecast times and higher intensities. To mitigate the shortcomings of existing
models for precipitation nowcasting, we propose a novel model that fuses spatiotemporal features for
precipitation nowcasting. The proposed model uses an encoder–forecaster framework that is similar
to U-Net. First, in the encoder, we propose a spatial and temporal multi-head squared attention
module based on MaxPool and AveragePool to capture every independent sequence feature, as
well as a global spatial and temporal feedforward network, to learn the global and long-distance
relationships between whole spatiotemporal sequences. Second, we propose a cross-feature fusion
strategy to enhance the interactions between features. This strategy is applied to the components
of the forecaster. Based on the cross-feature fusion strategy, we constructed a novel multi-head
squared cross-feature fusion attention module and cross-feature fusion feedforward network in
the forecaster. Comprehensive experimental results demonstrated that the proposed model more
effectively forecasted high-intensity levels than other models. These results prove the effectiveness
of the proposed model in terms of predicting convective weather. This indicates that our proposed
model provides a feasible solution for precipitation nowcasting. Extensive experiments also proved
the effectiveness of the components of the proposed model.

Keywords: precipitation nowcasting; spatiotemporal feature fusion; multi-head squared attention;
cross-feature fusion strategy

1. Introduction

Severe weather has caused many serious losses, including losses of human lives and
property. It results in extreme thunderstorms, tornadoes, or blizzards. Severe storms,
which are packed with strong winds, hail, heavy rain, and lightning often wreak havoc in a
short time. To effectively reduce the damage caused by severe weather, it is important to
forecast its occurrence in advance. Precipitation nowcasting involves forecasting weather
conditions 0–2 h ahead and is a very important approach to forecasting severe weather [1,2].
Hence, precipitation nowcasting has received much attention since the 1970s.
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The methods for precipitation nowcasting are divided into two categories. One is nu-
merical weather prediction (NWP) [3] systems, and the other is radar echo extrapolation [4].
NWP cannot meet the needs of precipitation nowcasting because it requires many more
computational resources to simulate the physical rules of atmospheric circumstances. At
the same time, NWP hardly simulates small-scale processes, which are turbulence and con-
vection. Therefore, methods based on radar echo extrapolation have become mainstream.
Classical methods, such as tracking radar echoes using correlation [5,6], have been pro-
posed and have obtained better results. However, these methods cannot comprehensively
learn the inherent movement of radio echo maps under the conditions of few echo maps.
Much more work is needed to improve these precipitation nowcasting methods.

In recent years, deep learning [7] has been successful in many fields, such as image
recognition [8,9] and semantic segmentation [10]. Some models based on deep learning
have also been proposed for application to precipitation nowcasting. In [11], the authors
regarded precipitation nowcasting as a spatiotemporal sequence forecasting problem. In-
spired by the temporal features of the recurrent neural network (RNN) and the spatial
features of the convolutional neural network (CNN), they proposed convolutional long
short-term memory (ConvLSTM) [11] and applied it to precipitation nowcasting. To the
best of our knowledge, the model in [11] was regarded as a pioneering work in deep
learning in the field of meteorology. ConvLSTM captures spatiotemporal features in se-
quences of radar echo maps by adding convolution operations into long short-term memory
(LSTM). ConvLSTM has demonstrated its superiority over traditional optical flow methods.
Compared with conversional physics-based methods, deep-learning methods based on
data-driven approaches have demonstrated their potential for meteorological prediction.
ConvLSTM only processes locally invariant scenarios; however, the movement of radar
echoes varies [12]. To learn the temporal dynamics and spatial correlations of the sequences
of radar echo maps, a recurrent architecture model called PredRNN [13] was proposed. Its
memory states can interact across various layers. However, these models lack the ability to
capture global dependencies because of the limitations of convolution operations. To learn
the long dependencies of spatial and temporal domains, self-attention memory [14] was
proposed. Similar to the work in [14], a contextual self-attention convolutional LSTM [15]
was proposed and applied to precipitation nowcasting. These deep-learning models [16]
are all RNN-based approaches. Their network architecture is shown in Figure 1. The accu-
racies of high intensities of nowcasting results obtained with these models based on RNN
were relatively lower. The main cause was the average operations of CNN. Furthermore,
the accumulated errors induced lower prediction accuracies with longer forecasting times.
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To reduce the accumulated errors and obtain higher forecasting accuracies, another
precipitation nowcasting category was proposed based on a full convolutional network
(FCN). A representational model was proposed in [17], and this was regarded as an image-
to-image translation problem. Unlike models based on LSTM, which explicitly model
temporal features, the model in [17] uses a U-Net CNN [18] to capture the changes in
radar echo maps. The network framework of the model is shown in Figure 1. Similarly,
RainNet [19] combines U-Net and SegNet, and obtains better results than those of a model
based on optical flow. To reduce the model’s parameter size and obtain comparable
performance, a small attention-U-Net model (SmaAt-UNet) [20], which integrated depth-
wise-separable convolutions [21] and an attention mechanism, was proposed. The models
based on FCNs are completely data-driven. They do not consider the inherent physical
rules and temporal features of precipitation nowcasting.

To learn the physical rules of the movement of radar echo maps and improve precipi-
tation nowcasting, two methods were proposed in [22,23]. PhyDNet [22] uses a semantic
latent space to disentangle prior physical knowledge of radar echo sequences. In [24],
an L-CNN model was presented based on a CNN and input data were transformed into
Lagrangian coordinates. NowcastNet [25] produced precipitation nowcasting 3 h ahead,
and combined condition-learning and physical-evolution schemes.

To mitigate the blur when forecasting radar echo maps, generative adversarial net-
works (GANs) [26] have been adopted. A deep generative model of rainfall [27] was
proposed for precipitation nowcasting. It integrated optical flow, and qualitative and quan-
titative experimental results were obtained. To focus on the local spatial variability in the
representation of radar echo maps and alleviate the effect of spatial blurry, an attentional
GAN (AGAN) [28] was proposed.

The aforementioned models obtained results superior to those of traditional methods.
However, these models paid little attention to high intensity, which is the main cause of
severe weather. Simultaneously, the phenomenon of gradient explosion or gradient disap-
pearance [29] may occur in these models based on RNNs during their training processes.
Furthermore, the error increases as the forecasting time increases.
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Recently, applications of the transformer [30,31] have extended from NLP to computer
vision. The strength of the transformer is that it can effectively model global features
and long-range dependencies. The vision transformer has gradually become the back-
bone network for vision applications. Variants [32,33] of the vision transformer have been
proposed to improve computational efficiency. Some models based on the transformer
have been proposed and applied to spatiotemporal prediction learning. They have ob-
tained better results than those of state-of-the-art models. A Swin spatiotemporal fusion
model (SwinSTFM) [34] was proposed for forecasting remote-sensing images. Hu et al.
proposed a Swin transformer-based variational RNN (SwinVRNN) [35] to deterministically
forecast future states. Furthermore, they integrated a perturbation module to generate
inference in the stochastic latent variable of meteorological data. SwinRDM [36], which
improved SwinVRNN using a diffusion model, was proposed to forecast the temperature
at a geopotential of 500 hPa and resolution of 2 m 5 days ahead. A three-dimensional (3D)
Earth-specific transformer [37] was proposed for medium-range global weather forecasting.
FuXi [38] proposed a model based on the Swin transformer V2, which offers 15-day global
forecasts at a temporal resolution of 6 h. Rainformer [29] mainly consists of two units that
capture the local and global features. Simultaneously, a gate fusion unit in Rainformer is
used to ingeniously fuse the local and global features. Another space–time transformer
called Earthformer [39] was proposed for Earth system forecasting. Earthformer includes
a cuboid attention mechanism that decomposes the input tensor into non-overlapping
cuboids and performs a self-attention operation in these cuboids in parallel. However, the
forecasting time of the two models is very short: one is only 9 frames (45 min) and the
other is 12 frames (60 min). A temporal–spatial parallel transformer, which uses the past
20 frames to predict the future 20 frames was proposed in [40]. To reduce the computa-
tional complexity of the attention mechanism, lightweight attention [41] was proposed and
integrated into a hierarchical transformer for precipitation nowcasting. Using multiple
meteorological elements, the preformer [42] captures global spatiotemporal dependencies
to forecast future precipitation.

Although progress has been made to mitigate the error of the higher intensity of echo
maps and decrease the error rate with a longer forecasting time, improvement is needed for
precipitation nowcasting. To overcome the two shortcomings of precipitation nowcasting,
we propose a spatiotemporal feature fusion transformer (STFFT) for precipitation nowcast-
ing via feature crossing. STFFT uses an encoder–forecaster framework that is similar to
the U-Net architecture. The encoder and forecaster of the proposed model both consist of
several transformers. The transformer in the encoder network is constructed by a unique
independent temporal attention module and a global spatial and temporal feedforward net-
work (GSTFFN) to explicitly capture the spatiotemporal features of radar echo sequences.
In the decoder architecture, we propose a new attention module and feedforward network
(FFN), both of which we construct by fusing crossing features. The mechanism that fuses
cross-channel attention can effectively capture the correlations between these radar echo
sequences. The proposed encoder–forecaster architecture is a new network architecture
that consists of both an RNN module and an FCN module. The encoder architecture can
effectively learn local and global temporal features, as well as their interaction informa-
tion in various timespans. Furthermore, two novel attention modules and two FFNs that
are integrated into the encoder–forecaster architecture exact the global and long-distance
features of the radar echo sequences.

The main contributions of the proposed model are summarized as follows:

(1) We propose an encoder–forecaster framework for precipitation nowcasting; the en-
coder explicitly processes the temporal sequence data and the forecaster processes the
sequence data in total. The framework efficiently integrates the merits of the models
based RNN and FCN.

(2) A component with MaxPool and AvgPool operations [43] is integrated with the
attention model which can effectively capture the features of high intensities. At the
same time, the GSTFFN strengths the spatial–temporal features. These operations
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will effectively mitigate the error rates of forecasting higher intensities and longer
forecasting times for the proposed model.

(3) Based on the strategy of feature crossing, a cross-channel attention is proposed in the
forecaster to effectively simulate the movements of these radar echo sequences.

(4) The forecaster, which is similar to that of the models based on FCN, effectively reduces
accumulated errors and improves the forecasting accuracies of longer nowcasting times.

The rest of this paper is organized as follows: The data used in this study are in-
troduced in Section 2. The proposed model is described in detail in Section 3. The com-
prehensive experimental results and analyses are given in Section 4. The summary and
conclusions are given in Section 5.

2. Dataset

We trained and tested the proposed model and state-of-the-art models on the public
precipitation nowcasting dataset proposed in [44], which is called SEVIR, and consists
of more than 10,000 weather events whose time span and time steps are 4 h and 5 min,
respectively. SEVIR contains a series of spatially and temporally aligned image sequences.
These sequences belong to five categories which are NEXRAD vertically integrated liquid
(VIL) mosaics, three channels (C02, C09, and C13) from the GOES-16 advanced baseline
imager, and GOES-16 Geostationary Lightning Mapper (GLM) flashes. The SEVIR dataset
can be applied for front detection, synthetic radar generation, precipitation nowcasting,
etc. For precipitation nowcasting, we chose the weather events captured over a WSR-88D
(NEXRAD) radar mosaic of VIL and its event count was 20,393. The storage format of
SEVIR is HDF5 file. The VIL images in SEVIR are grayscale and their intensity values are in
the range 0–255. The conversion of the pixels values to the true units of vertically integrated
liquid (kg/m2) is given in Equation (1). The non-linear scaling rule is more convenient for
storing VIL images. Examples of the SVIR VIL images are shown in Figure 2. This example
shows the information for 5, 20, 30, 40, 50, and 60 min. The original sequence length was
49 frames, and the total number of frames in the input and output was 24. We sampled
each frame in sequence, and the stride was 12. The configuration of the training, validation,
and test datasets is provided in Table 1.

f (x) =


0 i f X ≤ 5
(X−2)
90.66 i f 5 < X ≤ 18

exp(X−83.9)
38.9 i f x > 18

(1)
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Table 1. Configuration of the datasets.

Items Training Validation Test

Sequences 35,718 9060 12,159

3. Methods
3.1. Problem Statement

As described in [11], precipitation nowcasting can be regarded as a spatiotemporal
sequence forecasting problem. We suppose that we have known the radar echo maps for
the past half hour and can predict information approximately 90 min ahead; that is, the
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objective of our model is to predict the next 18 frames (90 min) using our knowledge of
the past 6 frames (30 min). A radar echo sequence that consists of N frames is denoted by
Y1, Y2, . . . , YN . The precipitation nowcasting process of the proposed model can be defined
as in Equation (2):

Ŷt:t+17=
argmax
Yt:t+17

F
(
|Y t, Yt+1, . . . , Yt+17|Y−6, Y−5, . . . , Y−1

)
(2)

where the subscript of Y denotes the timespan which is 5 min. The objective of our model
is to simulate the function F to obtain Ŷt:t+17, which closely approximates the ground truth
Yt:t+17. For precipitation nowcasting, the objective of Yn is two-dimensional radar echo
maps. We provide detailed information about the proposed model in the following section.

3.2. Network Architecture

To effectively simulate the function F in Equation (2), we propose a new encoder–
forecaster model based on a transformer. The network architecture of the proposed model,
which is similar to that of the network in [23], is shown in Figure 3. Our network consists of
three encoders and forecasters, which are the same as those in [23]. However, our processes
are different from those in [23]. The encoder consists of N-stacked transformer layers and
a downsampling layer follows every layer except the last one. The forecaster consists of
N-stacked transformer layers and an upsampling layer is inserted in front of transformer.
We provide detailed descriptions of the model in the following section.
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3.3. Spatiotemporal Encoder

For the encoder, the transformer consists of an attention module and a feedforward
network (FFN). The framework of the encoder is shown in Figure 4. The attention module
is a spatiotemporal multi-head squared attention (STMSA) based on MaxPool and Average-
Pool. The FFN is a GSTFFN. Our proposed STMSA was inspired by [40,41]. The STMSA
processes independent temporal feature maps. There are six independent temporal units
in the proposed model, which capture the spatiotemporal features of an individual radar
echo. The processed feature maps of the six frames are then concatenated and fed into the
GSTFFN. The function of the GSTFFN is to learn the global spatial and temporal features
using the Conv3D operation.
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In the STMSA, the input data are first projected into three subplaces using Conv2D,
whose kernel size is 3, and the dimension of its output is the same as that of the input. To
effectively capture the high intensity of the meteorological radar echoes, we give a unit
of high-intensity feature representations (UHIFR). In UHIFR, the operations of MaxPool
and AveragePool are conducted and applied to the query and key variables. The obtained
values are multiplied according to their feature maps. The results are then concatenated
and projected into one subspace whose dimension is equal to that of the original subspace.
The STMSA mainly captures the spatiotemporal features of the individual timespan and
cannot learn the global features of the whole sequence. The network architecture of the
three components in the encoder are shown in Figure 5. All operations of the STMSA are
defined in Equations (3)–(9):

Ŷ = W1reshape
(
Attention

(
Q̂, K̂, V̂

))
+ Y (3)

Attention
(
Q̂, K̂, V̂

)
= Sigmoid

(
Q̂· K̂

T

β

)
·V̂ (4)

...
Q = WQ

3 YLN (5)

Q̂ = reshape(W Q
1
(
concat

(
MaxPool

( ...
Q
)
·
...
Q, AvgPool

( ...
Q
)
·
...
Q
))

(6)
...
K = WK

3 YLN (7)

K̂ = reshape(W Q
1
(
concat

(
MaxPool

( ...
K
)
·
...
K, AvgPool

( ...
K
)
·
...
K
))
) (8)

V̂ = reshape
(

WV
3 YLN

)
(9)

where Q̂, K̂, and V̂ ∈ RCXHXW ; Y ∈ RCXHXW ; and C, H, and W denote the channel, height,
and width of the feature maps, respectively. The subscripts of the weight matrix W, 3 and 1,
represent 3 × 3 and 1 × 1 convolutional operations, respectively. The input of STMSA is
first subjected to layer normalization (LN). LN is a primary component of the transformer.
Its definition is given in Equation (10):

Y =
X − µ(X)√
conv(X)+ϵ

∗ β (10)
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where X and Y represent the input and output of the LN layer, respectively. µ and conv
denote the mean and variance of X, respectively. The constant ϵ is a very small value and
its function is to prevent the denominator from zero. β is used to improve the expression of
the models.
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Following the STMSA, the GSTFFN is a convolutional network architecture that is
also a component of the conventional transformer. The GSTFFN is designed to capture the
global and long-range spatiotemporal features of radar echo sequences. The GSTFFN unit
has five operational steps. Their definitions are given in Equations (11)–(14):

Ŷ = TFFN(Y1, Y2) + Y (11)

Y1 = W3D1
1 W3D1

3 (YLN) (12)

Y2 = W3D2
1 W3D2

3 (YLN) (13)

GSTFFN(Y1, Y2) = W3D
1 (Gelu(Y1)·Sigmoid(Y2)) (14)

where W3D1
1 , W3D1

3 , W3D2
1 , W3D2

3 , and W3D
1 are 3D convolutions, the subscript represents

the convolutional kernel, and the number following 3D in the superscript represents the
number of objects. The 3D convolution can effectively incorporate the global spatiotemporal
features of the input vertically integrated liquid (VIL) sequences. The input of the GSTFFN
is projected into two subspaces after the LN operation. The first subspace is activated by the
GELU function, which exhibits strong nonlinear responses. The other subspace is activated
by the sigmoid function. The two subspaces are combined into one subspace using matrix
multiplication and then conducted using 3D convolution with a kernel size of 1. The 3D
convolution can effectively capture the local and integrated spatiotemporal features.

3.4. Forecaster

The forecaster consists of three decoder layers. The decoder consists of N-stacked
transformer layers and one upsampling layer. In the transformer, we propose a cross-feature
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fusion strategy to construct a novel multi-head squared cross-feature fusion attention
(MHSFFA) module and cross-feature fusion FFN (CAFFFN) to apply for precipitation
nowcasting. The network architectures of the MHSFFA and the CAFFFN are shown in
Figure 6. The operations of MHSFFA are given in Equations (15)–(19):

Ŷ = W1reshape
(
Attention

(
Q̂, K̂, V̂

))
+ Y (15)

Attention
(
Q̂, K̂, V̂

)
= Sigmoid

(
Q̂· K̂

T

β

)
·V̂ (16)

Q = WQ
3 WQ

1 (YLN) K = WK
3 WK

1 (YLN) (17)

Q = Qogelu
(
K
)

K = Kosigmoid
(

Q
)

(18)

Attention
(
Q̂, K̂, V̂

)
= sigmoid

(
Q̂· K̂

T

β

)
·V̂ (19)

where o stands for the Hadamard product. The MHSFFA is applied to whole datasets,
whereas the STMSA of the encoder is applied to an individual radar echo feature and the
results are then concatenated for the whole dataset. Therefore, MHSFFA can effectively
capture the global and long-distance spatial–temporal features. Simultaneously, the fu-
sion of the query and key in the MHSFFA can help to model the interactions between
spatiotemporal sequences.
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To effectively capture the spatiotemporal features of VIL images, the input of the
CAFFFN is projected into two subspaces. The weights of the two subspaces are obtained
using the GELU and sigmoid activation functions. The two subspaces interact as a result of
being multiplied by the other’s weight. Then, the two subspaces are concatenated so that
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they can be projected into one subspace whose dimension is the same as the input’s. All
operations in the CAFFFN are defined in Equations (20)–(23):

Ŷ = CAFFFN(Y1, Y2) + Y (20)

Y1 = W1
3W1

1(YLN) Y2 = W2
3W2

1(YLN) (21)

Y1 = Y1 ∗ sigmoid
(
Y2
)

Y2 = Y2 ∗ gelu(Y1) (22)

CAFFFN(Y1, Y2) = W1(concat(Y1, Y2)) (23)

where Y and Ŷ denote the input and output of the CAFFFN module, respectively. YLN
is the result of the LN of Y. Their shapes are RC∗H∗W , where the superscripts denote the
channel, height, and width of the feature maps. The subscript of W represents the size
of the convolutional kernel. We compute the attention maps from both the spatial and
temporal perspectives. The convolution operations first project the input into two latent
spaces. Then, the interaction relationships for these two subspaces are created through
cross-feature fusion, which is defined in Equations (20)–(23). Finally, the two subspaces are
concatenated to be projected into one subspace.

4. Experiment
4.1. Implementation Details

We implemented all models using PyTorch and conducted the experiments on a
machine with an NVIDIA A40 graphics processing unit (GPU). We chose the AdamW [45]
optimizer to train all models. We set the learning rate to 0.001 and chose cosine annealing
as the learning rate scheduler. Simultaneously, the max training epoch was equal to 100.
We set the early stopping rule with patience to 20 and monitored the critical success index
(CSI) value of the validation set in the training process to prevent the overfitting of the
model. For a fair comparison, we applied the mean square error (MSE) loss to all models.

The time span of the inputs was 30 min, which is six images, and the time span of
the outputs was an hour and a half, which indicated that the output was 18 frames. Some
configurations of the compared models were different from those in the original papers
because of the different experimental contexts. The configuration details of all models are
provided in Table 2. We chose the encoder–forecaster framework of ConvLSTM in [12],
whose downsampling sizes were 5, 3, and 2, and the configuration in our experiments
was 2, 2, and 2. Following the training of the models, we chose each model that obtained
the highest CSI value from the validation set. Then, we applied the model with the best
CSI to the test dataset. To comprehensively verify the correctness and effectiveness of
the proposed model, we compared it with the five models: RainNet [19], ConvLSTM [12],
SmaAt-UNet [20], SimVP [46], and LPT-QPN [23].

Table 2. Implementation details for the baseline models.

Model Modified Details Official
Configuration Our Adaptations

SmaAt-UNet
Input length 12 6

Output length 1 18

ConvLSTM
Loss function Balanced MSE MSE
Input length 5 6

Output length 20 18

SimVP
Input length

Output length
10 6
10 18

LPT-QPN Input length 5 6
Output length 20 18
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4.2. Evaluation Metrics

To comprehensively verify the superiority and effectiveness of the proposed model,
we adopted two types of criteria. The first type was based on the image quantity: the
MSE and mean absolute error (MAE). The equations for the MSE and MAE are defined in
Equations (24) and (25):

MSE =
1

H ∗ W

H

∑
h=1

W

∑
w=1

(
Ŷh,w − yh,w

)2 (24)

MAE =
1

H ∗ W

H

∑
h=1

W

∑
w=1

∣∣Ŷh,w − yh,w
∣∣ (25)

where H and W represent the height and width of the image, respectively. y and ŷ represent
the ground truth and predicted results, respectively. The MAE stands for the average
differences between the prediction results and the ground truth. The MSE represents the
mean squared error between the prediction results and the ground truth. Lower values of
MSE and MAE represent better results.

The other type of criteria consisted of meteorological evaluation metrics that we used
to evaluate the performance of precipitation nowcasting: the false alarm ratio (FAR) [47],
probability of detection (POD), bias score (BIAS) [48], and CSI [49]. True and pred rep-
resent the ground truth and predicted results, respectively. HITS = (true = 1, pred = 1),
FALSES = (true = 0, pred = 1), and MISSES = (truth = 1, pred = 0). The four criteria are
defined in Equations (26)–(29):

FAR =
FALSE

HITS + FALSES
(26)

POD =
HITS

HITS + FALSES
(27)

CSI =
TP

TP + FALSES + MISSES
(28)

BIAS =
HITS + FALSE

HITS + MISSES
(29)

where the FAR represents the proportion of predicted pixels that did not occur. As the
opposite of FAR, the POD computes the fraction of observed pixels that were correctly
predicted. The CSI measures the consistency between the predicted and real observed
outcomes, considering both the accuracy of the predictions and the rate of occurrence rate
of events. The values of the FAR, POD, and CSI are between 0 and 1. The higher the values
of the POD and CSI, the better the performance, and the lower the value of the FAR, the
worse the performance. BIAS measures the deviation of predictions. A value of BIAS
that is larger than 1 indicates that the forecast result is stronger than the observation. The
prediction result is the best if the value of BIAS is equal to 1. The prediction result is weaker
when the values of BIAS are lower than 1.

4.3. Quantitative Performance

The quantitative results for the POD, CSI, BIAS, FAR, MSE, and MAE of all models
are provided in Table 3. The best and the suboptimal performances for every criterion is
represented with bold and underlined text, respectively. To verify the proposed model, we
only adopted the MaxPool and AveragePool operation in the encoder, which are denoted
by WM (with MaxPool) and WA (with AveragePool). The quantitative results are provided
in Table 3, which shows that our proposed model obtained the best results for most criteria
compared to the other models. Furthermore, the proposed model obtained relatively stable
results compared with the other models for these criteria. The network architecture of
the proposed model obtained the best results compared with the other two models for all
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criteria except the MSE, which was larger for the MaxPool model by only 0.004. It shows that
the concatenation of the MaxPool and AveragePool effectively improved the superiority of
STFFT. The experimental results demonstrate the effectiveness of the proposed model. They
also demonstrate that the correctness of the concatenation of MaxPool and AveragePool.

Table 3. Quantitative mean values for all criteria.

Model POD CSI BIAS FAR MSE (10−3) MAE (10−3)

RainNet 0.3768 0.3111 0.9050 0.6232 5.183 34.06

SmaAt-UNet 0.4258 0.3432 1.1437 0.5742 5.288 34.977

ConvLSTM 0.3970 0.3332 0.9357 0.6030 4.943 31.525

LPT-QPN 0.4257 0.3444 1.0853 0.5743 5.111 33.56

SimVP 0.4082 0.3452 0.9481 0.5918 4.648 30.319

STFFT-WA 0.4233 0.3464 1.0378 0.5767 4.908 33.796

STFFT-WM 0.4181 0.3417 1.0366 0.5819 4.889 33.796

STFFT 0.4269 0.3522 1.0162 0.5731 4.893 32.162

A quantitative comparison of the experimental results of various precipitation thresh-
olds defined in [39] for the POD and CSI is provided in Tables 4 and 5, respectively. The
best value is represented in bold for every level. From the two tables, we can see that the
values of the POD and CSI obtained with all models decreased with an increase in the
intensity levels. This shows that it is a difficult task to correctly forecast high-intensity
echoes. Our models obtained the best results in most levels. There was a small difference
between the proposed model and the other models in worse situations. In particular,
the proposed model obtained better results for higher-level intensities. For the highest
level, the difference between our models and the suboptimal model was near one percent.
This shows that our proposed model can more effectively forecast the strong convective
weather than the other models. These tables show that our proposed model obtained better
experimental results when compared to the other models. These results demonstrate that
the proposed model effectively forecasts convective weather.

Table 4. Quantitative comparison of the POD for various levels.

Model POD-M POD-16 POD-74 POD-133 POD-160 POD-181 POD-219

RainNet 0.3768 0.8953 0.7044 0.3150 0.1731 0.1212 0.0515

SmaAt-UNet 0.4258 0.8999 0.7351 0.3881 0.2438 0.1917 0.0964

ConvLSTM 0.3970 0.8800 0.7108 0.3597 0.2128 0.1560 0.0629

LPT-QPN 0.4257 0.9049 0.7489 0.4123 0.2290 0.1684 0.0909

SimVP 0.4082 0.8891 0.7247 0.3705 0.2209 0.1670 0.0771

STFFT-WA 0.4233 0.9087 0.7311 0.3856 0.2257 0.1766 0.1120

STFFT-WM 0.4181 0.9129 0.7404 0.3803 0.2129 0.1638 0.0986

STFFT 0.4269 0.9037 0.7408 0.3817 0.2376 0.1891 0.1085

To further verify the effectiveness of the proposed model, we provide the values of the
BIAS, CSI, POD, and FAR obtained with RainNet, SmarAt-UNet, ConvLSTM, LPT-QPN,
SimVP, and STFFT over an hour and a half, with a time span of 5 min. The values of the
four criteria are shown in Figure 7. We can see that the performance of all models decreased
with longer forecast times. This indicates that it is very difficulty to forecast longer times
information. However, our proposed model, STFFT, obtained the best results at each stage
for the four criteria. This shows that our results were relatively stable and that our model
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provided a better forecast than those of the other models. The results shown in Figure 7
further prove the effectiveness and stability of STFFT.

Table 5. Quantitative comparison of the CSI for various levels.

Model CSI-M CSI-16 CSI-74 CSI-133 CSI-160 CSI-181 CSI-219

RainNet 0.3111 0.6777 0.5984 0.2673 0.1595 0.1145 0.0492

SmaAt-UNet 0.3432 0.6891 0.6114 0.3106 0.2068 0.1632 0.0779

ConvLSTM 0.3332 0.7104 0.6131 0.2994 0.1867 0.1371 0.0526

LPT-QPN 0.3444 0.6848 0.6157 0.3227 0.2035 0.1555 0.0844

SimVP 0.3478 0.7109 0.6236 0.3142 0.2038 0.1583 0.0758

STFFT-WA 0.3464 0.6865 0.6173 0.3129 0.2009 0.1611 0.0995

STFFT-WM 0.3417 0.6840 0.6208 0.3108 0.1928 0.1517 0.0904

STFFT 0.3522 0.6957 0.6196 0.3147 0.2121 0.1720 0.0990
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4.4. Visual Performance

To verify the visual effectiveness of the nowcasting results from all models, we selected
two representative cases from the test set to provide the visual and quantitative results.
The first nowcasting results are shown in Figure 8, and their corresponding CSI values
are given in Table 6. The first row shows the six successive input VIL frames. The second
row shows the ground-truth VIL frames, which were generated at 5, 25, 45, 65, 75, and
90 min. The nowcasting results from RainNet, SmaAt-UNet, ConvLSTM, LPT-QPN, SimVP,
and the proposed model are shown from the third line to the eighth line. In Figure 8,
we can see that the nowcasting results were closer to the ground truths with a shorter
forecasting time. With a longer forecasting time, the shape and contour of the nowcasting
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results become blurred. More high-intensity pixels were obtained with the proposed model
than with the other models. At the same time, the details of forecasting with our model
were maintained better than those of other models. This shows that our proposed model
obtained better nowcasting results than other models. The quantitative results given in
Table 6 also demonstrate the effectiveness of the proposed model. The proposed model
obtained the best results at all time levels except the first forecasting time. The difference
between the proposed model and the best model in the first 5 min was only 0.0012%. The
experimental results show that the proposed model obtained better nowcasting results with
the longer forecasting times and high intensities when compared with the other models.
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A second prediction example is shown in Figure 9. The organization of Figure 9
is the same as that in Figure 8. The proportion of high intensities is very large in the
sequence shown in Figure 9. The evolution process shows that the high-intensity echoes
gradually decreased. In Figure 9, we can see that the nowcasting results from SmaAt-UNet,
ConvLSTM, and our proposed model are closest to the ground truth. However, the shape,
contour, and intensities of the prediction results obtained with our model are closest to
the ground truth. This shows that the proposed model obtains the best nowcasting results
when compared to the other models. The corresponding quantitative values given in Table 7
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also prove this. The nowcasting results from all models demonstrate that our proposed
model can capture not only the global spatial features, but also the longer temporal features
of echo sequences.

Table 6. Quantitative comparison of the CSI values of the visual example.

Model Mean 5 min 25 min 45 min 65 min 75 min 90 min

RainNet 0.4217 0.5832 0.4621 0.4094 0.3632 0.3311 0.3161

SmaAt-UNet 0.4773 0.6321 0.5190 0.4640 0.4145 0.3976 0.3794

ConvLSTM 0.4589 0.6302 0.5105 0.4311 0.4036 0.3911 0.3618

LPT-QPN 0.4867 0.6445 0.5384 0.4774 0.4306 0.3980 0.3659

SimVP 0.4699 0.6370 0.5278 0.4620 0.4010 0.3813 0.3541

STFFT 0.5236 0.6433 0.5563 0.5240 0.4753 0.4571 0.4238
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Table 7. Quantitative comparison of the CSI values of the second visual example.

Model Mean 5 min 25 min 45 min 65 min 75 min 90 min

RainNet 0.5108 0.6937 0.5337 0.4905 0.4710 0.4189 0.4040

SmaAt-UNet 0.5620 0.7706 0.5841 0.5666 0.5157 0.4840 0.4710

ConvLSTM 0.5378 0.7246 0.5789 0.5248 0.5028 0.4764 0.4272

LPT-QPN 0.5322 0.7529 0.5632 0.5315 0.4830 0.4381 0.4128

SimVP 0.5548 0.7713 0.5659 0.5531 0.5284 0.4995 0.4402

STFFT 0.5783 0.7603 0.5952 0.5630 0.5596 0.5130 0.4918

5. Summary and Conclusions

In this study, we propose a model called STFFT for precipitation nowcasting. In the
proposed model, we use an encoder–forecaster framework which explicitly processes the
temporal sequences in the encoder. The framework efficiently captures the global and
long-distance information of spatiotemporal features for VIL sequences. In the encoder,
the proposed STMSA learns local spatiotemporal features. The STMSA, which integrates
the MaxPool and AveragePool operations, learns the higher intensities of the sequences
and more efficiently forecasts severe weather. Then, the GSTFFN captures the global
and long-distance spatial–temporal features and the model architecture effectively im-
proves the results of longer forecasting times. In the decoder, the proposed MHSFFA and
CAFFFN units based on a cross-feature fusion strategy capture the interactions between
each two features. This design improves the accuracies of nowcasting longer times and at
high intensities.

Based on the above analysis, we can obtain the following conclusions:

1. The components of an encoder consisting of STMSA and GSTFFN can effectively
capture the global and long-distance spatial–temporal features; furthermore, the
UHIFR integrated with STMSA strengthens the ability of model to learn the features
of high-intensity pixels.

2. Based on the cross-feature fusion strategy, the MHSFFA and CAFFFN units in the
decoder not only effectively simulate the movements of radar echoes by capturing
the interactions of the echo sequences, but also more precisely nowcast the longer
time information.

3. The quantitative and qualitative experiments demonstrate the effectiveness of the
proposed model. In particular, the proposed model obtains better results for higher
intensities and longer nowcasting times, which demonstrates that it pays more atten-
tion to such intensities and can capture the longer-distance features. The experimental
results also demonstrate the superiority of our proposed model in forecasting severe
weather and longer times information.

However, improvements are required for the proposed model. First, the input data
are a simple source, which is only an image. In future research, we will consider multi-
modal data [50], which include not only radar observations and satellite images, but also
ground station observations and terrain data. At the same time, NWP [51] may provide a
benefit supplement for the precipitation nowcasting. Furthermore, we will design a simpler
network architecture to reduce the use of memory and GPU. Finally, the loss functions [52]
play a very important role in training a deep-learning network. We will consider various
loss functions that capture not only spatial features [53] but also the physical rule.
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