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Abstract

:

The Doppler-spread problem is commonly encountered in space target observation scenarios using ground-based radar when prolonged coherent integration techniques are utilized. Even when the translational motion is accurately compensated, the phase resulting from changes in the target observation attitude (TOA) still leads to extension of the target’s echo energy across multiple Doppler cells. In particular, as the TOA change undergoes multiple cycles within a coherent processing interval (CPI), the Doppler spectrum spreads into equidistant sparse line spectra, posing a substantial challenge for target detection. Aiming to address such problems, we propose a generalized likelihood ratio test based on overlapping group shrinkage denoising and order statistics (OGSos-GLRT) in this study. First, the Doppler domain signal is denoised according to its equidistant sparse characteristics, allowing for the recovery of Doppler cells where line spectra may be situated. Then, several of the largest Doppler cells are integrated into the GLRT for detection. An analytical expression for the false alarm probability of the proposed detector is also derived. Additionally, a modified OGSos-GLRT method is proposed to make decisions based on an increasing estimated number of line spectra (ENLS), thus increasing the robustness of OGSos-GLRT when the ENLS mismatches the actual value. Finally, Monte Carlo simulations confirm the effectiveness of the proposed detector, even at low signal-to-noise ratios (SNRs).
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1. Introduction


Space surveillance plays a crucial role in military actions and space combat scenarios, holding a pivotal position in terms of space situational awareness (SSA) [1]. However, the detection of distant or small-sized space targets poses significant challenges for ground-based radar systems due to their weak signals, which often require long-time coherent integration to enhance the signal-to-noise ratio (SNR). Numerous studies based on coherent integration have focused on correcting the range migration (RM) and Doppler frequency migration (DFM) caused by translational motions to accumulate echo energy [2,3,4,5,6,7,8,9,10]. In reality, space debris has lost attitude and orbit control, exhibiting uncontrolled tumbling behavior [11]. The Delta 4 rocket body (NORAD ID: 40535) was observed exhibiting such tumbling by a long-baseline bistatic radar system using an L-band radio telescope network [12]. Spin, precession, and nutation are typical micro-motions in the midcourse phase of ballistic targets [13], all of which cause the target observation attitude (TOA) to vary relative to the radar line of sight. As the integration time increases, the impact of the TOA resulting from micro-motions or observation geometries on accumulation performance is non-negligible. Although targets may be unresolved in range cells in a narrowband radar system, irregular changes in the TOA could still induce the Doppler spread. On one hand, TOA changes become more prominent with a long coherent processing interval (CPI); on the other hand, the Doppler resolution improves with increased integration time [14]. Consequently, the target energy may disperse across multiple Doppler cells, necessitating secondary accumulation in the Doppler domain to enhance the detection capability. Assuming that translational motions are precisely compensated, the aforementioned issues arise when detecting Doppler-spread targets, for which theories related to high-resolution range-spread target detection are often adopted.



For spread target detection under the influence of Gaussian noise, if the target scattering characteristics are completely known, an ideal likelihood ratio detector can be constructed, enabling a theoretical analysis of the detection performance. However, the scattering information of targets is usually not fully available in practice, leading to unrealizable test statistics, in which case suboptimal detectors are sought. An energy detector [15], which is independent of prior information, has been used to perform the non-coherent integration of echoes within a certain distance range before detection, demonstrating effective performance in scenarios with evenly distributed energy. But, the energy detector also integrates noise cells that lack target echo signals. This is particularly problematic for targets with sparse energy distribution, where the improvement in signal-to-noise ratio (SNR) is reduced and the detection performance degrades. An M/N detector [16], which operates through binary comparisons, assuming that the number of points exceeding the first threshold within N data points is no less than M, generally exhibited superior detection capabilities in scenarios with sparsely distributed energy. Despite that, the detection performance of an M/N detector heavily depends on the second threshold selection, which will cause significant quantization errors when not appropriately selected. Dai et al. [17] re-arranged the data in the detection window according to their energy, and then integrated the range cells and carried out detection according to their order. This method also suffered from the setting of the detection threshold due to the complexity of the probability distribution of order statistics. In addition, the features of the cross-time–frequency distribution (TFD) of a pair of adjacent received signals were exploited in range-spread target detectors [18,19], which were shown to outperform traditional detectors. Consecutive high-resolution range profiles (HRRPs) have also been utilized for the detection of range-spread targets [20,21]. The detection methods related to the HRRPs leverage the stability of the range profile of wideband radar targets. However, when noise or clutter power is high, the SNR suffers significant loss, which results in the deterioration of detection performance.



In terms of adaptive detection, DeMaio [22] addressed the problem related to the polarimetric adaptive detection of range-spread targets with an unknown covariance matrix. Tang et al. [23] extensively investigated the adaptive detection of range-spread targets with noise covariance sharing block-diagonal structures, and proposed two categories of invariant detectors through adopting the invariance principle. Adaptive Rao and Wald tests were researched in the context of an unknown covariance matrix in [24]. Moreover, an adaptive double-threshold (DT) detection method was proposed in [25] that fully utilizes the features of HRRPs. However, this approach is computationally intensive and experiences performance degradation at low SNRs.



Furthermore, many detection algorithms have been developed for range-spread targets in scenes with various clutter. For a Gaussian clutter scene, a double-threshold constant false alarm rate (DT-CFAR) detector was proposed by exploiting the scatterer density and amplitude in [26]. Assuming that a set of secondary data is available, adaptive Rao and Wald tests were proposed in [27], resulting in a two-step detection strategy; according to this, an adaptive detector was also proposed by exploiting the persymmetry of the unknown covariance matrix in [28]. For a non-Gaussian clutter scene, Gerlach [29] proposed a scatterer density-dependent generalized likelihood ratio test (SDD-GLRT) using prior knowledge of the spatial scatterer density and the clutter covariance matrix. He et al. [30] proposed order statistics GLRT (OS-GLRT), which essentially assumes that the number of scatterers and secondary data is known. SDD-GLRT and OS-GLRT use prior knowledge of the spatial scatterer density, which is unattainable for targets in space surveillance that are always non-cooperative. Therefore, the detection performance will decrease when there is a mismatch in prior information. To avoid reliance on prior information, Ren et al. [31,32] proposed an adaptive scatterer estimation GLRT (ASCE-GLRT) by modeling the problem of scatterer estimation in terms of a sparse signal representation, and proposed an adaptive Doppler steering matrix estimation GLRT (ADSME-GLRT) using a sparse Bayesian optimization model, both with available secondary data. Both the methods perform well in detecting sparsely distributed signals but fail to fully exploit the structural information of the sparse signals.



In this work, we investigate the Doppler spread target detection of TOA changes over multiple periods within a CPI. Relevant targets include rapidly spinning space debris, precessional warheads, tumbling rocket bodies, and satellites. After compensating for translational motion and coherent integration, the echo energy is sparsely dispersed in equidistant Doppler cells, which poses significant challenges for target detection. To solve this problem, we first adopt a denoising algorithm. The overlapping group shrinkage (OGS) algorithm was initially proposed by Chen and Selesnick [33] to address signal denoising when large-amplitude coefficients form groups. Chen and Selesnick [34] further introduced non-convex regularization terms to make the total cost function convex, enhancing its performance under sparsity and refining the OGS algorithm. Unlike traditional sparse denoising methods, which treat each coefficient independently, OGS considers groups of coefficients. This grouping helps to preserve the relationships between signal components, which is crucial for accurately recovering the underlying signal structure. He et al. [35] integrated a periodicity-induced OGS (POGS) algorithm into the penalty function to mimic the periodicity of sparse groups for fault detection in rotating machinery. Li et al. [36] devised a non-convex penalty function based on an elastic net and the Lp norm, proposing a sparsity-enhanced POGS method for detecting weak periodic impulses. Moreover, although order-statistic-based detection methods pose challenges related to their computational complexity and sensitivity to parameter selection, they offer robust performance in noisy and cluttered environments with minimal prior information [17,30].



The main contributions of this article are summarized as follows:




	(1)

	
An interval-adaptive OGS-based denoising algorithm is developed for Doppler-spread line spectra with equidistant sparsity, which performs well in restoring the Doppler cells occupied by line spectra at low SNRs;




	(2)

	
A GLRT based on the order statistics of a denoised Doppler sequence is proposed for target detection, and an analytical expression for the false alarm probability with any combination in the index set is derived.









The remaining sections of this paper are organized as follows: Section 2 presents the signal model. In Section 3, the OGS denoising algorithm is introduced, the denoising process of line spectra with equidistant sparse constraints is deduced, and interval-adaptive steps (as well as the case where the TOA undergoes a non-integer cycle) are provided. Section 4 derives the generalized likelihood ratio detector guided by the order-denoised Doppler signals and provides an analytical expression for the false alarm probability. Section 5 comprehensively evaluates the proposed detector’s performance through Monte Carlo simulations and comparisons with several typical GLRT-based detectors. Finally, Section 6 summarizes the paper.




2. Signal Model


It is assumed that the target observation attitude (TOA) exhibits periodicity over a coherent processing interval (CPI)   T I   with period   T σ   satisfying    T r  ≪  T σ  ≪  T I   , where   T r   represents the pulse repetition time (PRT). For such targets, a common scattering characteristic model is the sinusoidal frequency-modulated signal [37]. Then, the temporal variation in the target’s complex scattering factor can be decomposed into several harmonic components. To develop a model suitable for more general periodic signals, this paper relaxes the constraints on the specific positions and amplitudes of the harmonics and retains only the constraint of equidistance [38]. Consequently, the discrete form of the complex scattering factor of the space target in the slow-time dimension can be expressed as


   x n  =  ∑  l = 0   L − 1     A l  exp   j     2 π    l 0  + l   n  T r        2 π    l 0  + l   n  T r    T σ        T σ   +  φ l       , n = 1 , … , N ,  



(1)




where N is the number of pulses; L represents the harmonic number, which also corresponds to the number of line spectra;   A l   and   φ l   denote the amplitude and initial phase of the l-th harmonic, respectively; and   l 0   signifies the starting position of the line spectra. Therefore, when the range and Doppler migration caused by translational motion are precisely compensated, the Doppler spectrum of the multi-pulse coherent integration exhibits sparse equidistant line spectra. The spectrum of the complex scattering factor during a CPI is


  X  f  =    T I   T σ     ∑  l =  l 0     l 0  + L − 1     X σ     l  T σ      ⊗ s i n c    T I  f   ,  



(2)




where ⊗ denotes a convolution operator;    X σ   f    represents the spectrum corresponding to the complex scattering factor of a single TOA period;   X  f    can be viewed as sampling    X σ   f    at intervals of   1     1  T σ        T σ    with a resolution of   1     1  T I        T I   ; and its discrete form manifests as L equidistant line spectra with an interval of   I =   T I       T I   T σ        T σ    . For convenience,    T I       T I   T σ        T σ    is first assumed to be an integer in this context, while the case where    T I       T I   T σ        T σ    is a non-integer is discussed in detail in Section 3.4. Figure 1 depicts the normalized echo signals in the slow-time and Doppler dimensions at an SNR of −12 dB with eight line spectra. In this study, the SNR is defined as the ratio of the total energy of all line spectra to the average noise energy before coherent integration, denoted as


  S N R = 10 log     1  σ 2     ∑  l = 0   L − 1    A  d l  2    ,  



(3)




where   σ 2   signifies the average noise energy in the slow-time domain.



The following research is carried out in the Doppler domain, in which the Doppler noisy observation vector is represented as


  Y = X + W ,  



(4)




where   Y =      y 1  , … ,  y N     T  ∈  C N    denotes the Doppler noisy observation vector,   X =      x 1  , … ,  x N     T  ∈  C N    represents the equidistant sparse line spectra in the Doppler domain, and   W =      w 1  , … ,  w N     T  ∈  C N    is the complex Gaussian white noise, the variance of which, denoted as   σ w 2  , is assumed to be estimated from reference Doppler cells without target echoes.




3. Denoising Based on Overlapping Group Shrinkage


In this section, the fundamental theory of the overlapping group shrinkage (OGS) algorithm is briefly introduced. Subsequently, the denoising process for a complex sequence based on OGS constrained by equidistant sparsity and a solution to the convex problem are presented. Then, an adaptive interval adjustment strategy is proposed for the situation where the intervals between the line spectra are unknown. Finally, we discuss the case where the TOA within a CPI presents a non-integer number of cycles.



3.1. Overlapping Group Shrinkage


The OGS algorithm can preserve the correlation between signals, effectively inducing a specific sparse structure in them. Its objective function is typically formulated as a convex function and is solved using the majorize–minimization (MM) iterative algorithm, the core principle of which is successive upper-bound minimization. It involves devising a series of approximate optimization functions to bound the original function from above and then iteratively minimizing this sequence to converge toward the optimal solution of the original objective function. This problem can be described as estimating a sparse signal  x  from a noisy observation vector  y  as follows:


    x  ∗  =   arg min   x ∈   R  N       J 0   x  =   1 2      y − x   2 2  + λ  ∑  n = 1  N   ϕ        ∑  k = 1  K   x  n + k  2      1 / 2   ; a      ,  



(5)




where   J 0   represents the objective function, K is the size of a group,  λ  is a regularization parameter, and   ϕ : R →  R +    denotes the penalty function, with the parameter a inducing corresponding sparsity in the optimization problem, which is subject to the conditions listed in Appendix A.



Common penalty functions used to promote sparsity include the logarithmic penalty, arctangent penalty, and first-order rational penalty. When the parameter of the penalty function approaches zero, the aforementioned penalty functions approximate the absolute value function, making the absolute value function a type of penalty function that satisfies the specified conditions. With the same value of a, the arctangent penalty function exhibits the most concavity, with non-convex regularization being more effective in accurately recovering sparse signals than convex regularization. Therefore, this study proceeds with subsequent research based on the arctangent penalty, as presented in Equation (6). Detailed analyses focused on parameter selection for a and  λ  have been presented in [35,39].


  ϕ   x ; a   =   2   3  a      arctan     1 + 2 a  x    3     −   π 6     ,  



(6)








3.2. Denoising of Line Spectra with Equidistant Sparsity


To induce equidistant sparsity in the Doppler sequence, a    0 , 1    binary-weighted sequence is introduced into the OGS model:


    x  ∗  =   arg min   x ∈   R  N       J 1   x  =   1 2      y − x   2 2  + λ  ∑  n = 1  N   ϕ        ∑  k = 1  K    b k   x  n + k  2       1 / 2   ; a      ,  



(7)






  b =         1 , 0 , … , 0  ︷   I  ,     1 , 0 , … , 0  ︷   I  , … ,     1 , 0 , … , 0  ︷   I    ︸   K = M I    



(8)




where   b k  s refer to elements of  b ,  b  is a binary-weighted sequence, and M is the number of intervals contained in one group. Following this, for the convenient direct application of the aforementioned reality-based theoretical derivations, the complex Doppler signal is represented as an extended signal stacked with its real and imaginary parts. Equation (4) can then be reformulated as


   Y ¯  =  X ¯  +  W ¯  ,  



(9)




where


   Y ¯     =  Δ        Re    Y  T       Im    Y  T        T  =      y ¯  1  ,   y ¯  2  , … ,   y ¯   2 N     T  ∈   R   2 N   ;  



(10)




  X ¯   and   W ¯   have the same definitions as above. The extended signal   X ¯   is a stack of the real and imaginary parts of the complex domain signal  X ; as such, the first and second halves of   X ¯   possess the same sparse structure. Therefore, we constrain the two parts of the extended signal with the same weighted sequence and and substitute Equation (9) into Equation (7), yielding


    X ¯  ∗  =   arg min    X ¯  ∈   R   2 N       J  (  X ¯  )  =   1 2      Y ¯  −  X ¯   2 2  + λ  ∑  n = 1  N   ϕ        ∑  k = 0   K − 1    b k      x ¯   n + k  2  +   x ¯   N + n + k  2        1 / 2   ; a      .  



(11)







 J  is strictly convex if   0 ≤ a ≤   1  λ M     , which is proven in detail in Appendix B. The detailed derivation for solving problem (11) using the MM method is as follows:


    u    i + 1    =   arg min  u  H   u ,   u   i     ,  



(12)




where i denotes the iteration index and   H :   R   2 N   ×   R   2 N   → R   is a majorizer of  J , which satisfies


      H  u , v  ≥ J  u        H  v , v  = J  v      ,  ∀ u ∈   R  N  .  



(13)







A majorizer   φ : R × R → R   of the penalty function  ϕ  was given in [34]:


  φ  ( u , v )  =     u 2  −  v 2    2 v     ϕ ′   v  + ϕ  v  ,  



(14)







Hence, we define  H  as


  H    X ¯  ,    X ¯    i     =   1 2      Y ¯  −  X ¯   2 2  + λ  ∑  n = 1  N   φ    ξ n  ,  ζ n     .  



(15)







In Equation (15),    ξ n  =      ∑  k = 0   K − 1     b k      x ¯   n + k  2  +   x ¯   N + n + k  2       1 / 2     and    ζ n  =      ∑  k = 0   K − 1     b k      x ¯   n + k    i  2   +   x ¯   N + n + k    i  2        1 / 2     represent the   l 2   norms of the weighted group for the current and previous iterations, respectively. Therefore, when the binary weight sequence  b  is given,   ζ n   is only related to the previous iteration value    X ¯   i   . Substituting Equation (14) into Equation (15) and combining the terms unrelated to   X ¯   yields


      H    X ¯  ,    X ¯    i         =   1 2      Y ¯  −  X ¯   2 2  +   1 2   λ  ∑  n = 1  N       ξ n 2  −  ζ n 2    ζ n     ϕ ′    ζ n   + ϕ   ζ n             =   1 2      Y ¯  −  X ¯   2 2  +   1 2   λ  ∑  n = 1  N       ϕ ′    ζ n     ζ n     ξ n 2   + C     X ¯    i        .  



(16)







Here,   C     X ¯    i      represents a constant that is not dependent on   X ¯  . Further transformations applied to Equation (16) yield


  H    X ¯  ,    X ¯    i     =   1 2      Y ¯  −  X ¯   2 2  +   1 2   λ  ∑  n = 1  N       x ¯  n 2  +   x ¯   N + n  2     r n      X ¯    i     + C     X ¯    i    ,  



(17)




where


   r n      X ¯    i    =  ∑  j = 0   K − 1     b j      ϕ ′    ζ  n − j      ζ  n − j      .  



(18)







Expanding   Y ¯   and   X ¯   separately and combining the terms unrelated to   X ¯  , Equation (17) is rewritten as


  H    X ¯  ,    X ¯    i     =  ∑  n = 1  N       1 + λ  r n      X ¯    i     2       x ¯  n 2  +   x ¯   N + n  2    −   y ¯  n    x ¯  n  −   y ¯   N + n     x ¯   N + n     + C      X ¯    i   ,  Y ¯    .  



(19)







Similarly,   C      X ¯    i   ,  Y ¯      is a constant only depending on    X ¯   i    and   Y ¯  . Equation (19) provides an explicit minimizer. Finally, the MM iteration with respect to Equation (12) is given by


    x ¯  n   i + 1    =          y ¯  n   1 + λ  r n      X ¯    i       ,     1 ≤ n ≤ N           y ¯  n   1 + λ  r  n − N       X ¯    i       ,        N + 1 ≤ n ≤ 2 N      .  



(20)








3.3. Interval-Adaptive Steps


In practice, the interval between line spectra is generally unknown. Therefore, we propose a traversal estimation method based on maximizing the sum of the largest   l 2   norms of weighted groups, allowing us to update the interval in each optimization iteration. Specifically, the   l 2   norms of the weighted groups are first sorted in ascending order:


   ζ  1   ≤ ⋯ ≤  ζ  n   ≤ ⋯ ≤  ζ  N   ,  



(21)







Then, the actual interval is subject to maximization of the sum of the h largest terms of   ζ  n   ; that is,


   I ∗  =   arg max   I ∈    I min  ,  I max    , I ∈ N      ∑  n = N − h + 1  N   ζ  n     ,  



(22)




where     I min  ,  I max     is the prior information regarding the intervals between line spectra.



The complete interval-adaptive denoising algorithm based on OGS for line spectra with equidistant sparsity is summarized in Algorithm 1. Here,    X  ∗   denotes the denoised signal, which exhibits an equidistant sparsity in the Doppler domain. Moreover, Figure 2 illustrates a Doppler sequence with   S N R = − 20   dB,   L = 8  , and   I = 16   before and after denoising. The local zoom in Figure 2a reveals that only two main line spectra are visible before denoising, while Figure 2b shows the accurate recovery of all Doppler cells occupied by the line spectra, thus demonstrating the ability of the denoising algorithm at low SNRs. Therefore, from Figure 2c, it is easy to conclude that the interval-adaptive denoising algorithm rapidly converges to the actual interval.



	Algorithm 1 OGS-based interval-adaptive denoising algorithm



	Input: The noisy observation vector  Y ; regularization parameter  λ ;



	   the penalty function  ϕ ; prior information of the interval     I min  ,  I max    ;



	Pre-processing with Equation (10);



	Initialization:     X ¯   0   =  Y ¯   ;



	Procedure:



	For each   i ∈   0 , i t e r     do



	 For each   I =    I min  ,  I max    , I ∈ N   do



	  Compute  b  with Equation (8);



	     ζ n  =      ∑  k = 0   K − 1     b k      x ¯   n + k    i  2   +   x ¯   N + n + k    i  2        1 / 2    ;



	  Sort   ζ n   in the ascending order;



	  Estimate interval utilizing Equation (22);



	 End for



	 Update weight sequence with Estimated interval;



	 Compute    r n      X ¯    i      with Equation (18);



	 Iterate    x ¯  n   i + 1     using Equation (20);



	End for



	Output:     X  ∗  =   X ¯  ∗    1 : N   + j   X ¯  ∗    N + 1 : 2 N    .









3.4. Non-Integer Period Case


It is often not feasible to guarantee that a CPI contains integer cycles of TOA variations. In this subsection, the case of non-integer cycles of TOA variations within a CPI is considered.



Let     I ′  =  T I         I ′  =  T I    T σ        T σ   , where   I ′   is a non-integer value. In this case, the line spectra are no longer completely equidistantly sparse in the Doppler domain, with the interval between the l-th and   l + 1  -th line spectra being


  I  l  = r o u n d   l  I ′    − r o u n d     l − 1    I ′    , l = 1 , … , L − 1  



(23)




that is,   I  l  ∈     I ′   ,   I ′      . Here,   r o u n d  x    denotes the integer closest to x;   x   and   x   represent the integer flooring and ceiling of x, respectively.



Nevertheless, the interval between the line spectra oscillates between the two values, resembling a pseudo-equidistant sparsity. According to Section 3.2, the binary weight sequence—which utilizes a unit-step sliding window to capture the sparse structure of the global line spectra—does not necessarily provide a perfect match with the line spectra. To enhance the sparsity of the line spectra, we increase the count of element 1 in the binary weight sequence as follows:


  b =         1 , 1 , 0 , … , 0  ︷   I  ,     1 , 1 , 0 , … , 0  ︷   I  , … ,     1 , 1 , 0 , … , 0  ︷   I    ︸   K = M I   ,  



(24)




thereby enabling better adaptation to subtle variations in the interval between the line spectra during the sliding window process. Figure 3 illustrates a Doppler sequence with   S N R = − 20   dB,   L = 8  , and   I = 17 , 17 , 16 , 17 , 16 , 16 , 16   before and after denoising. The graph shows that the OGS denoising algorithm can also effectively reconstruct the Doppler cells of the line spectra when the interval oscillates between the two adjacent integers at low SNRs.





4. OGSos-GLRT Detector


In this section, a generalized likelihood ratio test detector based on overlapping group shrinkage denoising and order statistics (OGSos-GLRT) is presented, as well as its schematic. Furthermore, the probability of a false alarm for a given index set of Doppler cells integrated in the detector is derived.



4.1. The Proposed Detector


The problem of detecting line spectra with equidistant sparsity in the Doppler domain can be formulated as a binary hypothesis:


       H 0  :  y n      =  w n         H 1  :  y n      =  x n  +  w n      , n = 1 , . . . , N ,  



(25)







The joint probability density functions (pdfs) under   H 0  /  H 1   are, respectively, denoted as


   P  Y   H 0       Y   H 0     =   1   π N   σ w  2 N      exp   −      Y  H  Y   σ w 2      ,  



(26)






   P  Y   H 1       Y   X ,  H 1      =   1   π N   σ w  2 N      exp   −        Y − X    H    Y − X     σ w 2      ,  



(27)




where the superscript H represents the complex conjugated transpose.



In order to avoid collapsing loss—which refers to processing in which additional noise samples are applied to the integrator—specific Doppler cells are integrated in the likelihood ratio detector. Based on the OGS denoising algorithm introduced in the previous section, the Doppler sequence is denoised to a series of line spectra, and the Doppler cells occupied by the most likely target harmonics are restored. Then, the initial Doppler cells corresponding to some of the largest denoised Doppler observations are selected for the likelihood ratio detector. The generalized likelihood ratio can be expressed as


      Λ  O G S o s − G L R T      =     P  Y   H 1       Y    X ^  ,  H 1         P  Y   H 0       Y   H 0                 =      ∏  n ∈ G      1  π  σ w 2    exp   −      y n    2   σ w 2         ∏  n ∈ G     1  π  σ w 2    exp   −       y n  −  x n     2   σ w 2         =   ∑  n ∈ G        y n    2       <   >     H 0     H 1     γ ′  ,      



(28)




where   γ ′   is the detection threshold and  G  is the index set of Doppler cells integrated in the detector.




4.2. False Alarm Probability


This subsection outlines the process of deducing the formula that correlates the false alarm probability with the detection threshold for OGSos-GLRT. The denoising algorithm discussed above diversifies the cases of the composition of set  G  in the Doppler cells. Here, the false alarm probability for any  G  set can be derived based on the order statistics. Initially, let    z n  =      y n    σ w       σ w   2        2      2  , n = 1 , … , N  , where   z n   denotes the energy of the Doppler sequence. Then,   z n   follows an exponential distribution with a pdf:


   P z   z  =   1 2   exp   −   z 2     .  



(29)







The energy order statistics of the noisy observations can be described by ordering   z n  s as


  0 ≤  z  1   ≤ ⋯ ≤  z  n   ≤ ⋯ ≤  z  N   ,  



(30)




and the   z  n    no longer adheres to independent and identically distributed (IID) assumptions. However,   δ  z n  =   N − n + 1      z   n + 1    −  z  n       conforms to IID, having a pdf consistent with that of   z n   [40]. Let    v n  =   δ  z n        δ  z n    c n        c n   , n = 1 , … , N   and    c n  =   N − n + 1       N − n + 1   N   n , S          N   n , S      , where  S  denotes the indices of     z n  : n ∈ G    in   z  n    and   N   n , S     represents the count of elements in  S  that are greater than or equal to n; that is,     z n  : n ∈ G    in   z  n    and     z n  : n ∈ S    in   z  n    belong to the same set of variables and correspond in a one-to-one manner. Then, we have     ∑  n ∈ S     z  n   =   ∑  n = 1  N    v n   , and the test statistics of OGSos-GLRT can be rewritten as


   Λ  O G S o s − G L R T   =  ∑  n = 1  N   v n       <   >     H 0     H 1    γ ,  



(31)




where  γ  is the new detection threshold. As previously stated,   v n  s are independent but not identically distributed, with their pdfs and moment generation functions (MGFs) being pairs of Laplace transforms, respectively, denoted as [30]


   P  v n      v n    H 0     =    c n  2   exp   −     c n   v n   2     ,  



(32)






   M  v n    s  = E   exp   −  v n  s     =    c n   2 s +  c n     .  



(33)







Hence, the MGF of the test statistics of OGSos-GLRT can be denoted as the product of    M  v n    s   ; that is,


   M  Λ  O G S o s − G L R T     s  =  ∏  n = 1  N    M  v n    s   =  ∏  n = 1  N     c n   2 s +  c n     .  



(34)







Furthermore, the pdf of   Λ  O G S o s − G L R T    under   H 0   is the inverse Laplacian transformation of its MGF, which can be expressed as


       P  Λ  O G S o s − G L R T       τ |   H 0        =   L   − 1      ∏  n = 1  N      c n       c n  2      2   s +   c n       c n  2      2                =   L   − 1      ∑  i = 1  k    ∑  j = 1   m i      a  i , j       s +   c i       c i  2      2     j                =  ∑  i = 1  k    ∑  j = 1   m i         a  i , j    τ  j − 1       j − 1   !    exp   −     c i  τ  2            ,  



(35)




where    L   − 1    denotes the inverse Laplacian operator;   1 ≤ k ≤ N   is the number of poles;   m i   represents the multiplicity of    c i       c i  2      2  , satisfying   1 ≤  m i  ≤ N   and    m 1  + ⋯ +  m k  = N  .   a  i , j    denotes the coefficients of the rational fraction decomposition, which are expressed as follows:


   a  i , j   =  ∏  n = 1  N     c n  2   ·   1     m i  − j   !    ·       d   m i  − j    d  s   m i  − j           ∏  i = 1  k     1  s +   c i       c i  2      2        m i   ·     s +   c i       c i  2      2      m i        s = −   c i       c i  2      2    .  



(36)







Overall, the false alarm probability of OGSos-GLRT with the detection threshold of  γ  is given by Equation (37):


      P  f a      = P    Λ  O G S o s − G L R T   ≥ γ   H 0              =  ∫ γ ∞    ∑  i = 1  k    ∑  j = 1   m i         a  i , j    τ  j − 1       j − 1   !    exp   −     c i  τ  2         d τ          =  ∑  i = 1  k    ∑  j = 1   m i     ∑  r = 0   j − 1    exp   −    c i  2   γ        2  c i       r + 1       a  i , j    γ  j − 1 − r       j − 1 − r   !           .  



(37)







Finally, a schematic of the proposed detection algorithm is shown in Figure 4. Figure 5a illustrates the probabilities of a false alarm versus the detection threshold for random  G , obtained through both the analytical expression and Monte Carlo simulations. The result confirms the validity of Equation (37). In addition, the CFAR characteristic of the detection method is also examined by Monte Carlo simulations under different noise power conditions. Figure 5b illustrates the curves of the false alarm probability versus the noise standard deviation with a preset normalized detection threshold, and demonstrates the CFAR characteristic of the algorithm.





5. Simulations


In this section, Monte Carlo simulations are carried out for MF-GLRT, OS-GLRT, and NLSD-GLRT in addition to OGSos-GLRT in order to comparatively evaluate the performance of the proposed detector. MF-GLRT represents a GLRT, with the actual Doppler cells occupied by the line spectra integrated in the test statistics; it is an ideal likelihood ratio detector, which is generally difficult to achieve in practice. Furthermore, OS-GLRT represents the energy order statistics GLRT [30], while NLSD-GLRT represents a GLRT that is not dependent on the line spectra characteristics [29]. The test statistics for the three mentioned detectors are defined as


   Λ  M F − G L R T   =  ∑  n ∈ K    z n  ,  



(38)






   Λ  O S − G L R T   =  ∑  n = N −  L ^  + 1  N   z  n   ,  



(39)






   Λ  N L S D − G L R T   =  ∑  n = 1  N   z n  .  



(40)




where  K  is the index set of Doppler cells occupied by the line spectra.



5.1. Simulation Parameters


Except for cases in which specific parameters are investigated for their impact on detection performance and explicitly stated, the simulation parameters were set as shown in Table 1. In the table, the number of pulses,   T r  , and   T σ   were all set based on parameters commonly used in real-world space target surveillance scenes. As Equation (2), these parameters determine the interval of the line spectra, which is the ratio of the CPI to the TOA period. The number of line spectra is determined by the electrical size of the space target (the ratio of the target size to the signal wavelength), of which, the impact on the proposed algorithm is analyzed later. In radar systems, a higher false alarm rate may undermine the stability and efficiency of the entire system while a lower false alarm rate might result in the missed detection of actual targets. In practical applications, the false alarm probability is typically set between   10  − 6    and   10  − 3   . As a rule of thumb, the minimum number of Monte Carlo simulations required for radar signal processing is   10 /  P  f a    , while a preferable number would be   100 /  P  f a    . However, for a compromise between accuracy and computational cost,   P  f a    and the number of Monte Carlo simulations are set to   10  − 4    and   10 5  , respectively. For space target modeling, several typical line spectra models were considered, as presented in Table 2. Model 1 represents uniformly distributed harmonic energy, Model 2 represents uniformly distributed harmonic energy with certain harmonics missing, Model 3 represents the target Doppler spectrum spread as a sinc-shaped envelope with equidistant sparsity, and Model 4 represents the target Doppler spectrum as containing multiple fluctuating envelopes with equidistant sparsity.




5.2. Effect of Regularization Parameter


For brevity in subsequent discussions, we refer to the case where the estimated number of line spectra (ENLS) matches the actual one as the match case (i.e.,   L =  L ^   ); otherwise, it is referred to as the mismatch case. First, we evaluated the effect of the regularization parameter  λ  in the OGS denoising algorithm on the performance of OGSos-GLRT. Simulations in the match case were conducted with  λ  ranging from 45 to 65 in increments of 5, and other parameters set as shown in Table 1 were conducted. Figure 6 shows the probability of detection (Pd) curves of OGSos-GLRT versus the SNR. It can be observed that, within a certain range, the regularization parameter  λ  does not significantly affect the detection performance of OGSos-GLRT. This can be attributed to the denoising algorithm for equidistant sparse line spectra, which effectively restores the indices of the line spectra within a relatively large range of  λ . Therefore, without loss of generality,   λ = 55   was adopted in the following simulations.




5.3. Detection Performance for Target Models


Next, the impact of different line spectra models on the detection performance of OGSos-GLRT and OS-GLRT was examined, with this factor evidently not affecting MF-GLRT or NLSD-GLRT. Models 1–4 in Table 2 were subjected to simulations in the match case, using OGSos-GLRT and OS-GLRT with the parameter settings shown in Table 1. For comparison, the simulations also involved MF-GLRT and NLSD-GLRT for Model 1. Figure 7 compares the detection performance of the four methods on different models, which reveals that, across the various models, the detection performance of OGSos-GLRT remained relatively consistent, whereas OS-GLRT showed a certain degree of performance decline, particularly with Model 1. This indicates that OGSos-GLRT exhibits greater robustness than OS-GLRT across different line spectra models.




5.4. Effect of Collapsing Loss


Additionally, due to the presence of collapsing loss, the detection number of Doppler cells evidently affected the performance of OGSos-GLRT, OS-GLRT, and NLSD-GLRT, while MF-GLRT remained unaffected. Figure 8 shows the detection curves of the three algorithms in the match case for the four models, with Doppler cells N doubling sequentially from 320. The results indicate that, as the number of Doppler cells increased, the collapsing loss also increased, leading to a decline in the detection performance of OGSos-GLRT, OS-GLRT, and NLSD-GLRT. Notably, OGSos-GLRT and OS-GLRT mitigated the collapsing loss to varying degrees, with OGSos-GLRT demonstrating superior performance in alleviating the collapsing loss. In addition, by comparing the subfigures in Figure 8, the robustness of OGSos-GLRT to models is again demonstrated, which is consistent with Figure 7.



To quantify the collapsing loss, we define the additional SNR required relative to MF-GLRT as the collapsing loss for OGSos-GLRT, OS-GLRT, and NLSD-GLRT in the match case, using the given false alarm probability and detection probability. Figure 9 presents the collapsing losses for OGSos-GLRT, OS-GLRT, and NLSD-GLRT with Model 3 at    P  f a   =  10  − 4     and    P d  = 95 %  , of which, the transverse axis represents the number of Doppler cells and is normalized to multiples of 320. The figure shows that the collapsing losses of OGSos-GLRT, OS-GLRT, and NLSD-GLRT linearly increased with the number of Doppler cells multiplying, with these increases being 0.2 dB, 0.3 dB, and 1.4 dB, respectively.




5.5. Effect of TOA Period


Similarly, Figure 10 illustrates the Pds of OGSos-GLRT for Model 3 in the match case, with the number of Doppler cells consistent with Figure 8. However, we adjusted the TOA periods to 20, 10, 5, and 2.5 seconds in this simulation. As the Doppler cells increased and the TOA period decreased, the equidistant line spectra became more sparsely distributed in the Doppler domain. Figure 10 indicates that, as the sparsity of the line spectra was enhanced, the detection performance of OGSos-GLRT did not degrade due to the collapsing loss. However, the result for OS-GLRT remained consistent with that depicted in Figure 8, still suffering from the collapsing loss. This suggests that OGSos-GLRT not only exhibits better robustness with respect to targets having different TOA periods but also demonstrates superior detection performance for Doppler line spectra with higher sparsity.




5.6. Detection Performance for Numbers of Line Spectra


Furthermore, the detection performance of OGSos-GLRT, OS-GLRT, and MF-GLRT for Model 1 and with different numbers of line spectra in the match case was also investigated. Figure 11 presents the Pds versus the SNR of the above three detectors, with the numbers of line spectra being   L = 4 , 8 , 16 , 32  . The results indicate that, as the number of line spectra increased, the detection performance of MF-GLRT, OGSos-GLRT, and OS-GLRT decreased by varying degrees. This can be attributed to the following: for a given SNR, a larger number of line spectra means that each line spectrum has less energy and that more noise energy is introduced. Two extreme cases are as follows: (1)   L = 1  —in this case, the target Doppler spectrum does not spread and coherent integration suffers no loss, resulting in the highest detection probability; and (2)   L = N  —in this case, the target fully spreads its energy evenly across each Doppler cell, leading to the worst detection performance. Nonetheless, the detection performance of OGSos-GLRT surpassed that of OS-GLRT and approached that of MF-GLRT as the number of line spectra increased.




5.7. Detection Performance in Mismatch Cases


In practice, the number of line spectra of space targets is often unknown. Therefore, the ENLS is used instead of the actual number when utilizing OGSos-GLRT or OS-GLRT for target detection, which might cause mismatch loss. To investigate the detection performance of OGSos-GLRT in the mismatch case, simulations for Model 1 using the OGSos-GLRT and OS-GLRT algorithms with    L ^  = 2 , 4 , 8 , 12 , 16 , 32   were carried out, and the Pds are shown in Figure 12. It can be observed that the detection performance of both OGSos-GLRT and OS-GLRT decreased in the mismatch case, especially when the ENLS was significantly smaller than the actual value. The subplot in Figure 12 quantitatively illustrates the mismatch loss of OGSos-GLRT and OS-GLRT for a given detection probability of   0.95  , indicating that the mismatch loss of OGSos-GLRT was about 2.5 dB when    L ^  = 2  . Despite the superior robustness of OS-GLRT with respect to variation in the ENLS, the overall detection performance of OGSos-GLRT remained better than that of OS-GLRT.




5.8. Modified OGSos-GLRT


To enhance the robustness of OGSos-GLRT in the mismatch case, we iteratively cycled through the ENLS (from 1 to a predefined maximum value    L ^  m  ) during the detection process. Each cycle involved the generation of test statistics   Λ  L ^    and detection thresholds   γ  L ^   , followed by decision making. If    Λ  L ^   ≥  γ  L ^    , then we decided   H 1   and terminated the loop; otherwise, the next iteration began with    L ^  + 1  . Iteration was continued until    L ^  =   L ^  m    and, if   Λ  L ^    remained less than   γ  L ^    at this point, then we decided   H 0  . The aforementioned detection algorithm is referred to as the modified OGSos-GLRT, the schematic of which is outlined in Figure 13. Figure 14 illustrates the Pds of OGSos-GLRT in the match case and the modified OGSos-GLRT for Model 1 with varying numbers of line spectra. The results indicate that the detection performance of the modified OGSos-GLRT closely aligned with that of OGSos-GLRT, with some slight advantages observed at low SNRs. This is attributed to the fact that, under a low SNR, the detection performance may deteriorate when Doppler cells containing line spectra are completely masked by noise or cells containing only noise are integrated into the test statistics. However, the modified OGSos-GLRT partially mitigates such loss through leveraging the minimal ENLS for detection.





6. Conclusions


In this study, we presented a robust generalized likelihood ratio test based on overlapping group shrinkage denoising and order statistics (OGSos-GLRT). This method addresses the problem related to the detection of a Doppler spectrum spreading into equidistant sparse line spectra resulting from periodic changes in TOA during the prolonged coherent integration of space targets. To elaborate, we initially utilize the orbital information of space targets to perform the translational compensation and coherent integration of target echoes, yielding corresponding Doppler sequences. Subsequently, leveraging the equidistant sparse characteristics of the Doppler sequences, we employ the OGS algorithm for denoising. Following denoising, the sequences undergo energy sorting, identifying some of the largest values that correspond to the Doppler cell indices before denoising, which are then integrated into the GLRT for the detection of targets. Furthermore, in order to enhance the robustness of the proposed algorithm in terms of the ENLS, we sequentially evaluate the test statistics against the detection threshold using an increasing ENLS until a decision is reached.



We evaluated the performance of the proposed algorithm through Monte Carlo simulations. First, the detection performance of OGSos-GLRT was found to be superior to that of OS-GLRT and NLSD-GLRT and approached that of MF-GLRT, especially for targets with a large number of line spectra. Second, OGSos-GLRT exhibited robustness with respect to the regularization parameter in the OGS denoising algorithm—an advantage that also applies to space targets with different line spectra models and TOA periods. Furthermore, compared with the OS-GLRT and NLSD-GLRT detectors, OGSos-GLRT was the most effective in reducing the collapsing loss due to the presence of Doppler cells that only contain noise. In addition, OGSos-GLRT performed well for line spectra with more sparsity. Despite showing a higher performance loss than OS-GLRT when the ENLS mismatches the actual value, the overall detection performance of OGSos-GLRT was still superior to that of OS-GLRT, and the mismatch loss was effectively addressed by the modified OGSos-GLRT.



This study considers the case of precise compensation for target translational effects. Even if there is a first-order residual translational phase in the target echoes, the line spectra only undergo a Doppler shift in the frequency domain. Notably, the OGS denoising algorithm employs a sliding window across the entire sequence and, therefore, its denoising performance is translation-invariant; that is, it is dependent on the positions of line spectra and does not affect the detection performance. However, when higher-order phase residues are present, the equidistant sparsity of the Doppler spectrum may be disrupted, which will lead to a decline in detection performance. Future research will focus on situations involving residual higher-order phases resulting from translational motions.







Author Contributions


Conceptualization, L.B. and T.F.; methodology, L.B. and T.F.; software, L.B.; validation, L.B., J.H. and S.Z.; formal analysis, L.B. and J.H.; investigation, L.B. and S.Z.; resources, L.B. and D.C.; data curation, L.B. and H.C.; writing—original draft preparation, L.B., H.C. and D.C.; writing—review and editing, T.F. and S.Z.; visualization, L.B. and J.H.; supervision, T.F. and D.C.; project administration, L.B. All authors have read and agreed to the published version of the manuscript.




Funding


This research received no external funding.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


No new data were created or analyzed in this study. Data sharing is not applicable to this article.




Conflicts of Interest


The authors declare no conflicts of interest.




Abbreviations


The following abbreviations are used in this manuscript:
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	Estimated number of line spectra



	OGS
	Overlapping group shrinkage
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	Space situational awareness
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	Doppler frequency migration
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	Time–frequency distribution
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	High-resolution range profile
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	Scatterer density-dependent GLRT
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	ASCE-GLRT
	Adaptive scatterers estimation GLRT



	ASCE-GLRT
	Adaptive Doppler steering matrix estimation GLRT



	OGSos-GLRT
	Overlapping group shrinkage and order statistics GLRT



	MF-GLRT
	Match filter GLRT



	NLSD-GLRT
	Non-line spectra-dependent GLRT










Appendix A


In this appendix, the following assumptions on the penalty function are made:




	
 ϕ  is continuous on  R ;



	
 ϕ  is even;



	
 ϕ  has a unit slope at zero;



	
 ϕ  has a second derivative with a lower bound of   − a   on    R ∖   0   ;



	
 ϕ  increases monotonically and is concave on the positive x-axis;



	
 ϕ  equals the absolute value function when   a = 0  .









Appendix B


In this appendix, the derivation of the condition under which parameter a makes the objective function a strictly convex function  J  is given.


  J  (  X ¯  )  =   1 2    ∑  n = 1  N          y ¯  n  −   x ¯  n     2  +       y ¯   N + n   −   x ¯   N + n      2    + λ  ∑  n = 1  N   ϕ    ξ n  ; a    ,  



(A1)






  J  (  X ¯  )  =   1 2    ∑  n = 1  N      x ¯  n 2  +   x ¯   N + n  2    + R   X ¯   + λ  ∑  n = 1  N   ϕ    ξ n  ; a    ,  



(A2)




where   R   X ¯     is linear with   X ¯  . For a strictly convex function, the addition of a linear term preserves its strict convexity. Let the sum of the remaining two terms in  J  be  Q ; that is,


  Q  (  X ¯  )  =   1 2    ∑  n = 1  N      x ¯  n 2  +   x ¯   N + n  2    + λ  ∑  n = 1  N   ϕ    ξ n  ; a    .  



(A3)







According to     ∑  k = 0   K − 1     b k  = M  ,  Q  can be rewritten as


      Q (  X ¯  )     =   1  2 M     ∑  n = 1  N    ∑  k = 0   K − 1     b k      x ¯  n 2  +   x ¯   N + n  2      + λ  ∑  n = 1  N   ϕ    ξ n  ; a             =   1  2 M     ∑  n = 1   N − K + 1     ∑  k = 0   K − 1     b k      x ¯   n + k  2  +   x ¯   N + n + k  2      + λ  ∑  n = 1   N − K + 1    ϕ    ξ n  ; a             =  ∑  n = 1   N − K + 1       1  2 M     ∑  k = 0   K − 1     b k      x ¯   n + k  2  +   x ¯   N + n + k  2     + λ ϕ    ξ n  ; a              =  ∑  n = 1   N − K + 1    W (   x ¯  n  )      ,  



(A4)




where   W  (   x ¯  n  )  =   1  2 M      ∑  k = 0   K − 1      b k      x ¯   n + k  2  +   x ¯   N + n + k  2     + λ ϕ    ξ n  ; a    . Then,  Q  is strictly convex if  W  is strictly convex. We rewrite  W  as:


      W (   x ¯  n  )     =   1  2 M     ∑  k ∈   k :  b k  = 1       b k      x ¯   n + k  2  +   x ¯   N + n + k  2              + λ ϕ        ∑  k ∈   k :  b k  = 1       b k      x ¯   n + k  2  +   x ¯   N + n + k  2         1 / 2   ; a       ,  



(A5)




and let      ξ n   ′  =      ∑  k ∈   k :  b k  = 1        b k      x ¯   n + k  2  +   x ¯   N + n + k  2        1 / 2     and   γ =   1 M    . Then, Equation (A5) can be transformed as follows:


  F  ξ  =   γ 2    ξ 2  + λ ϕ   ξ ; a   ,  



(A6)




with its second derivative


    F   ″    ξ  = γ + λ  ϕ  ″     ξ ; a   , ξ ≠ 0 .  



(A7)







When   ξ ≠ 0  , the sufficient condition for    F  ″    ξ  > 0   is    ϕ  ″     ξ ; a   > −  γ     γ λ      λ   ; when   ξ = 0  ,    F ′    0 −   <  F ′    0 +    , as stated in Lemma A [34],  F  is strictly convex. In conclusion, the sufficient condition for  F  to be strictly convex is   0 < a ≤   1  λ M     . When   a = 0  ,   ϕ   x ; 0   =  x    is regarded as an extreme case. Ultimately, when   0 ≤ a ≤   1  λ M     ,  F  is a strictly convex function; that is,  J  is strictly convex.
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Figure 1. Normalized echo signals with   S N R = − 12   dB,   L = 8  : (a) slow−time domain. (b) Doppler domain. 
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Figure 2. Doppler sequence with   S N R = − 12   dB,   L = 8  ,   I = 16  : (a) before denoising. (b) After denoising. (c) Interval-updating process. 
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Figure 3. Doppler sequence with   S N R = − 12   dB,   L = 8  ,   I = 17 , 17 , 16 , 17 , 16 , 16 , 16  : (a) before denoising. (b) After denoising. 
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Figure 4. Schematic of the proposed detector. 
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Figure 5. Probability of false alarm: (a) comparison between the analytical expression and Monte Carlo simulations. (b) Sensitivity analysis with respect to noise power. 
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Figure 6. Pds versus SNR of OGSos−GLRT with Model 1 for   λ = 45 , 50 , 55 , 60 , 65  . 
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Figure 7. Pds versus SNR of MF−GLRT, OGSos−GLRT, OS−GLRT, and NLSD−GLRT for Models 1−4. 
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Figure 8. Pds versus SNR of OGSos−GLRT, OS−GLRT, and NLSD−GLRT with the 4 models for   N = 320 , 640 , 1280 , 2560  . 
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Figure 9. Collapsing loss versus number of Doppler cells for OGSos−GLRT, OS−GLRT, and NLSD−GLRT with Model 3 at    P  f a   =  10  − 4     and    P d  = 95 %  . 
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Figure 10. Pds versus SNR of OGSos−GLRT and OS−GLRT with Model 3 for    T σ  = 20 , 10 , 5 , 2.5   s. 
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Figure 11. Pds versus SNR of MF−GLRT, OGSos−GLRT, and OS−GLRT with Model 1 for   L = 4 , 8 , 16 , 32  . 
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Figure 12. Pds versus SNR of OGSos−GLRT and OS−GLRT with Model 1 for   L = 8  ,    L ^  = 2 , 4 , 8 , 12 , 16 , 32  ; mismatch loss of OGSos−GLRT and OS−GLRT versus   L ^   with    P d  = 95 %  . 
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Figure 13. Schematic of the modification to OGSos−GLRT. 
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Figure 14. Pds versus SNR of OGSos−GLRT (in the match case) and modified OGSos−GLRT with Model 1 for   L = 4 , 8 , 16 , 32  . 
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Table 1. Parameters used in simulations.
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	Parameters
	Values





	Regularization parameter  λ 
	55



	Number of pulses
	4000



	Pulse repetition time   T r  
	40 ms



	TOA period   T σ  
	10 s



	Number of line spectra L
	8



	Number of Doppler cells N
	640



	Probability of false alarm   P  f a   
	   10  − 4    



	Number of Monte Carlo simulations
	   10 5   










 





Table 2. Typical models of Doppler-spread targets.
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Models

	
Doppler Cells




	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8






	
1

	
1

	
1

	
1

	
1

	
1

	
1

	
1

	
1




	
2

	
1

	
0

	
1

	
1

	
0

	
0

	
1

	
1




	
3

	
0.3

	
0.6

	
0.9

	
1

	
1

	
0.9

	
0.6

	
0.3




	
4

	
0.5

	
1

	
0.5

	
0.25

	
0.25

	
0.5

	
1

	
0.5
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