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Abstract: With the flourishing development of deep learning, synthetic aperture radar (SAR) ship
detection based on this method has been widely applied across various domains. However, most
deep-learning-based detection methods currently only use the amplitude information from SAR
images. In fact, phase information and time-frequency features can also play a role in ship detection.
Additionally, the background noise and the small size of ships also pose challenges to detection.
Finally, satellite-based detection requires the model to be lightweight and capable of real-time
processing. To address these difficulties, we propose a multi-domain joint SAR ship detection method
that integrates complex information with deep learning. Based on the imaging mechanism of line-by-
line scanning, we can first confirm the presence of ships within echo returns in the eigen-subspace
domain, which can reduce detection time. Benefiting from the complex information of single-look
complex (SLC) SAR images, we transform the echo returns containing ships into the time-frequency
domain. In the time-frequency domain, ships exhibit distinctive features that are different from noise,
without the limitation of size, which is highly advantageous for detection. Therefore, we constructed
a time-frequency SAR image dataset (TFSID) using the images in the time-frequency domain, and
utilizing the advantages of this dataset, we combined space-to-depth convolution (SPDConv) and
Inception depthwise convolution (InceptionDWConv) to propose Efficient SPD-InceptionDWConv
(ESIDConv). Using this module as the core, we proposed a lightweight SAR ship detector (LSDet)
based on YOLOv5n. The detector achieves a detection accuracy of 99.5 with only 0.3 M parameters
and 1.2 G operations on the dataset. Extensive experiments on different datasets demonstrated the
superiority and effectiveness of our proposed method.

Keywords: synthetic aperture radar (SAR); single-look complex (SLC); complex information; deep
learning; ship detection

1. Introduction

Target detection technology for surface ships at sea is significant in both civilian and
military fields. Presently, the monitoring task of marine ships mainly relies on various
remote sensing platforms. Among these remote sensing platforms, synthetic aperture
radar (SAR) satellites have become leading platforms for ship detection because of their
advantages of all-weather and all-day characteristics, multi-polarization, strong penetrabil-
ity, and extensive coverage area [1]. With a large number of SAR ship detection datasets
being made public, the ship detection field has entered a phase where deep-learning-based
detection has become the mainstream [2], and the detection accuracy obtains substantial
improvements. However, compared to natural images, SAR images are low-resolution
grayscale images lacking color and detailed information while being heavily affected by
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noise. These factors result in poor-quality SAR images, thus limiting the further improve-
ment of detection accuracy in SAR ship detection. Therefore, it is still a challenge to enhance
the performance of SAR ship detection [3,4].

Prior to the emergence of deep learning, ship detection using SAR images primarily
relied on statistical-model-based methods [5,6], with the most renowned being the constant
false alarm rate (CFAR) method and its improvements [7,8]. Benefiting from the prior
information that the scattering intensity of ship targets made of metal is higher than that of
sea clutter, such methods statistically model the sea clutter and then segment targets from
the background based on the derived false alarm probability threshold [9,10]. However,
the maritime environment is highly dynamic, making it difficult to accurately model sea
clutter. As a result, the robustness of this method is relatively poor, limiting its detection
performance. Nowadays, it primarily serves as an auxiliary tool [11,12] for deep-learning-
based methods.

With the continuous development of deep learning, its influence has spread to various
fields, benefiting SAR ship detection greatly as well. Deep-learning-based object detec-
tion techniques have evolved to the present day and can be roughly divided into two
architectures: convolutional neural network (CNN)-based and transformer-based. Based
on whether anchor boxes are predefined, CNN architectures can be further divided into
anchor-based and anchor-free methods. Among them, anchor-based methods can be fur-
ther subdivided into two-stage and one-stage models. Two-stage models, represented by
the RCNN series [13–15], are known for their high accuracy but slow speed and large size,
while single-stage models [16] are best known for the YOLO series of models [17,18], which
have real-time and lightweight characteristics as their main advantages but are slightly less
accurate. Anchor-free methods [19,20] eliminate the constraints of the preset anchor, further
improving detection efficiency. Models based on transformer architectures have larger
receptive fields [21,22], which helps enhance detection performance. SAR ship detectors
are ultimately to be deployed on satellites, which need to have highly lightweight and
real-time properties, and single-stage detectors are the most suitable option, considering
the accuracy and complexity.

Based on the above analysis, in recent years, researchers have developed numerous
SAR ship detectors based on single-stage detectors. Wang et al. introduced data augmenta-
tion and transfer learning to propose an enhanced SSD model for SAR target detection [23].
Yang et al. combined the advantages of RetinaNet and the rotatable bounding box and
proposed an improved one-stage detector to solve problems such as the unbalanced distri-
bution of positive samples [24]. Sun et al. noted the ship’s angle problem and designed an
enhanced YOLO-based detector called BIFA-YOLO [25]. Inspired by MobileNet, Yang et al.
proposed a super-lightweight and efficient SAR ship detector based on the YOLOv5n [26].
Using YOLOv7 as foundational network, Tang et al. proposed DBW-YOLO to cope with the
difficulties that exist in ship detection in complex environments [27]. Zhou et al. introduced
a transformer to YOLOX and designed a lightweight SAR ship detection network [28].
Zhou et al. improved the pooling method and loss function of YOLOv5 to enhance the
detection accuracy of small ships [29]. On this basis, Liu et al. introduced explainable
evidence learning to address the problem of intraclass imbalance [30].

Although the methods mentioned above have achieved excellent performance, they
only use the amplitude information of SAR images. This is because phase information
is generally considered to be useless. However, in recent years, researchers have found
through studies that phase or complex information can play a role in discriminating
ships [31]. El-Darymli et al. constructed a statistical model in the complex domain of
SAR images, which achieve higher performance [32]. Leng et al. utilized Complex Signal
Kurtosis (CSK) to detect ships in complex-valued SAR images, reducing false alarm rates
by incorporating complex information [33]. Lv et al. proposed a two-step ship detector of
SAR imagery based on complex information to improve detection performance [34].

In the above studies, deep-learning-based methods did not take advantage of the
complex information of the SAR images, and the images made with only the amplitude
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information suffered from poor image quality problems such as low resolution, grayscale
range, noise, and small-sized ships. Small target detection has always been one of the
challenging aspects of object detection. Firstly, as the network depth increases, small targets
may lack sufficient information to support accurate detection. Secondly, the information
of small targets may be overshadowed by that of larger targets, leading to their being
overlooked. Lastly, small targets might even be treated as noise and filtered out. These
factors, among others, significantly affect detection accuracy. Noise can indeed originate
from any of the factors mentioned. Given that SAR images are grayscale and often have a
blurred appearance, the noise might resemble the visual characteristics of ships, which can
mislead the detector into making incorrect judgments. In order to solve these problems,
most detectors have to pay a price in terms of complexity, while complex information-based
methods mostly rely on hand-crafted rules, which results in their low robustness.

To tackle these challenges, we propose a multi-domain joint SAR ship detection
method that combines the merits of complex information and deep learning. We first
use eigen-subspace projection (ESP) techniques to map echo returns of the single-look
complex (SLC) SAR image to the eigen-subspace domain to determine the presence of
ships. This step filters out a large number of irrelevant echoes, significantly speeding up
the overall detection process and ensuring real-time performance. Then, the echo returns
containing ships are transformed into the time-frequency domain, which dramatically
reduces the detection difficulty. In the time-frequency domain, we detect the ship using
a deep-learning-based method and then transform the image back to the image domain
using the phase information to locate the actual position of the ships. In this step, we
leveraged the advantages of the data to design a lightweight and efficient model, which
further accelerates the detection speed while ensuring the model’s compactness.

The primary contributions of this article are as follows:

(1) This article proposes a multi-domain joint SAR ship detection method combining com-
plex information and deep learning, which exploits the characteristics of ships in the
eigen-subspace domain and time-frequency domain within SAR SLC data, combined
with the advantages of deep learning, to significantly improve detection efficiency.

(2) To meet the training requirements of deep learning, we constructed a dataset that
contains 640 amplitude images of SLC SAR imagery in the time-frequency domain,
which was divided into training and test sets in the ratio of 8:2.

(3) Taking advantage of the dataset, a lightweight ship detector was designed. The detec-
tor deletes the detection neck, which is widely adopted in single-stage detectors for
fusing the multi-scale features, and achieves a better balance between computational
complexity and accuracy.

2. Proposed Method

The flowchart of the proposed method is shown in Figure 1. The whole method can be
roughly divided into two steps. The first step is to judge whether the ship exists through
the ESP technique [35,36]. We then scan the SLC SAR data line by line, construct the Hankel
structure and covariance matrix in turn, carry out the eigenvalue decomposition (EVD)
processing to find the maximum eigenvalue, and finally obtain the sequence of maximum
eigenvalues. Then, we perform the threshold segmentation of the sequence, and the larger-
than-threshold value is determined to be the existence of the ship. The second step is to
locate the position of the ship by deep learning method, after confirming the existence
of the ship, we first obtain its amplitude and phase in the time-frequency domain by the
short-time Fourier transform (STFT) [37], then detect the ship in the amplitude and merge
it with its corresponding phase, and finally transform it back to the image domain to
determine the actual position of the ship.

2.1. Assessing the Existence of Ships

The scattering characteristics of the ship are much stronger than those of the sea clutter,
which can be found from Figure 2. In the figure, the ship appears prominently with a bright
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illumination, while the sea clutter is subdued and unilluminated. We select a signal of
interest (SOI) containing the ship target in the azimuth direction for in-depth observation,
and the results are shown in Figure 3, from which it is obvious that the scattering intensity
of the sea clutter is lower than that of the ship. By using ESP technology, we project the
signal containing the ship target into the eigen-subspace and find that the strong scattering
characteristics of the ship can also be characterized. As shown in Figure 4, the eigenvalues
of the ship are much higher than those of the sea clutter.

Figure 1. Flowchart of the proposed method.

Figure 2. Strong scattering characteristics of ships in the image domain.

ESP decomposes the autocorrelation matrix of the observed signal to obtain its eigen-
values by EVD, then construct the subspace of the signal of interest according to the
distribution of its eigenvalues, and finally projects the SOI by using the orthogonality be-
tween the subspaces. This technique is mostly used in the fields of sparse signal estimation,
the direction of arrival, and so on. Based on this, we apply this technique to the processing
of SAR signals, with the following specific procedures.
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Figure 3. Pulse containing a ship in Figure 2.

Figure 4. Eigenvalue of the Pulse in Figure 3.

The SAR SLC data can be denoted by Ssc =
[
S1

sc, S2
sc, . . . , SNa

sc

]T
and Sn

sc(τ) ∈ C1×Nr ,
τ = 1, 2, . . . , Nr. Based on the Hankel structure, the subspace matrix of Ssc can be represented as

Hn =


Sn

sc(1) Sn
sc(2) · · · Sn

sc(M)
Sn

sc(2) Sn
sc(3) · · · Sn

sc(M + 1)
...

...
. . .

...
Sn

sc(L) Sn
sc(L + 1) · · · Sn

sc(M + L − 1)

 (1)

where L is the dimension of the subspace matrix, M = Nr + 1 − L and n = 1, 2 . . . , Na. Na
and Nr represent the number of samples in the azimuth and range directions, respectively.
These variables indicate the resolution of the signal sampling rate in different directions.
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From the matrix Hn, the covariance matrix Xn can be constructed

Xn = Hn HT
n (2)

Then, we decompose Xn by the EVD

Xn = EnΛn HT
n (3)

where Λn = diag(λn
1 , λn

2 , λn
3 , . . . , λn

L) and λn is the eigenvalue. Repeating the above process,
we can obtain the maximum eigenvalue sequence, which can be expressed as

Φ(n) = [ϕ1, ϕ2, ϕ3, . . . , ϕNa ] (4)

where ϕn = max[λn
1 , λn

2 , λn
3 , . . . , λn

L].
Finally, threshold segmentation is performed

Φ̂(n) =

{
0 Φ(n) < θ

1 Φ(n) ≥ θ
(5)

where Φ̂(n) is the judgment result, and θ is the threshold value, derived from statistical
analysis of a large amount of experimental data. If Φ̂(n) is not less than this value, it
indicates the presence of a ship.

2.2. Detecting the Positions of Ships
2.2.1. STFT

SAR images are produced by satellites moving in the azimuth direction to gather
data along the range direction, synthesizing 1D signals into 2D images. Benefiting from
this unique imaging mechanism, each azimuthal echo is essentially a 1D signal. We
perform STFT analysis along the azimuth direction on the signals containing the ship,
transforming them into the time-frequency domain to determine the exact position of the
ship. The comparison of ships in different domains is shown in Figure 5. From the figure,
we can easily observe that the features of the ship are more abundant in the time-frequency
domain, indicative of a reduced complexity in detection, which is the primary motivation
for our detection based on the time-frequency domain.

Figure 5. Comparison of ships in different domains.

STFT is a variant of Fourier transform (FT), which solves the problem of handling non-
stationary signals encountered in traditional Fourier analysis. FT can represent the signal in
the frequency domain, but it is not able to represent the change in the signal over time until the
emergence of STFT. STFT is improved by multiplying the signal with a time-limited window
function before FT while assuming that the signal is stable within the window. Moving the
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window function, the signal is segmented and analyzed to obtain the local spectrum of the
signal. The discrete STFT spectrum of the signal s(p) can be expressed as

STFT(p, q) = ∑
u

h(u − p)s(u)exp(−j
2π

Nr
qu) (6)

where p and q represent the number of samples in time and frequency, respectively, and u
denotes the signal integer index.

2.2.2. TFSID

Deep-learning-based methods rely on vast quantities of accurately labeled data to
show excellent performance. Therefore, to fulfill this need, we constructed a time-frequency
domain dataset using images called TFSID captured by the Sentinel-1 satellite. The original
images of this dataset consist of six SLC SAR images taken at the Port of Santos in Brazil,
all with an image size of 25,689 × 12,458, and are shown in Figure 6. The image of a ship in
the time-frequency domain is not related to the location of the original image but rather
to the environment in which the ship is located. This is because the ship’s representation
in the time-frequency domain is entirely determined by its time-frequency characteristics,
which are affected by the surrounding environment rather than its spatial position. Thus,
the original six images were taken at the same location but in different sea state conditions.

Figure 6. The original images of TFSID.

The images required for model training should contain the ship, so we first observe
the approximate position where the ship is located, then delineate a range accordingly,
and transform the azimuthal direction cells of this range to the time-frequency domain
through SIFT, and finally about 6000 time-frequency images, each with a resolution of
875 × 656 pixels, can be generated from these six original images. Still, not all of these
images contained ships, so we conducted a preliminary screening, with images containing
only sea clutter being discarded and around 3000 images being retained. The ship features
in the time-frequency domain were very distinct, and 3000 images were redundant, so we
further filtered them by removing highly similar images and blurred images, and finally
640 images were selected to form the dataset called TFSID. We accurately annotated the
partial images of the dataset, which can be seen in Figure 7. A total of 512 images from the
dataset were used as training set, and the remaining images were reserved for testing.

When selecting the images, we adhered to strict deduplication and quality control
standards to ensure that the dataset was both representative and diverse. Although 640 im-
ages may seem like a small number, the images in TFSID possess extremely clear features,
making this quantity sufficient for the model to learn and accurately detect characteristics.
Moreover, one of the challenges in applying deep learning is the need for large amounts of
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well-annotated data to achieve good performance. Our approach overcomes this challenge
by training a high-performing model with only a small number of well-annotated images.

Figure 7. The partial images of TFSID.

2.2.3. LSDet

From Figure 7, it is evident that ships are highly prominent in the time-frequency
domain. Therefore, we selected the smallest-sized model, YOLOv5n, from the single-
stage detectors as the base model. YOLOv5n uses strided convolution for downsampling;
however, recent research explains that this approach has certain drawbacks that can lead
to loss of detailed information and poorly learned features [38,39]. Moreover, the recent
success of transformers has demonstrated limitations in CNN architectures due to their
finite receptive fields, which restrict detection performance. Although this issue can be
addressed by increasing the convolutional kernel size, the resultant increase in complexity
is deemed unacceptable.

To address the aforementioned issues, inspired by the lightweight philosophy of the
MobileNet series models, we designed efficient SPD-InceptionDWConv (ESIDConv), which
integrates inception depthwise convolution (InceptionDWConv) [40] and space-to-depth
convolution (SPDConv). The specific construction of ESIDConv can be observed from
Figure 8. Given a feature map X with dimensions H × W × C, it undergoes the following
process within ESIDConv. Firstly, the feature map is divided into four sub-feature maps of
size H/2 × W/2 × C along the spatial dimensions as follows:

f0,0 = X[0 : 2 : W, 0 : 2 : H];

f1,0 = X[1 : 2 : W, 0 : 2 : H];

f0,1 = X[0 : 2 : H, 1 : 2 : W];

f1,1 = X[1 : 2 : H, 1 : 2 : W].

(7)

Next, each of the four sub-feature maps undergoes a different operation: depthwise
separable convolution with a 3 × 3 kernel (DWConv 3 × 3), DWConv 1 × 11, DWConv
11 × 1, and Identity, respectively. This can be regarded as a variant of the Inception
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structure. Then, we concatenated the four refined sub-feature maps along the channel
dimension to obtain an intermediate feature map Xi of size H/2 × W/2 × 4C, which repre-
sents the transition from space to depth. Finally, we use a non-strided convolution with
a 1 × 1 kernel to resize its channel dimension back to C, obtaining an output feature map
of size H/2 × W/2 × C. Thus, we efficiently and effectively completed downsampling
and feature extraction. By changing the downsampling method and introducing paral-
lel large-kernel DWConv, we successfully circumvented some inherent shortcomings of
CNN architectures and achieved a superior trade-off between accuracy and complexity.
This implies that we can not only efficiently leverage the advantages of time-frequency
domain data but also meet the stringent requirements of lightweight design and real-time
performance for satellite-based detection.

Figure 8. Structure of the ESIDConv.

With ESIDConv as the core module, we propose a new backbone, replacing the orig-
inal CSPDarknet53 in YOLOv5n. Traditional detection architectures typically append a
neck structure after the Backbone, which aims to address the variability in object sizes
by fusing multi-scale features. After careful observation, we discovered that the charac-
teristic dimensions of SAR ships in the time-frequency domain are essentially consistent,
eliminating the need for a neck structure. Therefore, we can entirely discard the neck
component to make the model more lightweight and efficient. Based on the above analysis,
we propose a lightweight SAR ship detector named LSDet, whose detailed information can
be found in Figure 9.

Figure 9. Overall architecture of the proposed LSDet.

After transforming SLC SAR ship images into the time-frequency domain using SIFT,
both the amplitude and phase information of the ships can be obtained. We feed the
amplitude information into LSDet to detect the ships then merge the corresponding phase
information. Finally, by applying inverse SIFT (ISIFT), we transform them back into the
image domain to reveal the specific positions of the ships.

3. Experiments
3.1. Experimental Settings

All experiments were performed on a consistent computer setup. The hardware
configuration included an RTX 3050 GPU (manufactured by NVIDIA, Santa Clara, CA,
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USA) with 4 GB VRAM and a 12th Gen Intel Core i5-12500H processor clocked at 3.10 GHz.
The software environment features Python 3.8, CUDA 11.1, and PyTorch 1.8. The system
was run on Windows 11.

For training, we did not use any pre-training files. To ensure the fairness and generaliz-
ability of the experiments, all relevant parameters were kept as YOLOv5n’s default settings,
except for the batch size, which was adjusted according to the GPU memory. These settings
included using the Adam optimizer, 300 epochs, an input image size of 640 × 640, and an
optimizer weight decay of 0.0005, among others.

3.2. Datasets

To fully verify the efficiency and superiority of our proposed method, we performed
comparative analysis experiments on two different domains. In the image domain, we
choose the simplest SAR ship detection dataset (SSDD) [41]. The SSDD dataset contains
1160 images, featuring a total of 2456 ships. Twenty percent of the images, specifically those
with filenames ending in 1 or 9, were designated as the test set, while the rest were utilized
for training and validation. The images were primarily sourced from RadarSat-2, TerraSAR-
X, and Sentinel-1 sensors, with resolutions varying between 1 m and 15 m, and each image
had a size of 500 × 500 pixels. In the transforming domain, we used self-built TFAID to
carry out experiments.

3.3. Evaluation Indicators

When evaluating the effectiveness of our proposed method, three key performance
metrics were introduced: precision, recall, and average precision (AP). These metrics
consist of four components: true positives (TPs), false positives (FPs), true negatives (TNs),
and false negatives (FNs). TPs refer to correctly predicted positive samples (ships), while
FPs correspond to incorrectly predicted positive samples. TNs represent correctly predicted
negative samples (background), and FNs indicate incorrectly predicted negative samples.
Precision, denoted as P, represents the proportion of accurately predicted ships. Recall,
denoted as R, represents the total number of ships retrieved. These two metrics can be
derived from the following equations

P =
TP

TP + FP
, R =

TP
TP + FN

(8)

Neither P nor R alone can comprehensively evaluate the model performance. There-
fore, AP is introduced, which can be expressed as

AP =
∫ 1

0
P(R) · dR (9)

AP at IoU = 0.5(AP50) and at IoU = 0.75(AP75) were used to validate the detection
accuracy of the model. Additionally, we used FLOPs, parameters, and frames per second
(FPS) to assess the model’s size and detection speed.

3.4. Experimental Comparison and Analysis

To validate the effectiveness of the proposed module and strategies, we conducted ab-
lation experiments using YOLOv5n as the baseline for the TFSID dataset. The experimental
results are presented in Table 1.

As seen from Table 1, neither using the Backbone composed of ESDIConv nor remov-
ing the neck part reduces the core detection accuracy (AP50). Instead, both approaches
significantly reduce the parameters and FLOPs to about 60% of the original while accelerat-
ing the detection process with an approximately 25% increase in FPS. More importantly,
when both strategies are applied simultaneously, the detection accuracy remains stable,
while the parameters and FLOPs can be further reduced to about 20% of the original,
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and the FPS is nearly doubled. These observations strongly confirm the effectiveness of our
proposed methods.

Table 1. Ablation experiment on the TFSID dataset.

ESIDConv Without Neck AP50 Parameter FLOPs FPS

× × 99.5 1.7 M 4.1 G 126.4
× ✓ 99.5 1.1 M 2.9 G 156.3
✓ × 99.5 1.0 M 2.7 G 161.2

✓ ✓ 99.5 0.3 M 1.2 G 215.9

To prove the superiority of our proposed method, we first conducted comparative
experiments on TFSID with various representative detectors as well as the detector we
designed. These detectors include: the swin transformer-tiny (swin-T) based on the trans-
former structure [42], the FCOS method based on the anchor-free approach [43], the two-
stage model mask R-CNN [44], and the single-stage models [45] and YOLO series [46].
The experimental results are presented in Table 2.

Table 2. Comparison analysis of different types of detectors and our proposed detector for the
TFSID dataset.

Method AP50 AP75 Parameter FLOPs FPS

Swin-T 98.1 63.4 48 M 267 G 11.9
FCOS 98.8 71.2 86 M 745 G 56.6

Mask-RCNN 99.1 67.4 86 M 197 G 23.5
retinaNet 98.5 63.4 9 M 26.8 G 30.5
YOLOv5n 99.5 72.6 1.7 M 4.1 G 126.4

YOLOv7-tiny 99.3 77.9 6 M 13 G 128.5

LSDet (ours) 99.5 57.9 0.3 M 1.2 G 215.9

As shown in Table 2, our model has 0.3 M parameters, which is only about 20% of the
size of the lightest model YOLOv5n among other models. Despite this, we still achieve the
same AP50 accuracy as YOLOv5n, both nearing the limit of 99.5. LSDet’s FLOPs are also
lower than those of other models by over 50%, indicating significantly lower computational
complexity. Importantly, our model achieves the fastest detection speed, reaching 215.9 FPS.
However, our designed model performs the worst in terms of AP75 accuracy, which may be
due to the removal of the neck component, resulting in less precise localization. Nonethe-
less, this impact is minimal, as AP50 is already sufficient for localization needs. Overall,
the transformer-based model, swin-T, performs the worst. This is likely because the small
dataset cannot satisfy the data requirements for training transformers. Taken together, our
model performs the best overall, which fully demonstrates the validity of our proposed
method and the efficiency of our designed detector.

To further validate the effectiveness of our proposed method of transforming into
the time-frequency domain, we conducted additional experiments in the image domain.
The SAR ship detection dataset SSDD [41], which is the simplest public dataset in the
image domain, was used for the experiments. In addition to various types of SOTA models,
we also introduced models [47,48] specifically designed for SAR ship detection in the
image domain to ensure the comprehensiveness of the experiments. Table 3 displays the
experimental results.

From Table 3, it can be seen that even on the simplest dataset in the image domain,
LSDet, a lightweight model, does not achieve the detection performance as in the time-
frequency domain. However, due to LSDet’s choice of the downsampling method and the
introduction of parallel large-kernel DWConv, it partially alleviates the issues of low reso-
lution, dense arrangement, and small ship sizes in SAR ship images in the image domain.
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Therefore, its detection performance still surpasses that of the first three types of detectors.
Despite this, due to the lack of a neck component, LSDet’s AP50 and AP75 accuracy is lower
than that of YOLOv5n, and it cannot be compared to methods specifically designed for SAR
ship detection in the image domain. The above results strongly demonstrate the necessity
and correctness of our proposed method. Specifically, the method of transforming SLC
SAR images into the time-frequency domain to overcome detection difficulties in the image
domain has been proven to be both feasible and highly efficient.

Table 3. Comparison of different methods for the SSDD datasets.

Method AP50 AP75 Parameter FLOPs FPS

Swin-T 94.6 68.3 48 M 267 G 10.1
Mask-RCNN 91.3 63.4 86 M 197 G 17

FCOS 93.2 67.8 32 M 73 G 47
YOLOv5n 97.2 75.1 1.7 M 4.1 G 104

LMSD-YOLO * 98.0 - 3.5 M 6.6 G 68
LFer-Net * 98.2 80.4 0.6 M 1.9 G 144

LSDet (ours) 96.3 66.2 0.3 M 1.2 G 186.3
Note: The experimental results of methods with * are from their original articles.

To further validate the efficiency of our proposed method, we directly used YOLOv5n
to process complete original images, then compared these results with those obtained using
our proposed method on the same original images. The experimental results are listed
in Table 4. From the table, it can be observed that our proposed method achieves higher
precision and recall compared to directly using YOLOv5n. Additionally, the detection time
is shorter. As is well known, the STFT and ISTFT processes are relatively time-consuming.
However, in our approach, we first filter out echo signals that do not contain ships using a
threshold, so only a portion of the echoes need to undergo the STFT and ISTFT processes.
As a result, the total time required is less than that needed for traditional models to detect
the entire image.

Table 4. Quantitative evaluation of methods solely based on deep learning and our proposed method.

Method P R Times

Complete YOLOv5n 98.2 95.6 8.32 s
Ours method 100 98.7 5.47 s

Figure 10 displays the visual detection results of both methods and shows that our
proposed method has fewer missed detections and false alarms.

Figure 10. Visualization of the detection results. (a) The original image. (b) ROI in (a). (c) Results of
direct detection using YOLOv5n on complete original images. (d) Detection results of our proposed
method. Red: detection results. Yellow: missed detections. Blue: false alarms.
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4. Conclusions

In this article, we propose a lightweight SAR ship detection method combining com-
plex information and deep learning. To effectively leverage the complex information of SAR
imagery and deep learning to address the detection difficulties caused by the characteristics
of SAR imagery in the image domain, we use ESP technology to identify the presence of
ships in each azimuth cell of SLC SAR images. Subsequently, we transform the azimuth
cell containing the ship to the time-frequency domain by using complex information of
SLC SAR imagery. The amplitude information of SLC SAR imagery in the time-frequency
domain exhibits distinctive characteristics conducive to easy detection. Consequently,
we constructed a small dataset named TFSID utilizing amplitude images. Exploiting its
advantageous features, we designed a lightweight ship detector named LSDet, which has
only about 10% as many parameters as the lightest mainstream detector. To validate the
efficiency and effectiveness of our proposed method, we conducted extensive experiments
on different datasets. The experimental results provide ample evidence for the feasibility
and correctness of our proposed method.
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