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Abstract: Remote sensing road extraction based on deep learning is an important method for road
extraction. However, in complex remote sensing images, different road information often exhibits
varying frequency distributions and texture characteristics, and it is usually difficult to express the
comprehensive characteristics of roads effectively from a single spatial domain perspective. To
address the aforementioned issues, this article proposes a road extraction method that couples global
spatial learning with Fourier frequency domain learning. This method first utilizes a transformer
to capture global road features and then applies Fourier transform to separate and enhance high-
frequency and low-frequency information. Finally, it integrates spatial and frequency domain features
to express road characteristics comprehensively and overcome the effects of intra-class differences and
occlusions. Experimental results on HF, MS, and DeepGlobe road datasets show that our method can
more comprehensively express road features compared with other deep learning models (e.g., Unet,
D-Linknet, DeepLab-v3, DCSwin, SGCN) and extract road boundaries more accurately and coherently.
The IOU accuracy of the extracted results also achieved 72.54%, 55.35%, and 71.87%.

Keywords: road extraction; remote sensing; frequency domain learning; multi-perspective learning

1. Introduction

Road extraction is an important topic in the field of remote sensing [1], which can
provide essential data support for disaster emergency responses [2], urban planning [3],
digital city construction [4], and autonomous driving [5]. However, a road presents narrow
strip-shaped characteristics on a remote sensing image and is obstructed by shadows, trees,
etc. [6], which makes remote sensing road extraction still subject to many challenges.

Early road extraction methods in remote sensing were primarily based on manually
crafted features, which include threshold segmentation [7] and edge detection [8]. Thresh-
old segmentation methods [9,10] are based on the grayscale or color features of remote
sensing images, setting appropriate thresholds to distinguish roads from other objects
and achieve road extraction. Edge detection methods [8,11] mainly utilize edge detection
algorithms such as Sobel, Canny, Hough, etc., to extract road information. These methods
can meet the requirements of remote sensing road extraction under single background
conditions. However, all of these methods suffer from the problem of heavily relying on
handcrafted features and expert experience.
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Fully Convolutional Networks (FCNs) enable end-to-end pixel-level semantic segmen-
tation while retaining spatial information [12] and have become a mainstream method for
road extraction based on deep learning [13,14]. These include proposed road extraction
methods based on classical semantic segmentation architectures such as UNet [15-17],
DeepLab [18], and feature pyramid structures [19]. For example, to obtain multi-scale
features and overcome the influence of occlusion, C-UNet [20] combines multi-scale dense
atrous convolutions with UNet to obtain multi-scale road features and improve the accuracy
of road segmentation. To tackle the issue of losing elongated road features in deeper layers,
Res-UNet [21] introduces residual connections based on UNet to improve the capability
of deep-level road feature extraction in complex scenes. Similarly, LDMM [22] integrates
Dirichlet mixture models based on UNet to learn deeper road features for more accurate
extraction results. To further enhance the ability of UNet to capture local road features,
RDUN [23] uses residual dense blocks to aggregate local features and construct hierarchical
features, improving road segmentation. Then, in remote sensing images, different feature
channels often contain distinct semantic information. In order to enhance the utilization
rate of DeepLab-based architecture channels, Nested SE-Deeplab [24] uses the SE module
to apply weights to different feature channels and performs multi-scale upsampling to
preserve and fuse shallow and deep information, improving road extraction results. Addi-
tionally, to address the insufficient fusion of shallow and deep features in the FPN structure,
RoadCapsFPN [25] constructs a capsule feature pyramid network that extracts and inte-
grates multiscale capsule features to restore high-resolution, semantically rich road features.
DFPN [26] merges shallow and deep feature channels through deep fusion, enabling the
learning of layered deep detail features. Both of these methods effectively address the issue
of inadequate feature extraction from deep and shallow layers. However, in addition to the
difference in multi-scale features, roads usually appear as meandering coherence, and the
effective perception of their global features is also crucial for accurate road extraction. Al-
though the above methods employ various strategies to improve FCN-based approaches for
road extraction, the following key limitation remains: FCN architectures’ relatively small
receptive fields prevent them from effectively capturing global road information. Vision
Transformer (ViT) [27], which uses multi-head attention to describe images, offers superior
multi-scale and global information capture compared with FCN-based methods [28,29].
Transformer-based road extraction methods have subsequently been proposed [30,31]. For
instance, RoadCT [32], GLNet [33], and DOSA [34] introduce local information description
modules based on Transformer architectures, enabling the representation of both global and
local detail features for improved road extraction accuracy. RoadTransNet [35] combines
multi-head self-attention, cross-attention, and skip connections to fuse local and global con-
text features, ensuring complete road extraction. The DRCNet [36] employs DenseNet-121
as its encoder, combined with Recurrent Criss-Cross Attention and Convolutional Block
Attention Module, addressing the challenges posed by complex road geometries as well as
vegetation and structural obstacles. These methods have improved the results of road ex-
traction. Akhtarmanesh [37] adopted hard attention (data preprocessing) and soft attention
(attention modules in the model) to enhance the model’s focus on roads, thereby addressing
the bias in the dataset. Jamali [38] integrated the advantages of HetConv, residual learning,
the UNet architecture, and NAT, forming a novel deep semantic segmentation method
that effectively addresses the challenge of accurately extracting road information from
aerial images. Sundarapandi [39] combined quantum computing with dilated convolutions
and introduced the Archimedes optimization algorithm to optimize network parameters.
This integration allows the network to capture road features in remote sensing images
more effectively, thus enhancing the accuracy and efficiency of road extraction. However,
the aforementioned methods still suffer from issues such as inefficiency. To address this,
Toni [40] proposed a deep learning architecture named AM-Unet, which improves the
UNet architecture by refining the designs of its encoder, decoder, and skip connections.
This method fuses low-level and high-level features and employs an attention mechanism
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to weigh each channel, thereby enhancing computational efficiency and the accuracy of
road information extraction.

However, in complex remote sensing images, different road information often exhibits
varying frequency distributions and texture characteristics, and it is often difficult to ex-
press the comprehensive characteristics of roads effectively from a single spatial domain
perspective [41]. The Frequency-to-Spectrum Mapping method [42—44] incorporates fre-
quency domain features by transforming spatial domain images into the Fourier frequency
domain, effectively separating high-frequency and low-frequency information. In complex
environments, this method enhances edge information while reducing noise interference
through frequency-to-spectrum mapping. Additionally, the Blind Block Reconstruction
Network [45] employs a blind block reconstruction mechanism combined with a guard win-
dow, which minimizes the influence of center pixels on anomaly representation, allowing
the model to focus more on learning background pixels. This approach not only improves
adaptability to complex backgrounds but also enhances the extraction of road information
of various sizes through multi-scale analysis, leading to significant detection performance
in complex remote sensing imagery. Related studies [46,47] have shown that combining
frequency domain and spatial domain feature learning significantly outperforms spatial
domain feature learning with similar network structures.

Fourier transform can transform images from the spatial domain to the frequency
domain [48]. Using Fourier transform to construct a frequency domain learning module,
then utilizing frequency domain learning to achieve the separation of high-frequency and
low-frequency information [49-51], can enhance the difference between target boundaries
and backgrounds and reduce noise interference [52]. Therefore, this article proposes a
road extraction method that couples global spatial learning with Fourier frequency domain
learning. This method first utilizes a transformer to capture global road features. Then,
it applies Fourier transform to separate and enhance high-frequency and low-frequency
information. Finally, it integrates spatial and frequency domain features to express road
characteristics comprehensively and overcome the effects of intra-class differences and
occlusions. The main contributions of this work are as follows:

(1) We propose a road extraction method that couples global spatial features with Fourier
domain features to express road features from multiple perspectives and improve the
separability of roads from other objects by integrating spatial domain features and
frequency domain features.

(2) We construct Fourier feature blocks to achieve the separation of high-frequency
and low-frequency road information, enhance the distinction between roads and
the background, and improve the feature expression of roads from a frequency
domain perspective.

(3) We explore the impact of the Fourier feature blocks on road extraction across different
layers of the network.

The rest of this paper is organized as follows. Section 2 introduces the construction
of our model and the implementation of the Fourier feature block. Section 3 provides
a detailed explanation of the experimental results and analysis. Section 4 presents the
ablation study results and analysis. Finally, Section 5 concludes this paper.

2. Methodology
2.1. Fourier Transform

In remote sensing, discrete signals on raster images can be analyzed and computed
in-depth using harmonic analysis and spectral graph theory. Fourier transform, as a
fundamental tool in signal processing, plays a crucial role by transforming signals from
the time domain to the frequency domain, enabling us to analyze and process data from
a different perspective. It decomposes the image into multiple frequency components,
revealing the image’s characteristics in the frequency domain [53]. Specifically, Fourier
transform achieves the conversion of images from the spatial domain to the frequency
domain, while the inverse Fourier transform is responsible for restoring frequency domain
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information to the spatial domain. Together, they form the basic framework for frequency
analysis in image processing, as shown in Equations (1) and (2).
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FFT is an optimized version of the Discrete Fourier Transform (DFT) algorithm. When
implemented correctly, FFT can significantly reduce computation time compared with
slow DFT, thus increasing processing speed [54]. Therefore, this paper utilized FFT to
transform signals or images into the frequency domain, allowing us to extract spectral
features for road tasks and utilize these features to train deep learning models, as shown in
Equations (3) and (4).
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As shown in Figure 1, remote sensing images undergo Fourier transformation, trans-
forming them from the spatial domain to the frequency domain. In the frequency domain,
they can be further decomposed into low-frequency and high-frequency components, sim-
ilar to natural images [55-57]. The low-frequency component represents regions in the
image where brightness or grayscale changes slowly, corresponding to large flat areas in
the image. It describes the main parts of the image. On the other hand, the high-frequency
component corresponds to areas with rapid changes in the image, such as edges, contours,
noise, and details. In other words, detailed texture information in the image primarily
exists in the high-frequency component, while rich global information is stored in the
low-frequency component.

Figure 2 illustrates the changes in the relationship between amplitude and frequency
components in the Fourier domain by adjusting the filter radius ratio, along with the
corresponding frequency component images. Studies have shown significant differences in
low-frequency and high-frequency images obtained after applying different filter radius
ratios. In particular, the application of a smaller filter radius ratio results in low-pass
filtering, causing the image to become blurred while reducing internal differences within
the same land cover type. Conversely, high-pass filtering enhances the high-frequency
components of the image, thereby strengthening the delineation of boundaries between
different land cover types. Furthermore, increasing the filter radius ratio can increase
internal differences within land cover types, revealing richer texture details. Different land
cover types exhibit varying sensitivities to frequency; thus, selecting an appropriate filter
radius ratio is crucial for balancing boundary features and internal consistency of land
cover types.

2.2. Network Architecture

Figure 3 illustrates the details of our model’s architecture, which integrates elements
such as patch partitioning, Aggregated Feature Integration (AFI) blocks, Swin Transformer
blocks, Fourier feature blocks, and skip connections.

Encoding Stage: In the encoding stage, the input road image is first divided into
small patches via patch partitioning, where each patch contains four adjacent pixels. This
transforms the original size from H x W x 3to H/4 x W /4 x 48. This ensures that both fine
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Original Amplitude Spectrum

and extensive road features are retained. These patches are then fed into a linear embedding
layer and Swin Transformer modules to extract road features, helping capture long-range
dependencies and local contextual information within road images. Subsequently, Fourier
feature blocks perform frequency domain analysis. The Fourier feature blocks process
significant frequency components related to road textures and contours, ensuring effective
capture and emphasis of the smooth structural features and detailed textures of roads.
Next, a downsampling operation is performed through a 3 x 3 layer with a stride of 2. The
combination of Fourier feature blocks and Swin Transformer blocks in the downsampling
process is repeated twice, with the latter two layers employing only Swin Transformer
blocks to enhance global features and avoid excessive filtering of frequency components.
Fourier feature blocks utilize a dynamic frequency domain filtering mechanism, combining
multi-scale low-pass and high-pass filters specifically designed to eliminate non-road target
frequency components in the Fourier spectrum while retaining and enhancing signals
within the desired frequency range. When these features are inverse-transformed back
to the image feature space, they integrate global and local road information, highlighting
important semantic features of the roads.
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Figure 1. Decomposition of remote sensing images into low-frequency components and high-
frequency components.
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Figure 2. Frequency domain analysis of remote sensing images using different filter radius ratios.
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Figure 3. The structural composition of our model. Swin Transformer blocks provide spatial domain
features, and Fourier feature blocks provide frequency domain features.

Decoding Stage: In the decoding stage, the lowest two layers’ features are not pro-
cessed by Fourier feature blocks. The decoding layers create AFI modules to integrate
multi-level, multi-semantic road contextual information and further learn road frequency
domain features in the Fourier space. Each decoder sub-network starts with upsampling,
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using 2 X 2 transposed convolutions with a stride of 2, gradually restoring the image to its
original size. Skip connections between the Fourier feature blocks of specific encoding lay-
ers allow for the fusion of low-level and high-level semantic road information, mitigating
gradient vanishing issues and effectively capturing road features. Finally, segmentation is
performed to complete the road image segmentation task.

This core methodology is meticulously designed for the extraction and analysis of road
features. Every element of our model’s architecture considers the specific characteristics of
roads. Patch partitioning ensures the retention of fine- and large-scale road features. The
Swin Transformer, with its robust global feature learning capability, is adept at capturing
road-specific dependencies and contextual information. As each layer of the Swin Trans-
former progressively learns global road features, it reduces intra-class differences within
roads. Fourier feature blocks focus on processing frequency components related to road
textures and contours, filtering out frequency components of these intra-class differences,
which is crucial for detailed road analysis. The dynamic filtering mechanism within the
Fourier feature blocks effectively isolates and emphasizes frequency ranges representing
road features, enhancing the overall accuracy and reliability of road image segmentation
and analysis tasks.

2.3. Fourier Feature Blocks

We propose a Fourier feature blocks module (as shown in Figure 4) designed to
effectively extract and process the frequency domain features of road information in images,
thereby enhancing image processing and analysis performance. The design of this module
is based on handling road features through the following distinct processing groups:
frequency domain feature processing and spatial information feature processing.

3*3 Conv ReLu 3*3 Conv
S [

5 3*3 AvgPool2d
= 5%5 AvgPool2d '7

—t{ 1*1 Conv H RelLu H 1*1 Conv

Inv Real FFT2d

I~

3*3 Conv H ReLu H 3*3 Conv }

5%5 Conv H ReLu H 5%5 Conv F

Figure 4. The structural composition of Fourier feature blocks. The upper part is the spatial in-
formation feature processing group; the middle part is a low-pass filter; and the lower part is the
high-pass filter.

Frequency Domain Feature Processing Group: In this group, the input image infor-
mation is initially transformed into the frequency domain using FFT. The transformed
data are then divided into six sets as follows: smooth structural features are mapped to
low-frequency signals, while detailed features such as contours and textures are converted
into high-frequency signals. These frequency domain signals are processed using specially
designed filters aimed at extracting or enhancing signals within specific frequency ranges.

After FFT, three sets of signals are passed through convolutional layers equipped with
kernels of various sizes. These convolutional layers act as high-pass filters [58], specifically
designed to remove unnecessary low-frequency information from the image while retaining
the high-frequency components crucial for depicting global road boundaries. The strategy
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of using convolutional kernels of different sizes simulates high-pass filters with varying
cutoff frequencies, allowing for more precise retention of the high-frequency information
needed from the image.

Conversely, the remaining three sets of signals are processed through low-pass filters
with average pooling layers, where pooling layers of different window sizes simulate low-
pass filters with varying cutoff frequencies. Average pooling helps retain the low-frequency
components of the image, which is vital for preserving the internal structural features of
different road types, suppressing high-frequency noise, and reducing intra-class variations
in roads. After this series of low-pass and high-pass filtering, the processed results from
each channel group are integrated to achieve cross-channel fusion of the frequency domain
signals. These processed frequency domain signals are then reconstructed back to the
spatial domain via inverse FFT, ensuring that the output feature maps maintain the same
dimensions and shape as the original input image.

Spatial Information Feature Processing Group: To address the potential issue of local
detail loss during frequency domain feature extraction, the spatial information feature
processing group is designed. This group employs a strategy where the input signal and
the result of convolution on the input signal are summed as a residual term. Finally, the
spatial domain feature information is combined with the information obtained from the
inverse Fourier transform. This strategy not only helps retain the global features of the
image but also enhances the capture of local details, thus improving the internal consistency
and smoothness of road features while significantly enhancing boundary clarity.

Through this designed module, we demonstrate how to combine global and local
feature learning effectively when processing image features, ultimately enhancing the
model’s overall performance in feature extraction.

3. Experiments and Evaluation
3.1. Setting Loss Functions and Evaluation Metrics

In semantic segmentation tasks, Dice loss is commonly applied to enhance segmenta-
tion performance and effectively mitigate the influence of imbalanced classes. This loss
function calculates the intersection ratio of predicted labels and ground truth labels, multi-
plied by 2 and divided by the sum of their element counts, ensuring a range between [0, 1].

DiceLoss =1 — % 5)

In our study, we employed multiple evaluation metrics, including mean Intersection
over Union (mloU), recall, precision, and F1 score, to assess model performance. OA repre-
sents the overall accuracy, that is, the proportion of the number of correct classifications of
all samples to the total number of samples. The F1 score represents the harmonic mean of
precision and recall, providing a comprehensive evaluation of both metrics. Meanwhile,
mloU reflects the degree of overlap between model predictions and actual road bound-
aries. To compare our proposed model with other popular models comprehensively, we
conducted thorough calculations of these metrics in the experiments. The specific formulas
for calculating these metrics are as follows:

_ TP+TN
OA = 1pipiTNTFN (6)
Precision = 7TPTEFP @)
Recall = 7”3}]\] 8)
1 K TP
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— 2TP
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True Positives (TPs) and True Negatives (TNs) represent the number of pixels correctly
predicted as positive class and negative class, respectively. False Positives and False
Negatives represent the number of non-road pixels incorrectly classified as positive class
and road pixels incorrectly classified as negative class, respectively.

3.2. Experimental Configuration

In this study, PyTorch 1.13.1 was utilized as the deep learning framework, and devel-
opment was conducted using the Python 3.7 programming language within the JetBrains
PyCharm 2022 development platform. The experimental setup included a computer
equipped with an Intel (R) Core (TM) i7-9700 CPU and an NVIDIA 1080Ti GPU. Adam
was employed as the optimizer, with each dataset input being an image of size 512 x 512,
a batch size of 4, and a total of 50 training epochs. The initial learning rate was set to
1 x 1073, and the weight decay rate was 2.5 x 10~%. Notably, during the model training
process, the learning rate was automatically reduced as the number of epochs increased to
accelerate the model’s convergence.

3.3. Experimental Dataset
3.3.1. HF Dataset

We created a dataset called Hefei (HF) using GF-2 remote sensing satellite images from
the Hefei area of China. The data resolution of the GF-2 satellite is 1 m. We appropriately
cropped and grouped the data, and ultimately obtained 12,628 samples with a size of
512 x 512 pixels, as shown in Figure 5. Among them, we selected 108 images containing
various land cover categories as the test dataset. The remaining samples were roughly
divided into a training dataset and a validation dataset in a 4:1 ratio. The validation dataset
contained 2504 images, while the training dataset contained 10,016 images.

Images

Labels I
P

Figure 5. Example from the HF dataset.

3.3.2. Massachusetts Roads Dataset

The Massachusetts Roads dataset [59] covers an area of over 2600 km? in the state
of Massachusetts, USA, including a variety of regions such as urban areas, towns, rural
areas, and mountainous regions. The spatial resolution of the images is approximately 1 m.
This dataset consists of 1171 pairs of 1500 x 1500-pixel RGB aerial images, as shown in
Figure 6, encompassing various road scene areas including urban, suburban, and rural
environments. To prevent data loss and enhance the dataset, we applied flipping and
rotation transformations to the original data. After cropping, a total of 11,710 images with
a size of 512 x 512 pixels were generated. Following foreground filtering, 660 images
without road foregrounds, along with their corresponding labels, were removed. Finally,
a randomized selection process yielded 8684 images for the training set, 2170 for the
validation set, and 196 for the test set.
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Labels

Figure 6. Example from the Massachusetts dataset.

3.3.3. DeepGlobe Dataset

The DeepGlobe road dataset [60] covers various scenes in Thailand, India, and In-
donesia, comprising 6226 pairs of 1024 x 1024-pixel RGB satellite images and labels, with a
resolution of 0.5 m per image. These images were collected by Digital Globe satellites. Dur-
ing data preprocessing, the samples were cropped into 24,904 images of 512 x 512 pixels,
as shown in Figure 7. The test set included 308 images, while the training and validation
sets were split at a ratio of 4:1, containing 19,676 and 4920 images, respectively.

k;-l Iy N l -;:'.I.
T

’ |
Labels I
/L

Figure 7. Example from the DeepGlobe dataset.
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3.4. Comparative Test of Various Road Datasets

To validate the effectiveness of our proposed method, we conducted both qualitative
and quantitative performance comparisons of our model against U-Net [61], D-LinkNet [62],
DeepLab-v3 [63], DCSwin [64], and the separable graph convolutional network (SGCN) [65]
on the HF dataset, Massachusetts road dataset, and DeepGlobe road dataset. Specifically,
DeepLab-v3 is a convolutional neural network-based semantic segmentation model that
utilizes dilated convolution to expand the receptive field. D-LinkNet enhances road ex-
traction capabilities in complex environments through a pretrained encoder and dilated
convolution. U-Net is a fundamental and highly effective image segmentation network
known for its strong segmentation capabilities. DCSwin employs the Swin Transformer
as its backbone network and incorporates DCFAM to restore image resolution, producing
precise segmentation maps. Meanwhile, SGCN is a hierarchical separable graph convo-
lutional network specifically designed for road extraction from high-resolution remote
sensing images in complex environments.
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3.4.1. Experiment on HF Dataset

As shown in Figure 8, we compared the road extraction performance of our proposed
model with other comparative models on the HF dataset. Overall, the extraction perfor-
mance of our model is superior to other models, with fewer instances of fragmentation,
discontinuity, and omission. While other models can extract the main contours of roads,
they exhibit issues in detail. In Figure 8a, our model successfully extracts a complete and
regular contour of a small road segment, while most of the other comparative models
perform poorly, extracting only incomplete and fragmented road segments. In Figure 8c,
because of occlusion by building shadows, the extraction performance of Unet is poor, and
D-LinkNet, DeepLab-v3, and DCSwin also perform poorly in the presence of shadows,
with only SGCN and our model able to extract roads completely. However, compared with
our model, the overall performance of SGCN is significantly inferior. In Figure 8d, because
of interference from building shadows, only our model can extract roads completely, while
the other models exhibit noticeable discontinuities. In Figure 8f—i, our model can extract
small roads more completely and smoothly, overcoming the influence of shadows on road
extraction. As shown in the analysis of fragmented and omitted road extraction, our model
can effectively capture local details, thereby improving the internal consistency and smooth-
ness of road features and significantly enhancing the clarity of boundaries. The learning
strategy in the Fourier domain effectively integrates global and local features, coordinates
the internal consistency of road patches, and enhances road boundary information, thereby
improving the issues of fragmentation and omission in extraction.

B
NS RN

NSENES

-

Images Labels Unet D-Linknet DeepLabv3 DCSwin SCGN

Figure 8. Comparative experimental results on the HF dataset (a—i). In each image, the red boxes
highlight road details and the differences between the various models.
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Table 1 quantitatively demonstrates the overall evaluation metrics on the test dataset.
Compared with the other networks, our model achieves improvements in IOU of 8.57%,
5.98%, 4.69%, 2.33%, and 2.76%, respectively. The recall improvements are 6.51%, 3.66%,
7.20%, 2.97%, 1.50%, and 2.43%, respectively. The F1 score improvements are 6.63%,
4.39%, 3.66%, 1.95%, and 2.09%, respectively. The maximum improvements in average
precision and OA are 4.65% and 1.20%, respectively. From both qualitative and quantitative
perspectives, although DeepLab-v3, D-LinkNet, U-Net, DCSwin, and SGCN can extract the
basic contours of roads, these models do not perform well for roads with significant shadow
and noise interference. In contrast, our model produces smoother and more complete
road extraction results. Additionally, compared with the other methods, our model also
demonstrates improvements in multiple quantitative evaluation metrics, thereby validating
its feasibility in road extraction tasks.

Table 1. Accuracy evaluation for the comparative experiments on the HF dataset.

Model 10U Recall F1 Precision OA
U-Net 63.97% 70.48% 75.59% 84.30% 96.83%
D-Linknet 66.56% 73.33% 77.83% 84.94% 97.11%
DeepLab-v3 67.85% 74.02% 78.56% 85.17% 97.35%
DCSwin 70.21% 75.49% 80.27% 87.87% 97.63%
SGCN 69.78% 74.56% 80.13% 84.94% 97.54%
ours 72.54% 76.99% 82.22% 89.59% 98.03%

3.4.2. Experiment on Massachusetts Roads Dataset

The comparison of extraction results between our model and the other models on
the Massachusetts road dataset is shown in Figure 9. Overall, our model is more effective
compared with the other models, where the results of the other comparative models appear
to be inferior. Although they all extract the main contours of the roads, they lack consid-
eration for the consistency of features along road edges and internally, resulting in road
fragmentation and breakage. For example, in Figure 9a, a section of the road is obscured by
tree shadows in the bottom right corner, leading to fragmented and broken road extraction
by Unet, D-LinkNet, DeepLab-v3, DCSwin, and SGCN. Only in our model, after filtering
and considering feature consistency, can the obscured and shadowed roads be smoothed
and made more consistent. In Figure 9¢,d,f, the red box highlights a road segment with
inconsistent brightness, indicating non-uniform lighting conditions and surface conditions
influenced by adjacent trees, which significantly interferes with road extraction by various
models. Models such as Unet and D-LinkNet, compared here, can only extract this inter-
nally different road well after our model’s smoothing and internal consistency learning
strategies, reducing intra-class differences. In summary, on the Massachusetts road dataset,
our model outperforms the compared models in road extraction. These models mainly
learn road information from the spatial domain unilaterally, extracting from a relatively
single perspective. In contrast, our proposed model combines spatial and frequency do-
mains, providing multiple perspectives to extract road features, resulting in better road
extraction performance and reducing fragmentation and omission in road extraction.

Table 2 quantitatively demonstrates the overall evaluation metrics on the test dataset.
Relative to the other comparative networks, our model achieves IOU improvements of
10.42%, 10.21%, 6.01%, 2.81%, and 1.89%, respectively. The recall rates improve by 10.86%,
5.21%, 2.69%, 3.08%, and 4.83%, respectively. The F1 scores improve by 9.75%, 6.24%,
6.33%, 3.46%, and 1.85%, respectively. From both qualitative and quantitative perspectives,
although DeepLab-v3, D-LinkNet, U-Net, DCSwin, and SGCN can also extract the basic
contours of roads, they perform poorly when shadows or inconsistent internal characteris-
tics of roads are present. In contrast, our model produces smoother and more complete
road extraction results.
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Figure 9. Comparative experimental results on the Massachusetts roads dataset (a—i). In each image,
the red boxes highlight road details and the differences between various models.

Table 2. Accuracy evaluation for the comparative experiments on the Massachusetts roads dataset.

Model 10U Recall F1 Precision OA
U-Net 44.93% 55.77% 58.29% 65.76% 97.01%
D-Linknet 45.14% 61.42% 58.80% 60.13% 96.80%
DeepLabv3 48.34% 63.94% 61.71% 63.56% 97.08%
DCSwin 52.54% 63.55% 64.58% 69.71% 97.53%
SGCN 53.46% 61.80% 66.19% 73.77% 97.68%
ours 55.35% 66.63% 68.04% 71.83% 97.74%

3.4.3. Experiment on DeepGlobe Dataset

In general, the performance of our model on the DeepGlobe dataset is also significantly
superior to the models we compared it against, as shown in Figure 10. In Figure 10b,c {1,
some roads are covered by vegetation, making road extraction more challenging. As a
result, the compared models struggle to extract roads covered by vegetation completely,
leading to fragmented and broken road extraction. However, after Fourier transformation,
our model considers global feature information in the frequency domain. Therefore, when
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shadows and vegetation occlusion are present, it can extract road information from another
feature perspective. In Figure 10g, because of various influences, the reflectance of the same
road varies, with some sections appearing dark and others appearing bright. This leads to
fragmented and broken road extraction by U-Net, D-LinkNet, DeepLab-v3, DCSwin, and
SGCN. In contrast, our model, which considers the consistency of features along road edges
and internally, can handle intra-class differences well and extract roads more excellently
compared with the other models. Overall, on the DeepGlobe road dataset, our model can
transform from the spatial domain to the frequency domain and then combine spatial and
frequency domains to learn road information, providing more extraction perspectives. This
results in better road extraction performance, reducing fragmentation and omissions in
road extraction.
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Images Labels Unet D-Linknet DeepLab-v3 DCSwin SCGN Ours

Figure 10. Comparative experimental results on the DeepGlobe roads dataset (a—i). In each image,
the red boxes highlight road details and the differences between various models.

Table 3 compares the performance of the different models on the image segmentation
task. Based on the provided metrics, our model demonstrates superior performance in
10U, recall, F1 score, AP, and OA. Specifically, our model achieves an IOU of 71.87%,
with a maximum improvement of 4.96%, showing higher accuracy compared with the
other models. Meanwhile, in terms of recall, our model also achieves 77.49%, slightly
higher than other models. Regarding the F1 score, a comprehensive evaluation metric,
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our model leads with a score of 82.67%, further proving its excellent balance between
precision and recall. In terms of AP, our model reaches 89.95%, demonstrating higher
average segmentation accuracy compared with the other models such as U-Net, D-LinkNet,
DeepLab-v3, DCSwin, and SGCN. Finally, in terms of OA, a metric measuring the overall
performance of the model, our model ranks first with a score of 98.58%, surpassing all
the other models. In summary, our model demonstrates comprehensive and superior
performance in the image segmentation task, achieving leading results in both individual
metrics and overall performance.

Table 3. Accuracy evaluation for the comparative experiments on the DeepGlobe dataset.

Model 10U Recall F1 Precision OA
U-Net 60.79% 73.05% 75.96% 79.54% 97.83%
D-Linknet 64.36% 73.42% 77.65% 85.47% 97.88%
DeepLab-v3 65.51% 75.23% 79.30% 85.36% 97.96%
DCSwin 67.83% 75.85% 80.43% 88.17% 98.35%
SGCN 66.01% 74.89% 79.82% 84.75% 98.10%
ours 71.87% 77.49% 82.67% 89.95% 98.58%

4. Discussion

To further investigate the effectiveness of Fourier frequency filters, this paper con-
ducted the following ablation experiments on the HF dataset: one where our model had its
Fourier feature blocks removed, and another where Fourier blocks were added to every
layer during downsampling and upsampling. In this context, our model with Fourier
feature blocks in every layer is referred to as Full Fourier.

Figure 11 compares the prediction results of our model, Full Fourier, No Fourier, and
road labels. Overall, both our model and Full Fourier perform better in extracting road
features than No Fourier. However, Full Fourier is slightly less accurate than our model. A
possible reason for this is that during the deepest feature sampling, certain road frequency
components might be erroneously filtered out in the frequency domain, leading to less
effective road extraction in some areas compared with our model. Our model, by applying
Fourier feature blocks only in the first two layers of the network, balances the need to learn
global and multi-perspective frequency domain features while avoiding excessive filtering
of road frequency components in the deeper layers, resulting in a higher degree of road
extraction completeness. For example, in Figure 11a,b,g, shadows from buildings, bridges,
and other structures obscure parts of the roads. Our model, leveraging global road features,
restores the road portions obscured by shadows, thereby enhancing the connectivity of road
extraction. In contrast, without the Fourier modules, accurately recovering and extracting
these shadowed areas is challenging. In Figure 11c,d, changes in road reflectivity due to
factors such as road moisture and large objects may cause some road segments to appear
darker while others are brighter in the images. In such cases, road extraction without
the Fourier modules may result in fragmented and discontinuous sections. Our model,
through Fourier processing, comprehensively considers both the edge details and internal
consistency of the roads, thereby achieving more complete internal extraction and smoother
edges and significantly improving the accuracy of road extraction.

These experiments clearly demonstrate the crucial role and effectiveness of Fourier
frequency domain filtering blocks in enhancing the accuracy of road image segmentation.

Then, we quantitatively evaluated the effectiveness of Fourier feature blocks and their
impact on different layers in our model. On the HF dataset, adding Fourier feature blocks
only to the first two layers of the network resulted in the following improvements: IOU
increased by 2.25%, the recall rate increased by 1.03%, the F1 score increased by 2.43%,
the overall accuracy increased by 2.06%, and OA increased by 0.75% in Table 4. However,
adding Fourier blocks to every layer of our model resulted in a decrease in accuracy
compared with our model with Fourier feature blocks only in the first two layers. This
indicates that incorporating Fourier modules provides a novel perspective for learning
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road features through frequency domain learning, enhancing the network’s perception
of global road structures and improving road boundary features and internal consistency,
thereby obtaining richer semantic information. Nonetheless, excessive filtering of frequency
domain components does not yield better results; filtering is most effective when applied
to shallow layers.

Images Labels Ours  Full Fourier No Fourier

Figure 11. Results of ablation experiments on the HF dataset (a-h). In each image, the red boxes
highlight road details and the differences observed in the ablation study.

Table 4. Evaluation of ablation experiment accuracy on the HF dataset.

Model 10U Recall F1 Precision OA
No Fourier 70.29% 75.96% 79.85% 87.52% 97.46%
Full Fourier 72.05% 76.11% 81.55% 86.71% 97.91%

Ours 72.54% 76.99% 82.22% 89.59% 98.03%

Finally, to further demonstrate the effectiveness of Fourier feature blocks, the feature
maps of our model at different network structure layers were visualized, along with the
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corresponding levels of our model without Fourier blocks, as shown in Figure 12. (Because
of the extensive downsampling in the deeper layers of the network, the feature maps of the
last two downsampling layers and the first two upsampling layers are not displayed.) It
can be clearly observed that during the downsampling and upsampling process, under the
influence of surrounding background noise, the road features in the feature maps without
Fourier transformation are significantly less distinct, with cluttered spatial information that
fails to distinguish road features effectively. In contrast, the road features extracted by the
Fourier feature blocks are more prominent, with smoother road surfaces and more textured
road edges.

Ours model
\\ 7 \\ 7 ~7

Without fourier

Figure 12. Feature maps for different structure layers of the network. The upper part is the feature map
output by our model; the lower part is the feature map output after removing Fourier feature blocks.

5. Conclusions

In order to enhance the ability of deep learning models to express road features in
complex remote sensing images, this article proposes a road extraction method that cou-
ples global spatial learning with Fourier frequency domain learning. This method first
utilizes FFT technology combined with adaptive dynamic filters to transform global road
feature maps into the frequency spectrum domain. In the frequency domain, the network
learns road features in a novel manner, specifically through frequency domain information
learning that captures critical low-frequency information and essential high-frequency
details. By employing low-pass and high-pass filters with varying kernel sizes, the method
effectively separates low-frequency components from global road information and high-
frequency components from road edge information, allowing for dynamic adjustment of
these features. By enhancing or attenuating frequency components, the method improves
the high-frequency information of road edges while reducing the intra-class variation in
low-frequency information within the road. After performing an inverse Fourier transform
back to the spatial domain and combining it with spatial domain features, the dual features
from the frequency and spatial domains are obtained, enhancing global road information
and reducing intra-class differences, thereby improving model performance. Experimental
results on the HF, MS, and DeepGlobe road datasets show that our model achieves higher
boundary accuracy compared with other deep learning models (such as Unet, D-Linknet,
DeepLab-v3, DCSwin, and SGCN), where 10U reaches 72.54%, 55.35%, and 71.87%, respec-
tively. These results not only validate the effectiveness of our proposed global spatial and
Fourier frequency domain coupled learning strategy but also demonstrate the significant
advantages of this approach in addressing complex road extraction tasks. In particular, the
model effectively reduces fragmentation, especially when roads are affected by shadow
interference or internal variations. Additionally, the ablation experiments further confirm
the critical role of the frequency domain learning module in enhancing the model’s per-
formance, particularly in strengthening road edge information and reducing intra-class
variance. The impact of the Fourier feature blocks on road extraction across different layers
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of the network is also discussed. This study showcases the potential of incorporating
frequency domain information to improve road feature representation and indicates that
this method holds promising prospects for future application in other remote sensing target
extraction tasks. Although the proposed method has shown strong performance across
multiple datasets, there is still room for improvement to enhance the model’s generalization
capability. Future research will focus on exploring more types of feature fusion strategies,
particularly beyond the spatial and frequency domains, to further minimize information
loss and improve the model’s generalization ability and robustness.
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