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Abstract

:

This paper deals with the imaging problem from data collected by means of a microwave photonics-based distributed radar network. The radar network is leveraged on a centralized architecture, which is composed of one central unit (CU) and two transmitting and receiving dual-band remote radar peripherals (RPs), it is capable of collecting monostatic and multistatic phase-coherent data. The imaging is herein formulated as a linear inverse scattering problem and solved in a regularized way through the truncated singular value decomposition inversion scheme. Specifically, two different imaging schemes based on an incoherent fusion of the tomographic images or a fully coherent data processing are herein developed and compared. Experimental tests carried out in a port scenario for imaging both a stationary and a moving target are reported to validate the imaging approach.
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1. Introduction


Multiple-input Multiple-Output (MIMO) radars are an innovative sensing technology that is attracting huge attention among the scientific community and industries [1]. Different from standard monostatic phased-array radars, MIMO radars are based on the transmission of multiple probing signals [2] through different antennas and the simultaneous reception of the backscattered signals with multiple receiving antennas. MIMO radars are grouped in co-located [3] and widely distributed antenna systems [4]. Co-located MIMO systems consist of TX and RX antennas physically located in the same space. MIMO radars with separated antennas, thanks to their geometric diversity, possess more degrees of freedom compared with co-located systems, thus providing enhanced performance in terms of detection, parameter estimation, imaging, clutter and jamming mitigation, etc. [4]. As well known, the range resolution of standard monostatic radars (one TX and one RX co-located antenna) depends on the transmitted signal bandwidth whereas the cross-range resolution is related to the antenna beamwidth [5]. However, monostatic systems can estimate only the radial component of the target velocity from the Doppler shift induced by the relative motion between the target and radar. Conversely, MIMO radar systems, by employing multiple spatially distributed antennas, have several peculiarities; for example, (i) they are more robust with respect to stealthy targets, (ii) allow the obtaining of high resolution images along cross-range coordinates, and (iii) are capable of estimating different targets’ velocity components [3], thus leading to a more accurate reconstruction of the targets’ trajectory and kinematics. Therefore, thanks to these important features, widely distributed systems may be profitably exploited in different security contexts, e.g., automotive applications, infrastructure monitoring, border security, cultural heritage, and environmental monitoring.



MIMO radar networks may be implemented by adopting decentralized or centralized approaches. Decentralized MIMO radars consist of multisite sensors, which operate as independent systems: each radar node acts as a standalone unit, and it performs a local processing on the received signals. The processed information is then transmitted to a central unit (CU), which performs a data fusion procedure [6]. On the other hand, in a centralized MIMO radar paradigm, the whole data processing is carried out at the CU. The centralized processing architecture potentially provides better performance, but at the same time, it requires a high level of time and phase coherence, guaranteed by the CU management [6].



Although many MIMO radar system technologies have been recently investigated, e.g., vector array MIMO radars (or EMVS-MIMO radars) [7], conformal array MIMO radars [8,9], and IRS-aided MIMO radars [10], hereafter, we focus on widely distributed MIMO radar systems currently operating in real scenarios. Indeed, to the best of the authors’ knowledge, only a few spatially distributed multistatic radars have been tested in operative environments [11,12,13,14,15,16,17,18,19,20,21]. For instance, the prototype system named NeXtRAD has been proposed in [11,12,13,14,15,16]. NeXtRAD is an X-band radar network composed of one transmitter (TX) and three receivers (RX) widely distributed antennas operating at a short range of up to 1 km.



The MIRA-CLE MIMO radar system, operating at X- and Ka-bands, was then proposed in [17,18]. In particular, the X-band sensor is composed of 16 TX and 14 RX co-located antennas working at 9.45 GHz with a bandwidth of 1 GHz, while the Ka-band sensor has 8 TX and 16 RX co-located antennas operating at 36.22 GHz with a 400 MHz bandwidth. The maximum range coverage is about 600 m and 150 m for X- and Ka-band systems, respectively.



The Melissa MIMO system, presented in 2013, is a MIMO ground-based SAR system composed of 12 TX and 12 RX separated antennas operating at 13.3 GHz with a maximum coverage of 150 m [19].



A MIMO radar system, for small drone detection purposes, has been recently proposed in [20]. This system is made up of 6 TX and 6 RX co-located antennas operating at a carrier frequency of 3.3 GHz and with 6 km range coverage.



More recently, a new generation of MIMO radars based on microwave photonics (MWP) technology has been introduced [21]. Such a technology exploits optical fibers for distributing optical signals across the radar nodes with negligible additional phase noise [22], thus enabling centralized generation of extremely stable radar signals while guaranteeing phase coherence among them. Compared to RF MIMO systems, MWP MIMO radars can operate simultaneously in multiple frequency bands ensuring insensitivity to electromagnetic interference. Thanks to these peculiar features, MWP is paving the way to the development of innovative widely distributed MIMO radars under a fully centralized processing paradigm. As a matter of fact, in two recent EU-funded projects, i.e., RANGER [23] and ROBORDER [24], two MWP MIMO radar architectures have been proposed in the fields of maritime border security and search-and-rescue (SaR) operations. The photonic MIMO system proposed in [21] is composed of 3 TXs and 3 RXs operating at S- and X-bands and widely separated from each other and connected to a CU via fiber optic links.



In this work, we focus our attention on the distributed photonic radar network, earlier described in [21] and currently operating in the port of Livorno, Italy. Specifically, in this paper, an imaging algorithm based on microwave tomography (MWT) [25,26] is proposed to fully exploit the potentialities of the MWP distributed radar network [21]. Indeed, thanks to its flexibility in handling different measurement configurations and scenarios (e.g., see [26,27,28,29,30,31]), MWT is shown to be an effective processing approach for data collected by distributed MWP radar systems. The proposed imaging technique is here referred to as MIMO microwave tomography (MIMO-MWT). The MIMO-MWT approach is based on the solution of an electromagnetic inverse scattering problem, which is here formulated under the linear Born model [32]. Furthermore, the data inversion is carried out in a regularized way by exploiting the well-known method, truncated singular-value decomposition (TSVD) [33,34]. This method ensures a reliable and stable solution, with respect to the noise, of the inverse scattering problem while providing a smoothed reconstruction of the target [33]. The MIMO-MWT approach is herein validated by processing real data collected during a measurement campaign performed at Livorno harbor, Italy.



This paper is organized as follows. Section 2 describes the MIMO radar system architecture, while Section 3 reports the signal processing methodology based on the MIMO-MWT approach. The experimental validation of the MIMO-MWT imaging approach is reported in Section 4. A final discussion on the achieved results and concluding remarks follow in Section 5.




2. Description of MIMO Radar Systems


The original design of the MIMO radar network architecture was based on a CU and three remoted radar peripherals (RPs), acting as transceivers (i.e., TX/RX) for a total of nine physical channels [21]. The master oscillator at the CU is a mode-locked laser (MLL), whose output spectrum is a coherent optical frequency comb with a frequency spacing of fMLL = 400 MHz. By splitting this optical signal using an arrayed waveguide grating (AWG), it is possible to spatially separate two spectral portions of optical modes for each RP. One of them is employed for the optical-to-electrical (O/E) conversion of the electrical radar waveform distributed to the RPs, whereas the other is used for the electrical-to-optical (E/O) conversion of the received target echoes at the RPs that are sent back to the CU through optical fiber links. This solution allows the system to potentially select any of the best products at frequencies of fRF = k‧fMLL + fIF, where fRF is the carrier radio frequency (RF), fIF is the intermediate frequency (IF), and k is an integer number. In the proposed system, the radar waveform replica at 2.9 and 9.7 GHz, corresponding to k = 7 and k = 24, respectively, where fIF = 100 MHz, are selected by an electrical filter, amplified, and transmitted by the S-band and X-band antennas including front-ends dedicated to each operation band. Further information about signal generation and reception can be found in [21].



However, at present, due to technical field impairments, only two TX/RX radar peripherals are fully operative, as shown in Figure 1. This determines a degradation of the achievable performance due to a global coverage reduction in the monitored area and a limitation of the data angular diversity.



The two radar peripherals RP1 and RP2 are highlighted in green and yellow, respectively, and superimposed on a satellite image of the site, taken from Google Earth. The radar configuration allows covering a common area with some angular diversity with a corresponding bistatic angle of about 40°. More details about the MIMO radar installation on the Livorno harbor site can be found in [21].



The monitored area is modeled as a 3D Cartesian observation space, where a generic point (x, y, and z) denotes the East, North, and Up (ENU) local coordinates referring to the origin, fixed in correspondence to RP1. As already mentioned, each RP is equipped with an S-band and an X-band horn antenna, which are typically deployed in maritime surveillance scenarios. The horn antennas for the two employed carriers are compact, are easily deployable, and are characterized by approximately 20 dBi gain and 18° half-power beamwidth (HPBW) aperture.



The radar network architecture implements a transmission scheme based on time-division multiplexing, described as follows. When RP1 transmits the S-band waveform, RP2 is silent; then, both RPs record the received echoes. Subsequently, RP1 transmits the X-band waveform, and the RPs record the radar echoes. Afterwards, RP2 transmits and the former scheme repeats, in a round-robin fashion, thus leading to an interleaved data stream. This scheme assures that signals associated to different frequency bands and different TX/Rx radar couples, i.e. different channels, do not interfere one to each other. The main operative radar system parameters are summarized in Table 1.




3. Signal Processing Procedure


This section reports the steps and tools used to process the raw radar data in order to provide the final focused image of the target of interest. The overall signal processing procedure is reported in Figure 2, where it is possible to identify a pipeline consisting of two stages: (1) pre-processing and (2) focusing, which is based on the MWT approach, as better detailed in the following subsections.



3.1. Pre-Processing Stage


In the pre-processing stage, the raw data on each of the four radar channels undergo a standard pulse compression, which cross-correlates the received signals with the reference transmitted signal. In this way, it is possible to enhance the range resolution and the signal-to-noise ratio [35]. The resulting data are then transformed into the range–Doppler (RD) domain by the Fast Fourier Transform (FFT) algorithm. This operation, based on the Doppler effect [35], is crucial for discriminating the signal contributions coming from moving and static targets. In this respect, for the sake of clarity, Figure 3 shows an example of an RD map relevant to a field test. As can be seen, the static targets are concentrated at the zero-Doppler frequency; conversely, the signatures of the moving targets are shifted along the Doppler direction with respect to the static targets. Accordingly, the signals—due to static targets—are deleted by filtering out the zero-Doppler frequency components.



After RD processing, the signal components related to the target to be imaged are selected by means of a cropping procedure [36]. The cropping extracts the radar traces associated with the target over each channel, and consequently, it filters out the signal contributions due to other targets and unwanted clutter. Once the target of interest has been selected, the radar data in the fast-time domain (range profiles) are converted into the frequency domain through an FFT. This processing step is necessary because the focusing algorithm, as detailed in the following subsection, acts on frequency domain data.




3.2. MWT Focusing Stage


The inversion strategy, providing a focused image of the scene from the data as coming from the pre-processing stage, is based on the microwave tomographic approach described herein.



Let us refer to the 2D scenario sketched in Figure 4. Here, the two radars RP1 and RP2 probe the investigation domain D where the targets are supposed to be located. We denote with     r   m   t x     and     r   n   r x     the positions of the transmitting and receiving antennas, respectively, that are modeled for simplicity as 2D electric line sources directed along z (TM polarization) and operating in the angular frequency band   Ω =     ω   m i n   ,   ω   m a x      . The indexes (m, n) vary over the set {1, 2}, thus defining the four radar channels, i.e.,


        m = 1 ,   n = 1         monostatic   RP 1                 m = 1 ,   n = 2           bistatic   RP 1 − RP 2       m = 2 ,   n = 1           bistatic   RP 2 − RP 1       m = 2 , n = 2           monostatic   RP 2                    



(1)







A free-space scenario is assumed where the presence of targets in   D   is described by the contrast function   χ   r   =   ε   r t     r   − 1  , where     ε   r t     is the target relative permittivity function at a generic point   r   in   D  . Note that   χ   accounts for the difference between the electromagnetic properties (dielectric permittivity and electrical conductivity) of the targets and those of the free space. The     e   j ω t     time dependence factor is assumed and omitted.



The imaging is formulated by considering a linear model of the electromagnetic scattering based on the Born approximation [32]. For a single radar channel (m, n), i.e.,     r   m   t x     and     r   n   r x     fixed, the measured scattered field     E   s       r   m   t x   ,   r   n   r x   , ω     at the angular frequency   ω ∈ Ω   is related to the unknown contrast function by the linear integral equation:


    E   s       r   m   t x   ,   r   n   r x   , ω   ≈   ∬   D        e   − j k     r   m   t x   − r       e   − j k     r   n   r x   − r              r   m   t x   − r       r   n   r x   − r         χ   r   d r =   L   ( m , n )   χ  



(2)




where     L   ( m , n )   :   L   2     D   →   L   2     Ω     is a linear projection operator mapping   χ   in the data space referring to the channel (m, n).



Due to the compactness of the operator     L   ( m , n )    , the inversion of Equation (2) is an ill-posed problem [33]. Therefore, the application of a regularization scheme is mandatory for achieving a physically meaningful solution in the presence of data affected by noise. To achieve this goal, the TSVD inverse scheme is used in this work. In detail,         σ   p   ,   u   p   ,   v   p       p = 1   ∞     denotes the singular spectrum (the singular spectrum         σ   p   ,   u   p   ,   v   p       p = 1   ∞     varies with the radar channel (m, n), but such a dependence is skipped here to simplify the notation) of the operator     L   m , n    , where     σ   p     is a singular value, and     u   p     and     v   p     are the orthonormal basis functions in the data and unknown spaces, respectively. Then, the TSVD-based regularized solution to the inverse problem in Equation (2) can be written as [33] follows:


      χ  ~    ( m , n )     r   =   ∑  p = 1     P  ¯        〈   E   s       r   m   t x   ,   r   n   r x   , ω   ,     u   p   〉     σ   p          v   p     r    



(3)







In Equation (3),   〈   , 〉   is the inner product in the space of data, and     P  ¯    is the TSVD regularization parameter chosen to ensure a good trade-off in terms of stability and accuracy of the solution. A detailed and exhaustive description of TSVD scheme can be found in [33].



The amplitude of the retrieved complex contrast in Equation (3) defines the tomographic image     I   ( m , n )    , referred to as a tomographic image.



With reference to Figure 2, depending on which channels are considered in the scattering model of Equation (2), one can refer to monostatic focusing if only monostatic data are considered; bistatic focusing if only bistatic contributions are selected; and MIMO focusing if all the four channels are considered simultaneously. In the former cases, an incoherent focusing strategy is adopted, based on the fusion of the tomographic reconstructions obtained for the different channels. For MIMO focusing, instead, a coherent focusing strategy is applied. In the following, both approaches are described in detail.



3.2.1. Incoherent Focusing


Based on TSVD inversion (see Equation (3)), a tomographic image     I   ( m , n )     is produced for each radar channel     m , n    , and so, a set of four tomographic images is obtained (see Equation (1)). Each image is characterized by satisfactory focusing along the (mono-/bi-static) range due to the system bandwidth, but a poor angular resolution arises because only a single TX/RX pair is considered. Furthermore, the target is imaged at the same location on every channel. Accordingly, to gain some angular resolution, an image fusion strategy is implemented based on a pixel-wise multiplication of the images corresponding to each radar channel, i.e.,


    I   i n c h     r   =   ∏  m = 1   2      ∏  n = 1   2      I   ( m , n )         r    



(4)







Note that the multiplicative fusion helps in emphasizing the target response and mitigating unwanted clutter due to the significant sidelobes associated with the target response (e.g., see [37]).



It is worth pointing out that the term “incoherent”, adopted here and in the following, has nothing that relates with the phase coherence of the gathered MIMO signals. In fact, as all four available channels are used, the requirement on the phase coherence still holds true.




3.2.2. Coherent Focusing


The coherent strategy fully exploits the MIMO concept since it aims at producing a focused image of the scene by simultaneously inverting the scattered field data recorded over each radar channel. More specifically, if the TX and RX positions are allowed to vary according to Equation (1), then the integral equation to be inverted can be written as


    E   s       r   m   t x   ,   r   n   r x   , ω   ≈   ∬   D        e   − j k     r   m   t x   − r       e   − j k     r   n   r x   − r              r   m   t x   − r       r   n   r x   − r         χ   r   d r = L χ  



(5)




where   L :   L   2     D   →   L   2       r   m   t x   ×   r   n   r x   × Ω     is the operator mapping the unknown into the data space relevant to all the four radar channels.



The amplitude of the contrast map obtained through the inversion of Equation (5) via TSVD provides the focused tomographic image     I   c h     r    .






4. Experimental Validation


The experimental analysis presented herein aims, from one side, to assess the imaging capability of the MWP radar network currently operating at the Livorno harbor, Italy, and, on the other side, to verify the effectiveness of the MIMO-MWT strategies, described in Section 3, for port monitoring purposes.



The dataset was acquired with the radar configuration previously described in Section 2. Unfortunately, the electronic components related to the X-band channels experienced some malfunctions that corrupted the X-band data. Therefore, only S-band data are considered to validate the data processing approach and compare the MWT focusing strategies. Note that, thanks to the radar network architecture, the issues regarding the X-band data do not affect the S-band data.



The dataset under consideration refers to a measurement campaign carried out on 23 July 2021, and it is composed of eight data frames manually recorded between 11:01:00 AM and 11:03:01 AM local time (see Table 2). Each frame comprises a number of 330 pulses that unadergo range–Doppler (RD) processing, as seen Figure 2. As an example, Figure 5 shows the pre-processed data in the RD domain relevant to Acquisition 1 for each radar channel (RP1-RP1 (a), RP1-RP2 (b), RP2-RP1 (c), and RP2-RP2 (d)). Apparently, in all the channels, the static objects can be easily distinguished from the moving targets. Note that the vertical axis of Figure 5 represents the radial speed, which is the projection of the vector representing the velocity of the target along the radar line of sight. This physical quantity is evaluated by exploiting the mathematical relation between the Doppler frequency,     f   d    , and the radial velocity,     v   r   =      λ   2 π        f   d    .



As regards the static objects, we focus the analysis on the lighthouse located at the end of the curvilinear dam bounding the entrance into the harbor (see Figure 6a). Note that the selection of the lighthouse signal contribution via the cropping procedure has been performed by assuming that (1) the lighthouse is the main scattering static target in the scene; (2) its monostatic and bistatic ranges over the four channels are known a priori; and (3) its Doppler contribution is fully concentrated around the zero-Doppler interval. As for the moving targets, at the time of the measurement campaign, it was possible to monitor the departure of a Grimaldi Lines ferryboat (Cruise Sardegna by Grimaldi Lines; see Figure 6b). This ferryboat regularly leaves the port of Livorno every day during the testing time interval. The Cruise Sardegna Grimaldi ferryboat has a length of 225 m and a width of approximately 31 for a tonnage of 54,310 tons. As shown in Figure 6b, the ship is a passenger ferry, and its daily route is depicted by the white curvilinear trajectory. The ferryboat route was charted by exploiting Google Earth PRO (v. 7.3.6.9796).



Thanks to its huge RCS and the a priori knowledge of its maritime route, this target was easily distinguishable from the other boats, thus representing a key target to be detected.



After the cropping of static or moving targets on the RD map, the related radar traces are selected and Fourier-transformed in the bandwidth [2.85, 2.95] GHz with a step of 85 KHz. Finally, MIMO-MWT data processing is applied by considering a TSVD truncation index     P  ¯    such that singular values lower than 15 dB compared with the maximum one are neglected.



The images in Figure 7 show tomographic images of the static target achieved by processing the data relevant to Acquisition 1. Specifically, Figure 7a,b are the reconstructions in a local Cartesian reference system, while the bottom panels (Figure 7c,d) show the georeferenced reconstructions superimposed on a satellite image of the area. It turns out that both incoherent and coherent MIMO-MWT strategies provide consistent results with a peak in correspondence to the lighthouse’s location. From a careful visual analysis, it can be seen that incoherent imaging results (left panels: Figure 7a,c) are characterized by superior focusing along the azimuth that is achieved through multiplicative image fusion operation. In the following, we tackle the imaging of the moving ship.



Figure 8 shows zoomed-in sections of the RD map around the target of interest. Looking at the images, it emerges that, due to the spatial diversity, the channels are characterized by a different signal-to-noise ratio. Notably, the target signature is composed of multiple scatterers distributed along the range that move away from the sensors with a radial speed of approximately 2.5 m per second. These results are in agreement with the system’s geometric parameters and the well-known route of the ship when it leaves the port. Thanks to these distinctive features, data associated with the moving ship can be easily selected and processed by means of the MIMO-MWT focusing algorithms.



Figure 9 shows the imaging reconstructions for the monostatic (TX1-RX1, Figure 9a, and TX2-RX2, Figure 9d) and bistatic channels (TX1-RX2, Figure 9b, and TX2-RX1, Figure 9c) on the local east–north imaging plane, while the incoherent and coherent MIMO-MWT imaging results are depicted in Figure 9e,f. Owing to the measurement configuration, which causes a different backscattering from the target to the radar peripherals, the imaging results on the various channels look different. This behavior complies with the different target signatures previously observed in the range–Doppler maps of Figure 8. The reconstructions relevant to the single channels highlight that the system has a good range resolution (about 1.5 m) but a limited angular resolution due to the limited number of sensors and the large antenna beamwidth on the horizontal plane. The imaging reconstructions for both the coherent and incoherent approaches yield similar results; the target imaging contrast for the incoherent approach is better, as already shown for the static case.



Finally, we perform a time-varying analysis of the data frames recorded during the ferry’s exit maneuver (see Table 2). Data collection was performed manually by the radar operator non-uniformly across time, thus leading to a non-uniform sampling of the target motion. This implies inhomogeneity in the imaging reconstruction process of the route followed by the target.



We report in Figure 10 and Figure 11 all the georeferenced imaging reconstructions of the moving target for the incoherent and coherent imaging strategies, respectively. Again, the green and yellow dots represent the locations of two radar peripherals.



Both the coherent and incoherent approaches provide quite satisfactory imaging performance. However, coherent processing seems to provide a wider response along the azimuth with respect to the incoherent approach, thus providing a lower accuracy on the exact localization of the target scatterers. In spite of this, the results depicted in Figure 10 and Figure 11 suggest that both imaging approaches provide a good localization of the ferry during its navigation.




5. Discussion and Conclusions


The exploitation of microwave photonics has made feasible the centralized network paradigm for MIMO radars. The processing of raw data at a single central unit implies, in principle, no information loss during data fusion, and this was possible thanks to the inherent phase coherence ensured by the photonics-based approach for signal up- and down-conversion and distribution. Following the validation of a recently developed microwave photonics radar network prototype, we have proposed in this manuscript an advanced data processing approach based on microwave tomography for obtaining a focused image of the scene. Notably, coherent and incoherent focusing strategies have been developed and their preliminary experimental validation on both static and moving targets has been provided in a port environment.



Moreover, a multi-temporal analysis based on the imaging of multiple data frames referring to a Grimaldi Lines ferryboat has been conducted. The aim of the multi-temporal analysis was to assess the localization capabilities of the tomographic imaging algorithm. The target positions achieved through the imaging process have been compared with the nominal route typically taken by the ferryboat.



The encouraging achieved results motivate several future activities mainly devoted to overcoming the technical issues experienced regarding the use of the third radar peripheral as well as the X-band channels. The possibility of exploiting more channels operating at different frequency ranges will be investigated in order to ensure better coverage of the area under test and, at the same time, to take advantage of improved angular diversity and frequency diversity. Angular and frequency diversity, indeed, allow us to collect an increased amount of useful data, thus improving radar imaging capabilities. Therefore, improvements in the overall performance of photonic MIMO radar systems in terms of target localization and tracking can be expected following improvements of their hardware technology. Furthermore, we would like to note that the data frames were manually recorded by human operators; this could introduce delays and human errors in data collection. Accordingly, a possible future activity will rely on the development of an automatic procedure, capable of collecting multi-temporal data at constant intervals. These system improvements will open the possibility of developing innovative localization and tracking algorithms, thus allowing photonic MIMO radar technology to present itself as an effective solution in the context of maritime security.
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Figure 1. Radar network configuration at Livorno harbor, Italy. RP1 and RP2 indicate the locations of the active radar peripherals. The green and yellow triangles represent, approximately, the antenna viewing angles. 
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Figure 2. Block diagram of the signal processing pipeline. 
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Figure 3. A range–Doppler map related to an experimental test. The white and red ellipses show the contributions from static and moving targets, respectively. 
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Figure 4. Geometry of the radar imaging problem. 
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Figure 5. RD maps (normalized amplitude in dB) for each radar channel and Acquisition 1: RP1-RP1 (a), RP1-RP2 (b), RP2-RP1 (c), RP2-RP2 (d). 
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Figure 6. Pictures of the target under test: picture of the lighthouse representing the main scattering static object in the observed scene (a); picture of the Cruise Sardegna ferry and its daily route in the harbor represented by the white line (source: Google Earth) (b). 






Figure 6. Pictures of the target under test: picture of the lighthouse representing the main scattering static object in the observed scene (a); picture of the Cruise Sardegna ferry and its daily route in the harbor represented by the white line (source: Google Earth) (b).



[image: Remotesensing 16 03940 g006]







[image: Remotesensing 16 03940 g007] 





Figure 7. Tomographic reconstructions of the static target for Acquisition 1 in a local coordinate system (a,b) against a heat colormap scale with a [−3, 0] dB range. Reconstructions in a geographic coordinate system against a jet colormap scale with a [−3, 0] dB range (c,d). MIMO-MWT imaging results achieved through the MIMO-MWT-incoherent approach (left panel (a,c)) and MIMO-MWT-coherent approach (right panel (b,d)). The green and yellow dots represent the locations of the radar nodes RP1 and RP2, while the red circle denotes the location of the lighthouse. 
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Figure 8. Zoomed-in sections of the RD map (normalized amplitude in dB) for each radar channel and Acquisition 1: RP1-RP1 (a), RP1-RP2 (b), RP2-RP1 (c), RP2-RP2 (d). 
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Figure 9. Imaging reconstruction by MIMO-MWT shown in a local coordinate system against a heat colormap scale with a [−3, 0] db range: channel TX1-RX1 (a); channel TX1-RX2 (b); channel TX2-RX1 (c); channel TX2-RX2 (d); MIMO incoherent imaging (e); MIMO coherent imaging (f). 
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Figure 10. Georeferenced tomographic imaging reconstructions of the moving target for Acquisition frames 1–8 (a–h). These images were obtained using the MIMO-MWT-incoherent approach. 
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Figure 11. Georeferenced tomographic imaging reconstructions of the moving target for Acquisition frames 1–8 (a–h). These images were obtained using the MIMO-MWT coherent approach. 
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Table 1. Radar Network System Parameters.
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	Parameter
	Description/Value





	RP1
	Latitude

Longitude

Altitude
	43°33′12.24″N

10°17′51.89″E

5 m



	RP2
	Latitude

Longitude

Altitude
	43°33′12.24″N

10°17′51.89″E

5 m



	
	Waveform
	Linear-frequency-modulated chirp



	
	Pulse duration
	2 µs



	
	S-band carrier frequency
	2.9 GHz



	
	X-band carrier frequency
	9.7 GHz



	
	Operative bandwidth
	100 MHz



	
	Pulse repetition frequency
	20 kHz



	
	Sampling frequency
	400 MHz



	
	No. of TXs/RXs (channels)
	2 × 2 (2 monostatic, 2 bistatic)










 





Table 2. Data Frame Acquisition.
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	Acquisition No.
	Local Time





	1
	11:01:00 AM



	2
	11:01:34 AM



	3
	11:01:45 AM



	4
	11:01:52 AM



	5
	11:01:58 AM



	6
	11:02:05 AM



	7
	11:02:55 AM



	8
	11:03:01 AM
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