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The following Supporting Information is available for this manuscript: 

1. Introduction to the four variable selection methods

The GA is a computational model that simulates the biological evolution process of natural selection and genetics
of Darwin's theory of biological evolution, which is a method of searching for the optimal solution by simulating the 
natural evolution process, and is characterized by the ability of stochastic global optimization search [1]. REF is a feature 
selection method that selects the optimal subset of features by iteratively training the model and eliminating features of 
unimportant variables [2]. STEP is the construction of a model by incrementally adding or deleting features to find the 
optimal subset of features, and the main goal of the method is to minimize the model's error or evaluation metrics while 
avoiding overfitting [3]. LASSO obtains a more refined model by constructing a penalty function that makes it compress 
some coefficients while setting some coefficients to zero, thus retaining the advantage of subset shrinkage as a form of 
biased estimation for dealing with data with complex covariance [4]. 

2. Introduction to four machine learning methods

The XGboost is to integrate many tree models together to form a very strong classifier, which can effectively avoid
over-fitting by introducing the number of subtrees and the value of subtree leaf nodes, etc. in the loss function, which 
fully takes into account the regularization problem [5]. RF is a non-parametric machine learning algorithm that uses 
multiple decision trees to train samples and integrate predictions, it averages the predicted values of multiple decision 
trees and integrates them when dealing with regression prediction problems, compared to decision tree algorithms, 
random forests are more resistant to interference and have a stronger ability to generalize the model [6]. KNN finds out 
the K training samples in the training set closest to it based on the distance metric, and the average of the real-valued 
output labels of these K samples is used as the prediction result [7]. SVM deals with regression problems by minimizing 
the prediction error and maximizing the classification interval [2]. 

3. Figures and tables necessary to supplement the manuscript

Table S1. Descriptive statistics of species diversity in ground survey sample plots from 2005-2021. 

Year Number of sample plots Min Max Average SD CV 

2005 81 4.1  15.3  8.64  3.02  34.92  

2006 143 5.0  21.9  10.16  3.28  32.23  

2009 151 4.3  19.3  10.85  3.41  31.43  

2010 176 5.0  24.1  12.03  3.68  30.62  
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2011 180 4.3  22.1  11.11  3.49  31.43  

2013 193 3.4  23.5  10.61  3.58  33.72  

2014 161 3.7  24.0  10.34  3.31  31.99  

2015 196 3.3  18.3  10.62  2.97  28.00  

2016 194 3.3  24.0  10.87  3.46  31.85  

2017 190 3.4  19.6  9.86  3.31  33.54  

2018 174 3.7  17.7  9.10  3.15  34.64  

2021 297 3.0  18.0  9.07  3.32  36.59  

2005 ~ 2021 2136 3.0  24.1  10.27  3.33  32.58  

Table S2. Calculation formula of vegetation index. 

Vegetation index Calculation formula References 

Normalized Difference Vegetation Index (NDVI) 
NIR RedNDVI
NIR Red

−=
+

[8] 

Green Normalized Vegetation Index (GNDVI) 
NIR Green

GNDVI =
NIR Green

−

+
[9] 

Kernel Normalized Difference Vegetation Index 

(KNDVI) 
( )( )2

KNDVI = tanh NDVI [10] 

Enhanced Vegetation Index (EVI) 
2.5(ΝΙR Red)EVI

ΝΙR 6.0Red 7.5Blue +1
−=

+ −
[11]

Ratio Vegetation Index (RVI) 
NIR

RVI
Re d

= [11]

Soil-adjusted Vegetation Index (SAVI) 
(1 L)(NIR Re d)SAVI

NIR Re d L
+ −=

+ +
[12]

Note: ΝΙR  for near-infrared bands; Red  for red bands; Blue  for blue bands; Green  for green bands; L for the soil adjustment 

factor, L = 0.5. 

Table S3. Grading of trends of species diversity changes. 

Slope Z value Trends of change 

≥ 0.0005 ≥ 1.96 significant increase 

≥ 0.0005 -1.96 ~ 1.96 slight increase 

-0.0005 ~ 0.0005 -1.96 ~ 1.96 stable 

< -0.0005 -1.96 ~ 1.96 slight decrease 

< -0.0005 < -1.96 Significant decrease 

Figure S1. Optimal model training set and test set fitting. 
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Figure S2. Spatial distribution of grassland species diversity in the Three River Headwaters Region during 2000 ~ 2021. 
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