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Abstract: Estimating the 6D pose of a space target is an intricate task due to factors such as occlu-
sions, changes in visual appearance, and background clutter. Accurate pose determination requires
robust algorithms capable of handling these complexities while maintaining reliability under various
environmental conditions. Conventional pose estimation for space targets unfolds in two stages:
establishing 2D–3D correspondences using keypoint detection networks and 3D models, followed by
pose estimation via the perspective-n-point algorithm. The accuracy of this process hinges critically
on the initial keypoint detection, which is currently limited by predominantly singular-scale detection
techniques and fails to exploit sufficient information. To tackle the aforementioned challenges, we
propose an adaptive dual-stream aggregation network (ADSAN), which enables the learning of finer
local representations and the acquisition of abundant spatial and semantic information by merg-
ing features from both inter-layer and intra-layer perspectives through a multi-grained approach,
consolidating features within individual layers and amplifying the interaction of distinct resolution
features between layers. Furthermore, our ADSAN implements the selective keypoint focus module
(SKFM) algorithm to alleviate problems caused by partial occlusions and viewpoint alterations.
This mechanism places greater emphasis on the most challenging keypoints, ensuring the network
prioritizes and optimizes its learning around these critical points. Benefiting from the finer and more
robust information of space objects extracted by the ADSAN and SKFM, our method surpasses the
SOTA method PoET (5.8◦, 8.1◦ / 0.0351%, 0.0744%) by 0.5◦, 0.9◦, and 0.0084%, 0.0354%, achieving
5.3◦, 7.2◦ in rotation angle errors and 0.0267%, 0.0390% in normalized translation errors on the Speed
and SwissCube datasets, respectively.

Keywords: 6D pose estimation; space target; keypoint detection

1. Introduction

With increasing activity in space operations, the task of 6D pose estimation for space
targets has become a major area of interest. By obtaining the three-dimensional translation
and rotation of space targets relative to the camera coordinate system, their physical state
can be better monitored [1], and subsequent trajectories can be predicted. Therefore,
accurate and efficient 6D pose estimation of space targets is of strategic significance for the
increasingly complex demands of space missions, such as space defense, space observation,
satellite docking, satellite capture, and other tasks.

Benefiting from the rapid development of deep learning, the most effective method
for 6D pose estimation of space targets currently uses a two-step strategy: first, using a
keypoint detection network, followed by pose recovery. However, most methods rely on
single-grained feature extraction techniques, which extract feature information of space
targets at a single scale. Single-scale techniques, while computationally efficient, lack
the ability to capture both fine and large-scale object details, reducing detection accuracy
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in complex environments. As illustrated in Figure 1, the challenges of occlusions, scale
variation, and viewpoint changes present major obstacles to accurate pose estimation. In
such environments, single-grained features struggle to effectively capture all necessary
details, directly leading to imprecise keypoint localization. For example, for distant or
truncated targets, single-grained features may fail to provide enough distinctiveness,
making keypoint detection unreliable. Additionally, when faced with targets of different
sizes and shapes, single-grained features also struggle to adapt, thereby reducing the overall
accuracy and robustness of pose estimation. Chen et al. [2] improved the performance of
the keypoint detection network by enhancing the high-resolution network (HRNet) [3] to
predict more accurate keypoint positions, thus recovering more precise pose information.
Although this layer-wise fusion-based method repeatedly enhances inter-layer features to
obtain high-resolution features, these features are still coarse-grained and contain limited
information. Alternatively, a few works address only features within layers, which also
have significant limitations. Moreover, due to issues of truncation and viewpoint changes,
the challenging keypoint detection strategy initially used by the keypoint detection network
is no longer applicable, and these challenging keypoints require a more robust algorithm
for effective handling.

（a） （b）

Figure 1. The challenges faced in pose estimation of space targets. (a) Scale variation: large-scale
space targets can occupy thousands of pixels in an image, while small-scale space targets may cover
only a few tens of pixels. (b) Viewpoint changes and truncation: viewpoint changes often lead to
some points becoming invisible, such as the red points in the image, while truncation results in
missing points.

To improve the detection accuracy of keypoints in space target data and thus achieve
more accurate pose estimation, we propose an adaptive dual-stream aggregation network
(ADSAN). This is a multi-grained keypoint detection framework that combines inter-layer
fusion and intra-layer aggregation, breaking the limitations of traditional single-grained
keypoint detection networks. The network employs an inter-layer fusion strategy to sample
and fuse feature maps of different resolutions, ensuring that each layer’s feature map shares
information from other layers so that the final output features contain global information
from different dimensions. At the same time, our ADSAN divides features within each
layer into finer and smaller features, continuously aggregating these fine-grained features
within the layer to ensure that each layer’s output features contain rich local information.
Finally, the output features containing rich global and local information are used to detect
keypoints. By combining inter-layer fusion and intra-layer aggregation, this network
extracts more informative features to avoid the limitations of single-grained detection,
thereby improving the accuracy and robustness of keypoint detection. In addition, we
propose a selective keypoint focus module, which first calculates the mean square error
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loss of each keypoint, and then sets a threshold manually to retain keypoints with a
loss greater than the threshold and discard the rest, iteratively calculating the overall
loss. By dynamically selecting the number of keypoints in this manner and retaining
occluded or invisible points, the network’s ability to detect challenging keypoints can be
further improved.

The contributions of this work can be summarized as follows:

(1) Unlike previous single-grained keypoint detection networks, we design a multi-
grained dual-stream aggregation network that fully integrates inter-layer features and
intra-layer features to obtain richer keypoint detection features.

(2) We propose a selective keypoint focus module, which addresses the problem of
challenging keypoint detection in space target data by dynamically selecting keypoints
that are hard to detect and improves the robustness of detection.

(3) We demonstrate the significant performance improvements of our approach compared
to the state-of-the-art approaches on the Speed and SwissCube datasets.

2. Related Works
2.1. Six-Dimensional Pose Estimation

Methods for estimating 6D poses often require pre-processing, such as detection [4–6]
or segmentation [7,8] for space targets, to eliminate background interference. For instance,
Huo et al. [9] applied a Tiny-YOLOv3-based [10] architecture with a detection subnetwork.
Huan et al. [11] utilized a cascade Mask R-CNN with HRNet as the backbone to extract the
masks of specific satellite objects. Lotti et al. [12], on the other hand, used a single-stage
detector with a Swin Transformer [13] as the backbone and an additional discriminator head
present during training, achieving a further boost in performance. After the detection stage,
methods can be further divided into template-based, voting-based, correspondence-based,
regression-based, and reconstruction-based approaches. Template-based methods select
the most similar template from pre-labeled templates and use its pose as the estimation
for the current object. For example, Hinterstoisser et al. [14] compared gradient informa-
tion between observed RGB images and template RGB images to find the most similar
template and used its corresponding pose as the estimation. Voting-based methods [15]
generate multiple pose predictions, which are then refined and selected to obtain the final
pose. Correspondence-based methods establish correspondences between feature points
in the observed data and those in a reference model and then use these correspondences
to compute the transformation that aligns the model with the observations. Lin et al. [16]
proposed AG-Pose to establish robust keypoint-level correspondences for unseen instances.
Regression-based methods [17] learn a direct mapping from raw sensor input, such as
images or depth maps, to the pose parameters using machine learning techniques, often
requiring large annotated datasets for training. Reconstruction-based [18,19] methods first
reconstruct the scene or the object from sensor data and then infer the pose by aligning
this reconstruction with a known model or by analyzing the reconstructed geometry di-
rectly. Antoine et al. [20] introduced an innovative domain generalization method for 6D
pose estimation by utilizing Neural Radiance Field (NeRF)-based [21] image synthesis to
enrich the diversity of datasets, leading to significant improvements in spacecraft pose
estimation models. Recently, works utilizing foundation models like diffusion [22] have
shown promise. Wang et al. [23] proposed aggregating diffusion features with different
granularities, greatly improving the generalizability of object pose estimation. However,
space objects often lack distinct textures and are subject to harsher conditions, such as
extreme lighting changes, background interference (e.g., Earth or stars), and severe occlu-
sions, which are less common in ground-based pose estimation tasks, making it difficult
for the above methods to be applied directly.

The most commonly used method for pose estimation of space targets is based on
corresponding points. The standard framework involves establishing a correspondence be-
tween 3D and 2D data, followed by using a perspective-n-point (PnP) solver to recover the
object’s pose [24–27]. Previous methods mainly relied on manually crafting features [28–30],
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but they often produced low-quality outputs under challenging conditions. Therefore, re-
cent methods use neural networks to form 2D–3D matching relationships. These networks
are typically trained to predict the image location of the corners of the 3D object bounding
box, either in a single global manner [31–34] or by aggregating multiple local predictions to
improve robustness to occlusions [35–40]. Xiang et al. [34] presented the PoseCNN model
for object pose estimation, which is divided into two branches for pose estimation. A Con-
volutional Neural Network (CNN) architecture based on the AlexNet network [41] was
used in non-cooperative spacecraft to solve classification problems and return the relative
pose of the space target associated with each image [42]. Sun et al. [43] combined deep
learning and geometric optimization to propose a milestone regression model [2] based on
HRNet. Harvard et al. [44] used CNN-based keypoints and visibility maps to determine
the pose of the target spacecraft. Real-Time Structure from Motion (RTSfM) [45] involves a
robust tracking approach, where the relative pose and its scale are estimated separately and
then jointly optimized by considering PnP and epipolar constraints. However, the above
methods, such as PoseCNN, still struggle when keypoints are occluded by the spacecraft’s
own structure, leading to significant errors in pose recovery. In contrast, the ADSAN’s
selective focus on occluded keypoints allows for more accurate pose estimation under
these conditions.

2.2. Keypoint Detection

The keypoint detection network serves as a prerequisite in the pose estimation task,
and its performance determines whether the final pose is accurate. Especially when
the coordinates of 3D keypoints have been determined, detecting accurate 2D keypoints
becomes the core of the whole pose estimation network. Traditional keypoint detection
methods involved the use of hand-crafted features [28,46,47] designed to be invariant to
changes in image scale, rotation, and lighting. While these approaches were successful in
many applications, they were limited due to their reliance on manually engineered features.

To address these limitations, deep learning-based keypoint detection methods have
emerged in recent years. These methods usually require a large amount of labeled data
to train the network, but they have higher scalability and better performance. They use
CNNs or Transformers to learn features directly from images, enabling end-to-end training
for keypoint detection tasks [48–56]. There are two mainstream methods: regressing the
locations of keypoints [57–60] and estimating keypoint heatmaps [61–63], and then selecting
the location with the highest heat value as the keypoint. The former method directly takes
the coordinates of keypoints as the target that the network needs to return. In this case, the
direct position information of each coordinate point can be obtained directly. In the latter
method, each type of coordinate is represented by a probability map, and a probability
is assigned to each pixel position in the picture, indicating the probability that the point
belongs to the keypoints of the corresponding category. The probability of the nearest pixel
is closer to 1, and the probability of the pixel farther away from the keypoints is closer to 0.
Specifically, it can be simulated using corresponding functions, such as two-dimensional
Gaussian. Despite the progress in keypoint detection using deep learning, there are still
some challenges that need to be addressed. One of the main challenges is robustness to
changes in image scale, rotation, and illumination. Another challenge is the ability to detect
keypoints in cluttered or occluded scenes, where keypoints might be partially or fully
occluded. Addressing these challenges requires the development of more powerful and
discriminative feature representations, as well as the use of more sophisticated training
and inference strategies that can handle variations in the input data.

Our focus is on the keypoint detection task for space target images, which involves
numerous interfering factors, such as background noise, truncation, and viewpoint changes.
In such complex scenarios, it is essential to extract more informative features to provide
the keypoint detection network with richer information. Therefore, we propose a dual-
stream aggregation network architecture. This network effectively integrates features of
different scales between layers and finer features within layers, acquiring both global and
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local information, and it resolves interference issues in space target images through rich
dual information.

3. Materials and Methods
3.1. Overview

In this section, we illustrate the general pipeline of our method for pose estimation
of space targets. As shown in Figure 2, our pose estimator first uses an object detection
network to locate the space target. The keypoint detection network then predicts and
positions the keypoints on the target. Finally, the detected 2D keypoints are matched with
3D model keypoints, and the pose information is recovered using the PnP solver.
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Figure 2. The structure of the proposed adaptive dual-stream aggregation network. The ADSAN first
performs object detection to locate the position of the space target and detects 2D keypoints. Then,
the 3D keypoints pre-matched with the 2D keypoints are input together into the PnP solver to recover
the true pose of the space object. To obtain rich feature information, the keypoint detection network
adopts a dual-stream aggregation method, repeatedly fusing features between layers and within
layers to extract more comprehensive global features and finer local features for keypoint prediction.
ILF stands for intra-layer fusion. Additionally, an SKFM is employed to further improve keypoint
detection performance.

Object Detection. Due to the complex space environment, space target images often
suffer from Earth background interference and lighting effects, as shown in Figure 3. These
conditions can disturb keypoint detection networks, leading to a decrease in performance.
Therefore, it is necessary to perform object detection on space target images, locate the
specific positions of the space targets, and eliminate irrelevant background and lighting
interference. We employ advanced single-stage object detection methods to detect and
locate space targets.

Keypoint Detection. We then proceed with keypoint detection on noise-free data. We
primarily utilize the ADSAN to predict accurate keypoints, and this network is detailed
in Section 3.2. Our ADSAN performs sample fusion between feature maps of different
resolutions across layers, enabling each layer’s feature map to share information from other
layers. Within each layer, features are further divided into finer, smaller features, which
continuously aggregate within the layer. This process ensures that each layer’s output
features contain rich local and detailed information. Additionally, the selective keypoint
focus module (SKFM) module dynamically selects and retains keypoints with the highest
losses while discarding the rest, allowing the network to focus more on these high-loss
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truncation and occlusion points, leading to more reliable keypoint detection. We further
explain the specific algorithm of the SKFM in Section 3.3.

Figure 3. The issues of background interference and lighting effects in space target images.

Pose Estimation. The keypoint detection network outputs the 2D keypoint positions
on space target images, inherently correlating with the predefined coordinates on the 3D
models of space targets. By utilizing these 2D–3D correspondences as input to the non-
differentiable PnP algorithm, the pose information of the space targets, encompassing both
translation and rotation, can be accurately determined.

3.2. Adaptive Dual-Stream Aggregation Network

As depicted in Figure 4, single-grained feature fusion has limitations in both inter-layer
and intra-layer contexts. Our proposed ADSAN enhances feature extraction by performing
both inter-layer and intra-layer fusion to generate more robust information features. Inter-
layer fusion combines feature maps from different layers, integrating information across
multiple scales to capture a broader context. This fusion helps in gathering coarse, global
features necessary for understanding the overall structure. Intra-layer fusion, on the other
hand, aggregates finer details within each layer, focusing on spatially informed features that
capture local information. By combining these two fusion types, the ADSAN incorporates
both rich global and local information, enabling more precise keypoint detection. This dual
approach allows the network to leverage complementary information from different scales,
addressing the limitations of single-grained fusion methods that often miss critical details
in complex environments.

Inter-layer Fusion Module. The inter-layer fusion module in the ADSAN is inspired
by the skip connection mechanism in the ResNet architecture [64], which facilitates in-
formation fusion by adding the input directly to the output of each feature layer. Given
input features x, the network learns a mapping H(x) through multiple layers. By setting
the residual function as F(x) = H(x)− x, the network reformulates the original mapping
as F(x) + x. This structure allows the network to learn residuals F(x) more effectively
while maintaining the input x across layers. Through this design, the ADSAN effectively
combines features across layers without altering the overall objective.

Intra-layer Aggregation Module. The intra-layer aggregation module divides the
features of each layer more finely and then aggregates these finer features to obtain finer
local features. Specifically, the intra-layer aggregation module divides the features into mul-
tiple parts, represented as f m(m = 1, 2, 3, 4, . . . ), which then pass through the convolution
layer with a convolution kernel size of 1. The features output from the 1 × 1 convolutional
layer are also sent to the 3 × 3 convolutional layer and then added to the output of the
latter feature 1 × 1 convolutional layer. Finally, the final output of each finer feature f m is
connected and passed through another 1 × 1 convolutional layer to obtain the output of the
intra-layer aggregation module.

On each finer feature branch, the intra-layer aggregation module receives the features
output by the convolutional layer from the previous finer feature branch (except for the first
branch) and then continuously refines these features through 3 × 3 convolution; the refined
features are sent to the next finer feature branch. Through this dense fusion method, the
small receptive field in finer features is completely fused, thereby expanding the receptive



Remote Sens. 2024, 16, 4138 7 of 19

field, generating more accurate and finer local features, and retaining richer spatial features.
At the same time, the densely connected structure provides sufficient gradients during
training, which better supervises low-level features and ensures the normal progress
of training.

Intra-Layer

Fusion
Intra-Layer

Fusion

（a）Single-grained inter-layer fusion structure （b）Single-grained intra-layer fusion structure

（c）Granularity-fused dual stream aggregation structure
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Figure 4. Comparison of single-grained fusion structure and multi-grained fusion structure. The
single-grained fusion structure includes the inter-layer fusion structure and the intra-layer fusion
structure. These two single-grained structures obtain single features and contain limited information.
The granularity-fused dual-stream aggregation structure fuses inter-layer features and intra-layer
features, and the acquired feature information is more abundant.

3.3. Selective Keypoint Focus Module

When performing keypoint detection on space targets, the following problems exist:
(1) Some keypoints are invisible due to different viewing angles; and (2) due to the presence
of truncation phenomena, information for some keypoints is blocked, resulting in poor
feature learning. Keypoints that are difficult to detect are called “challenging keypoints”,
as indicated by the red dots in Figure 5. These challenging keypoints are often important
factors that are difficult to learn in keypoint detection networks and are also the main
reason for poor network performance, so it is necessary to focus on challenging keypoint
detection. In real-world scenarios, like a satellite partially occluded by its own solar panels,
focusing on hard-to-detect keypoints allows the model to maintain pose accuracy even
when large parts of the object are not visible. In order to help the network learn better
features and pay more attention to the challenging keypoints, we introduce a selective
keypoint focus module in the dual-stream aggregation network.

In the training phase of the keypoint detection network, the model classifies high-
confidence keypoints as positive-sample keypoints and low-confidence keypoints as negative-
sample keypoints. These positive-sample and negative-sample keypoints can be repre-
sented by a loss function. “Challenging keypoints” can be classified as negative-sample
keypoints because they are difficult to detect and have a large loss. The selective keypoint
focus module makes the network pay more attention to these negative-sample keypoints
by strengthening their training. In the experiments, we select 11 keypoints in the Speed
dataset and 8 keypoints in the SwissCube dataset, including all vertices of the space target
itself. The network typically computes an overall loss for all keypoints. However, after
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introducing the SKFM, the network is forced to pay more attention to the keypoints with
the largest loss during the training process, thereby improving detection accuracy. The
specific process of the algorithm involves generating the most likely keypoints based on the
initial MSE loss and then performing negative-sample keypoint mining on the generated
keypoints. The original method calculated the loss of all keypoints and incorporated them
into the overall loss. However, the SKFM sets a loss threshold and includes only those
keypoints whose loss is greater than the threshold in the overall loss while discarding
the other keypoints, as shown in Figure 5. Through this operation, different numbers
of keypoints are dynamically retained in each image, and these keypoints are the most
challenging negative-sample keypoints for the network to detect. Therefore, the overall
performance of the network is improved. The loss function of the space target keypoint
detection network is as follows:

Loverall =
N

∑
n=1

|ygt − ypre|, N =
11

∑
k=1

(
L(k)

MSE > δ
)

, (1)

where ygt, ypre, n, N, and δ represent the real coordinate values of the keypoints of the space
target, the coordinate values predicted by the keypoint detection network, the number of
keypoints, the number of negative-sample keypoints, and the MSE loss threshold, respectively.

（a）
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Figure 5. Comparison between traditional mining strategy and the SKFM. (a) The traditional mining
strategy focuses on all selected fixed-number points (the circle contains both blue and red points).
(b) The SKFM focuses on invisible or truncation points (the circle contains only red points) and
reduces attention to other points (the circle does not contain blue points).

4. Results
4.1. Experimental Settings

Dataset. Our dual-stream aggregation pose estimator was evaluated on the Speed [65],
SwissCube [66], and Speed-noise datasets.

The Speed dataset contains a total of 15,303 images, including 305 real images and
14,998 synthetic images. The synthetic ones were created using camera emulator software,
with half of them incorporating random Earth images as backgrounds to generate photo-
realistic images. The synthetic images are divided into 12,000 training images and 2998 test
images, of which the test images and real images have no ground truth; only the training
images have the true values of the keypoints and the true values of the poses. So, in the
subsequent experiments, we randomly divided the training images into a training set, a
validation set, and a test set in a ratio of 9:1:2, with the validation set used to tune the
hyperparameters and prevent overfitting during training. The size of the images in the
Speed dataset is 1920 × 1200.

The SwissCube dataset is used to evaluate 6D pose estimation algorithms for space
targets in a wide depth range. The images were created by rendering a highly realistic
3D model of a satellite in a space environment, using accurate material properties and
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realistic illumination from the Sun, Earth, and surrounding star fields. This dataset com-
prises 500 scenes, each containing a sequence of 100 frames, totaling 50,000 images. From
these images, 40,000 were extracted from 400 scenes for training, while the remaining
10,000 images were taken from 100 scenes for testing purposes.

To further test the model’s performance and robustness under real noisy scenarios,
we modified the Speed dataset to create its noisy variant, named the Speed-noise dataset,
by adding Gaussian noise with a mean of 0 and a variance of 0.00001, along with motion
blur parameterized with a degree of blur of 10 and an angle of blur of 5. The ground-truth
keypoints remained consistent with the original positions, ensuring that the comparison
between the predicted and actual keypoints remained valid, as the physical keypoint
locations on the objects do not change; only the image quality does. The noisy version of
the Speed dataset provided a significant challenge for the inference resistance tests.

Implementation Details. In our experiments, unless otherwise specified, we always
used ResNet-50 as the backbone network with a four-stage encoder. These experiments
were all carried out on a single RTX TITAN, using the Adam optimizer with a weight
decay of 0.00001, and the batch size for training on the GPU was 16. The learning rate
started at 5 × 10−4 and was multiplied by 0.1 at each decay step. During our training and
inference processes, we re-scaled the Speed images to 160 × 240 and the SwissCube images
to 256× 256. The loss threshold of the SKFM was empirically set to 50 due to the observation
that both the Speed dataset and the SwissCube dataset exhibited “challenging keypoint”
loss values consistently above 100, while the loss for the other keypoints remained around
10, as shown in Figure 5. Such a loss value gap allowed us to choose a median value of
50 for a rather good separation between the normal keypoints and “challenging keypoints”.
Across both datasets, we conducted a total of 76,800 iterations, adjusting the learning rate
at the 19,200th iteration. During the testing phase, we adopted a batch size of 32.

Evaluation Metrics. The accuracy of pose estimation was evaluated by calculating
the magnitude of the object rotation angle ER and translation error ET in the prediction
space. In the fields of aerospace and aviation, quaternions are widely used to represent
these two metrics. They typically consist of four components:

q = q0 + iq1 + jq2 + kq3, (2)

where i, j, and k represent three imaginary units, respectively. In the formula, q0, q1, q2, and
q3 satisfy the constraint condition q2

0 + q2
1 + q2

2 + q2
3 = 1. The basic mathematical equation

for a quaternion is given as follows:

q = cos(θ/2) + i(x · sin(θ/2)) + j(y · sin(θ/2)) + k(z · sin(θ/2)), (3)

where (x, y, z) represents the rotation axis and θ represents the angle of rotation about the
rotation axis. Specifically, q∗, q, t∗, t, | · |, < · >, | · |2 and m represent the real label of the
quaternion of the target image, the predicted label of the quaternion, the real label of the
translation vector of the target image, the predicted value of the translation vector, the
absolute value, the dot product, the 2-norm, and the m-th space target image, respectively.
The rotation angle error E(m)

R and translation vector error E(m)
T of the estimated rotation

angle of the m-th space target image are formulated as

E(m)
R = 2 · arccos(| < q(m), q∗(m) > |), E(m)

T =
|t∗(m) − t(m)|2

|t∗
(m)

|2
. (4)

The overall rotation angle error and translation vector error are computed separately
as the average of the rotation angle errors and the average of the translation errors across
all images, defined as follows:

ER =
1
M

M

∑
m=1

E(m)
R , ET =

1
M

M

∑
m=1

E(m)
T , (5)
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where M represents the number of space target images.
In addition, we used ADI − 0.1d as an evaluation metric, which encodes the percentage

of samples with 3D pose errors less than 10% of the object’s diameter. Its definition is
as follows:

ADI − 0.1d =
1
N

N

∑
n=1

ψ(errn < 0.1d) (6)

where N is the number of samples, errn is the 3D pose error of the n-th sample, d represents
the diameter of the target object, and ψ is the indicator function that returns 1 if the
condition inside the parentheses is true and 0 otherwise.

4.2. Comparison with State-of-the-Art Methods

We compared our method with other state-of-the-art pose estimators on the Speed
and SwissCube datasets. Additionally, since the main network of our pose estimator
is a keypoint detection network, which can also be a standalone task in computer vi-
sion, we compared our keypoint detection method with other state-of-the-art keypoint
detection methods and integrated them into our PnP algorithm for comparison in pose
estimation tasks.

We divided the comparison methods into three categories: keypoint detection methods
based on heatmaps, combined with our PnP algorithm for space target pose estimation;
keypoint detection methods based on regression, combined with our PnP algorithm for
space target pose estimation; and other 6D pose estimation methods for space target pose
estimation. We present the results on the Speed and SwissCube test sets in Table 1. It can be
observed that our method incorporated more parameters, primarily due to the dual-stream
aggregation and SKFM, with enhance feature representations in challenging scenarios
where keypoints may be occluded or truncated. Despite having more parameters, the
GFLOPs (Giga Floating-Point Operations per Second) of our method remained competitive
with those of other approaches and achieved comparable performance due to the efficient
operations and overall architecture of our proposed approach. For example, compared to
the PoET network on the Speed dataset, our pose estimator was significantly better, with
a reduction of 0.5° (5.8° vs. 5.3°) in the rotation error and 0.0084% (0.0351% vs. 0.0267%)
in the translation error. Moreover, our keypoint detection network also outperformed all
other methods. Compared to keypoint detection methods based on heatmaps, our method
achieved at least 3.1% higher AP than other methods (92.1% vs. 95.8%). Since the keypoint
detection network is the front-end network of pose estimation, the performance of keypoint
detection directly affects the performance of final pose estimation. Therefore, our method
reduced the rotation error by 5.2° (10.5° vs. 5.3°) and the translation error by 0.2799%
(0.3066% vs. 0.0267%) compared to other heatmap-based keypoint detection methods.
Compared to regression-based methods, our method was also significantly better. Com-
pared to the best PRTR, our keypoint detection network improved by 8.6% in AP (87.2% vs.
95.8%), and even when the backbone network was replaced with HRNet-W32, our method
was still 5.4% higher in AP. Our method also has a significant advantage compared to other
recent methods. AG-Pose [16] aims to establish robust keypoint-level correspondences for
better performance on unseen objects; however, it relies heavily on discriminative features
and correspondences across varied textures or shapes, in which spacecraft objects lack such
cues. Wang et al. [23] leveraged additional diffusion features, but their method cannot be
sufficiently generalized to space objects, leading to reduced accuracy.
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Table 1. Comparison results with related methods on the Speed and SwissCube datasets. Values in
bold refer to the best, and those in italic refer to the second-best.

Method Source Backbone Params GFLOPs mAP(%) ↑ Eq(deg) ↓ ET(%) ↓ ADI−
0.1d(%) ↑

Speed

HRNet
+ PnP CVPR

2019 [2]
HRNet-W32 27.2M 17.1 91.2 11.8 0.3487 69.45

HRNet
+ PnP CVPR

2019 [2]
HRNet-W48 62.4M 37.2 92.1 10.5 0.3066 71.10

LitePose
+ PnP CVPR

2022 [67]
ResNet-50 - - 82.5 20.9 1.0218 63.85

CPN
+ PnP CVPR

2018 [68]
ResNet-50 57.6M 33.1 89.3 13.6 0.3297 68.27

PointSetNet
+ PnP ECCV

2020 [69]
HRNet-W48 - - 85.0 17.9 0.7483 67.50

PRTR
+ PnP CVPR

2021 [70]
ResNet-50 40.2M 15.3 87.2 16.1 0.6299 68.05

PRTR
+ PnP CVPR

2021 [70]
HRNet-W32 56.1M 28.9 90.4 13.4 0.2306 68.94

PVNet CVPR
2019 [38]

- 71.2M 57.8 - 8.4 0.1069 72.06

CDPN ICCV
2019 [40]

- 57.9M 35.2 - 6.1 0.0425 75.23

PoET PMLR
2023 [71]

- 44.6M 49.5 - 5.8 0.0351 75.49

AG-Pose CVPR
2024 [16]

- 42.5M 35.1 - 6.5 0.0441 75.30

diff-pose CVPR
2024 [23]

- 1.02B 65.3 - 7.2 0.0712 73.46

ours - ResNet-50 104.3M 39.9 95.8
(+3.7)

5.3
(−0.5)

0.0267
(−0.0084)

76.15
(+0.66)

Sw
issC

ube
HRNet
+ PnP CVPR

2019 [2]
HRNet-W32 23.7M 15.9 90.4 12.7 0.4435 66.79

HRNet
+ PnP CVPR

2019 [2]
HRNet-W48 57.3M 31.6 90.9 11.3 0.4186 68.23

LitePose
+ PnP CVPR

2022 [67]
ResNet-50 - - 81.6 21.6 1.1149 60.53

CPN
+ PnP CVPR

2018 [68]
ResNet-50 50.4M 28.4 88.5 14.1 0.3944 65.24

PointSetNet
+ PnP ECCV

2020 [69]
HRNet-W48 - - 84.4 18.5 0.7824 64.29

PRTR
+ PnP CVPR

2021 [70]
ResNet-50 38.5M 10.4 86.5 17.3 0.6625 64.83

PRTR
+ PnP CVPR

2021 [70]
HRNet-W32 53.6M 20.7 90.2 13.9 0.2873 65.51

PVNet CVPR
2019 [38]

- 66.8M 57.8 - 9.9 0.1229 68.74

CDPN ICCV
2019 [40]

- 49.2M 33.1 - 8.5 0.0993 71.88

PoET PMLR
2023 [71]

- 40.3M 47.8 - 8.1 0.0744 72.13

AG-Pose CVPR
2024 [16]

- 41.1M 34.1 - 8.7 0.0764 70.75

diff-pose CVPR
2024 [23]

- 1.00B 63.1 - 8.9 0.0801 69.22

ours - ResNet-50 97.5M 35.2 95.2
(+4.3)

7.2
(−0.9)

0.0390
(−0.0354)

72.71
(+0.58)

4.3. Visual Results

To demonstrate the superiority of our method over previous methods, we provide
visual comparison results. In Figure 6, the keypoints detected and the estimated pose
information are compared across several methods on the Speed dataset. The first column
shows the ground-truth keypoints, the second column presents the keypoints detected
by our ADSAN, while the third and fourth columns display the keypoints detected by
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LitePose and PRTR (using a ResNet-50 backbone). Our method achieved results nearly
indistinguishable from the ground truth, demonstrating the ADSAN’s robustness to motion
blur and noisy space targets. In contrast, LitePose and PRTR, which rely on single-grained
feature extraction, faced challenges in capturing both global context and fine local details,
particularly in complex space environments. These methods struggled under occlusions,
missing critical information when certain keypoints were obscured. Moreover, they did
not prioritize challenging keypoints with higher loss, which are often essential for accurate
pose recovery in space imagery. As a result, LitePose and PRTR exhibited unavoidable
missed detections (red points in Figure 6) and false detections (yellow points in Figure 6).
While our ADSAN occasionally had minor deviations, it consistently achieved higher
accuracy with fewer missed or false detections. Figure 7 further illustrates the keypoint
detection and pose estimation results on the SwissCube dataset, where the ADSAN’s ability
to adaptively focus on challenging keypoints enabled more robust pose recovery. This
emphasizes our method’s capacity to address the limitations associated with occlusions
and complex spatial contexts, ensuring precise keypoint prediction across datasets.

（a）Ground truth （b）Our method （c）LitePose （d）PRTR

Figure 6. Visual comparison on the Speed dataset. In terms of keypoint detection, our method is
nearly identical to the ground truth, while LitePosite and PRTR both suffer from missed detections
(red points) and false detections (yellow points).

4.4. Ablation Study

To verify the effectiveness of our method, we conducted ablation experiments on the
Speed and SwissCube datasets, respectively. The integration of inter-layer features and
intra-layer features provided by the ADSAN and dynamic keypoint focusing aided by
the SKFM each contributed to the enhanced performance. Specifically, we used a residual
step network as our baseline network. The positions of the keypoints of the space target
were predicted by the dual-stream aggregation network, and the selective keypoint focus
module was used to assist the dual-stream aggregation network in improving detection
accuracy. Table 2 summarizes the quantitative results on the Speed and SwissCube datasets,
with the first row displaying the results of the baseline network.

Effectiveness of ADSAN: As shown in Table 2, the baseline network RSN [72]
achieved 94.7% AP on the Speed dataset and 93.4% AP on the SwissCube dataset. Com-
pared to RSN, the performance of ADSAN+RSN improved by 0.8% on the Speed dataset
and by 1.2% on the SwissCube dataset, indicating that the ADSAN is beneficial for en-
hancing keypoint detection performance. This is because the ADSAN not only aggregates
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several finer features within each layer to obtain finer local representations, thereby pro-
viding more accurate spatial information to help the network locate keypoints, but also
continuously fuses features from different layers to obtain richer global representations,
thus gaining deep semantic information to assist the network in predicting keypoints. In
addition, during the final pose estimation stage, on the Speed dataset, Eq decreased by
2.4◦, ET decreased by 0.0135%, and ADI − 0.1d increased by 1.65%. The pose estimation
performance on the SwissCube dataset also significantly improved.

（a）Ground truth （b）Our method （c）LitePose （d）PRTR

Figure 7. Visual comparison on the SwissCube dataset. Our method shows very small differences
compared to the ground truth, while LitePose and PRTR exhibit varying degrees of false detections
(yellow points) and missed detections (red points).

Table 2. Experimental results for each component on the Speed and SwissCube datasets.

ADSAN SKFM mAP(%) ↑ Eq(deg) ↓ ET(%) ↓ ADI − 0.1d(%) ↑

Speed

94.7 8.7 0.0460 73.89
√

95.5 6.3 0.0325 75.54
√

95.1 7.0 0.0397 74.72
√ √

95.8 5.3 0.0267 76.15

Sw
issC

ube

93.4 9.3 0.0533 71.79
√

94.6 8.1 0.0429 72.83
√

94.2 8.6 0.0484 72.35
√ √

95.2 7.2 0.0390 73.22

Effectiveness of SKFM: When the SKFM was included, the performance of RSN+SKFM
improved to 95.1% on the Speed dataset and 94.2% on the SwissCube dataset compared
to the baseline network RSN. This indicates that the SKFM can identify challenging key-
points of space targets, thereby addressing interference caused by truncation and viewpoint
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changes. Through this strategy, which focuses on challenging keypoints, our keypoint
detection network achieved high-precision detection of keypoints on space targets.

4.5. Interference Resistance Experiment

To validate the robustness of our method against motion blur and noise interference,
we conducted interference resistance experiments on the Speed dataset by processing noise
and adding motion blur, thus creating the more realistic Speed-noise dataset. As shown in
Figure 8a, the original simulated image had minimal noise interference, with ideal image
quality even in the presence of an Earth background. By simulating noise and motion blur
on the original simulated images, as shown in Figure 8b, their texture information was
significantly reduced, making them closer to real-world data.

Comparison with State-of-the-Art Methods: To demonstrate the superiority of our
method over other methods on the Speed-noise dataset, we conducted comparative ex-
periments, as shown in Table 3. Consistent with the Speed and SwissCube datasets, the
comparative experiments on the Speed-noise dataset were divided into the same three
categories: heatmap-based keypoint detection methods with PnP geometric algorithms,
regression-based keypoint detection methods with PnP geometric algorithms, and 6D pose
estimation algorithms without independent keypoint detection networks. The numbers in
parentheses in the table represent the changes compared to the corresponding results in
Table 1. It can be observed that the change in the mAP was 0, indicating that the ADSAN
achieved the same keypoint detection performance on both the Speed-noise and Speed
datasets. This can be attributed to the dual fusion of inter-layer and intra-layer features,
which obtained more robust information and overcame interference from noise and motion
blur. Additionally, the ADSAN significantly outperformed other methods, with the smallest
change value, indicating its superior anti-interference performance.

Table 3. Comparison results with related methods on the Speed-noise dataset. Values in bold refer to
the best, and those in italic refer to the second-best.

Method Source Backbone mAP(%) ↑ Eq(deg) ↓ ET(%) ↓ ADI−
0.1d(%) ↑

HRNet + PnP CVPR 2019 [2] HRNet-W32 90.2(−1) 13.9(+2.1) 0.3729(+0.0242) 59.31(−10.14)

HRNet + PnP CVPR 2019 [2] HRNet-W48 91.5(−0.6) 13.1(+2.6) 0.3242(+0.0176) 61.89(−9.21)

LitePose + PnP CVPR
2022 [67]

ResNet-50 81.6(−0.9) 22.3(+1.4) 1.3118(+0.2900) 55.26(−8.59)

CPN + PnP CVPR
2018 [68]

ResNet-50 87.9(−1.4) 16.4(+2.8) 0.3519(+0.0222) 59.05(−9.22)

PointSetNet +
PnP

ECCV
2020 [69]

HRNet-W48 84.2(−0.8) 19.5(+1.6) 0.7989(+0.0506) 58.77(−8.73)

PRTR + PnP CVPR
2021 [70]

ResNet-50 86.0(−1.2) 18.8(+2.7) 0.6962(+0.0633) 59.03(−9.02)

PRTR + PnP CVPR
2021 [70]

HRNet-W32 89.7(−0.7) 16.0(+2.6) 0.3157(+0.0851) 59.28(−9.66)

PVNet CVPR
2019 [38]

- - 10.3(+1.9) 0.1663(+0.0594) 62.75(-9.85)

CDPN ICCV 2019 [40] - - 8.7(+2.6) 0.0605(+0.0180) 65.90(-9.33)

PoET PMLR
2023 [71]

- - 8.6(+2.8) 0.0496(+0.0145) 66.04(-9.45)

AG-Pose CVPR
2024 [16]

- - 9.5(+3.0) 0.0607(+0.0166) 65.8(-9.50)

diff-pose CVPR
2024 [23]

- - 9.8(+2.6) 0.0881(+0.0169) 63.55(-9.91)

ours - ResNet-50 95.8(−0) 7.5(+2.2) 0.0376(+0.0109) 68.80(−7.35)

Visual Results: In Figure 8, we present the visual comparison results on the Speed-
noise dataset. It can be seen that our predicted keypoints and pose results are consistent
with the ground truth because the ADSAN extracted rich multi-grained features, enabling
more accurate keypoint detection. Additionally, the SKFM focused on challenging key-
points, further enhancing keypoint detection performance. Due to keypoint misdetection,
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LitePose’s recovered pose deviated somewhat from the ground truth. Similarly, PRTR
exhibited deviations from the ground truth due to missed detections.

Ablation Study: To validate the effective improvement of our method in address-
ing motion blur and noise interference issues, we conducted ablation experiments on the
Speed-noise dataset. As shown in Table 4, under the detection of the dual-stream aggre-
gation network, the average precision of keypoint detection reached 95.1%, an increase of
1.9% compared to the baseline network. Additionally, Eq decreased from 10.6◦ to 8.5◦, ET
decreased from 0.0677% to 0.0483%, and the ADI − 0.1d index also showed a significant
improvement. Furthermore, by applying the selective keypoint focus module to handle
truncation points and occluded points, the final performance of the keypoint detection
network reached 95.8%, with Eq at 7.5◦ and ET at 0.0376%, resulting in a significant im-
provement in accuracy compared to the baseline network. Thus, each component of our
method has a mitigating effect on motion blur and noise interference issues.

Table 4. Experimental results for each component on the Speed-noise dataset.

ADSAN SKFM mAP(%) ↑ Eq(deg) ↓ ET(%) ↓ ADI − 0.1d(%) ↑
93.2 10.6 0.0677 65.32

√
95.1 8.5 0.0483 67.97

√
94.6 9.1 0.0574 67.05

√ √
95.8 7.5 0.0376 68.80

（a）Original image （b）Processed image （c）Ground truth

（d）Our method （e）LitePose （f）PRTR

Figure 8. Comparison of Speed-noise images and their interference resistance visualization results.
(a) Original image, with clear image quality and visible target texture. (b) Processed image, which is
blurry with noise present and significantly reduced image quality. (c) Ground truth of the processed
image. (d) Keypoints and pose information predicted by our method. (e) Keypoints and pose
information predicted by LitePose. (f) Keypoints and pose information predicted by PRTR.

5. Conclusions

In this paper, we propose an adaptive dual-stream aggregation network (ADSAN)
for pose estimation of space targets in real images. The dual-stream aggregation keypoint
detection structure fuses feature maps of different sizes between layers and finer features
within layers to overcome the limitations of single-grained features. We further introduce a
selective keypoint focus module to improve detection accuracy by addressing challenges
like truncation and viewpoint changes. Additionally, we validate the ADSAN’s robustness
to noise and motion blur in real-world scenarios. Extensive experiments on challenging
datasets, including Speed, SwissCube, and Speed-noise, demonstrate that our method
achieves state-of-the-art pose estimation performance for space target images.

In future work, we plan to extend our approach to other datasets, including those
featuring diverse satellite types and imaging conditions, to assess the ADSAN’s adaptability.
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Furthermore, we aim to optimize the network for real-time applications and investigate
methods to enhance its robustness under extreme environmental factors encountered in
space. These advancements will help broaden the applicability of the ADSAN to a wider
range of space exploration tasks.
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