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Abstract: The non-redescending convex functions degrade the filtering robustness, whereas the
redescending non-convex functions improve filtering robustness, but they tend to converge towards
local minima. This work investigates the properties of convex and non-convex cost functions from
robustness and stability perspectives, respectively. To improve filtering robustness and stability to
the high level of non-Gaussian noise, a sequential mixed convex and non-convex cost strategy is
presented. To avoid the matrix singularity induced by applying the non-convex function, the M-
estimation type Kalman filter is transformed into its information filtering form. Further, to address the
problem of the estimation consistency in the iterated unscented Kalman filter, the iterated sigma point
filtering framework is adopted using the statistical linear regression method. The simulation results
show that, under different levels of heavy-tailed non-Gaussian noise, the mixed cost strategy can
avoid the non-convex function-based filters falling into the local minimum, and further can improve
the robustness of the convex function-based filter. Therefore, the mixed cost strategy provides a
comprehensive improvement in the efficiency of the robust iterated filter.

Keywords: cost function; local minimum; non-Gaussian noise; M-estimation; Kalman filter; iterative

methods; spacecraft relative navigation

1. Introduction

Spacecraft relative navigation techniques serve extensive applications in spacecraft
rendezvous and docking, spacecraft formation flight, and active space debris removal.
Considering autonomy, complexity, and high reliability requirements of space missions,
the navigation system needs to be capable of providing high navigation accuracy and
coping with complex noise environment. For spacecraft long-range relative navigation,
microwave radar can generally serve as an ideal sensor due to its wide operating range
from tens of kilometers to a few meters. Observations provided by microwave radars
usually obey the heavy-tailed non-Gaussian distribution, whereas Gaussian filters are
not robust to this type of observation noise. To address this problem, the robust filtering
method based on maximum likelihood estimation has been developed.

Maximum likelihood estimation-based filters are a group of robust Kalman filters [1-3].
Robust filters can suppress the impact of heavy-tailed non-Gaussian noise on estimation,
and different cost functions give the robust filters different robustness to the anomalous
observations. Therefore, the work on the properties of the cost functions is particularly
important. The most extensively implemented cost function is the Huber function, which
was first proposed for application in robust statistics [4]. Subsequently, the Huber function
was combined with the linear Kalman filter, the extended Kalman filter, and the sigma point
Kalman filter, respectively, from which various types of robust Kalman filters emerged [5,6].

The Huber function is a combination of the L1-norm function and the L2-norm func-
tion [5]. Since the tuning parameter of the Huber threshold is 1.345 and greater than 1,
residuals above this threshold contribute to the robust estimator as the L1-norm of the
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residuals, and the absolute values corresponding to the residuals greater than 1 are less
than their L2-norm, which indicates that the impact of the greater residuals on the estimator
is bounded, and thus robustness is achieved. Furthermore, the Huber function is convex
throughout the domain of definition, which prevents the Huber-based estimation from
falling into local minima, hence the Huber function balances robustness and numerical
stability. The flaws of the Huber function are also noticeable. Due to its non-redescending
property, the great residuals still affect the cost function of the Huber-based estimator, thus
the Huber function is not robust to outliers [7].

To improve the filtering robustness to outliers, Chen et al. [8] combined the maxi-
mum correntropy criterion (MCC) with the Kalman filter, where the Gaussian function
allows the filter to obtain stronger robustness than the Huber-based one. Among the
robust filtering theories, the MCC-based filter has also attracted much attention since
its introduction [9-11]. The MCC is a novel local similarity metric, but the MCC-based
Kalman filter possesses almost the same filtering process as that of the Huber-based one,
and the only difference is the adopted cost function. Therefore, the Gaussian function is
more robust than the Huber function, as shown in the Gaussian influence function or its
weight function, their values corresponding to the great residuals rapidly tend to 0, which
renders the great residuals unable to affect the estimator. A similar property can also be
found in the G-M function [12]. To further develop the MCC theory, the mixture MCC was
presented [13,14], but the kernel widths and mixed ratios are given by simulation and lack
theoretical guidance. For the asymmetric distribution of residuals, Chen et al. [15] adopted
an asymmetric Gaussian function to replace the original symmetric Gaussian function [16],
while the kernel width of the asymmetric Gaussian function is another urgent problem.

The Huber function and the Gaussian function have been investigated relatively
more; we introduce a few functions, which are less used in robust filtering but have
better performance. The Cauchy function has similar properties to the Gaussian function,
and compared with the Huber function, the Cauchy function has an advantage in robustness
to larger outliers [17]. Huang and Zhang [18] replaced the Gaussian function in the MCC-
based filtering framework with the Student’s t function. which can better model the
heavy-tailed non-Gaussian distribution using more tuning parameters, and thus Student’s
t-based filters achieve higher estimation accuracy compared to the MCC-based filters,
but more tuning parameters imply more complicated tuning procedures. Li et al. [19]
instead used the dynamic-covariance-scaling (DCS) function [20,21], which is incorporated
into the information filtering framework and obtains strong robustness. Similar functions
are the Hampel function and the Tukey function [22].

Another important part of robust estimation is the iterative strategy, but there are
relatively few studies have developed the robust and iterative strategy. The extensively
implemented iterative strategy is the fixed-point iteration [5,23]. To build a more accurate
linearized regression model, several linearization methods are adopted, including the first-
order Taylor polynomial expansion, the statistical linearization method, and the statistical
linear regression (SLR) method. However, these strategies fail to build an accurate linear
regression model; the reason is that the linearized model is built based on the prior estimates
rather than the more accurate posterior estimates. To incorporate the posterior estimates,
Chang et al. [6] built a nonlinear regression model and then followed the iterated unscented
Kalman filter (IUKF) to derive a robust IUKF [24]. As for the nonlinear regression model,
Karlgaard [25] used the Gauss—Newton method to iteratively solve the problem, and the
method mainly follows the iterated extended Kalman filter (EKF). Wang et al. [26] used
the Gauss—Newton and Levenberg-Marquardt methods to derive two robust iterated
filters, respectively, where the SLR method is adopted in linearizing the nonlinear function.
Li et al. [19] followed the iterated unscented Kalman filter (IUKF) to derive a different
robust IUKFE.

This work focuses on the properties of different cost functions in M-estimation.
The contributions are summarized as follows:
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1.  This work gives a detailed investigation of convex and non-convex functions from
robustness and stability perspectives, respectively.

2. A sequential mixed convex and non-convex cost strategy is presented to combine
their properties, and further the switching strategy from the convex function to the
non-convex one is proposed.

3.  The analytical determination method of the DCS and Gaussian tuning parameters
is given.

4.  The iterated sigma point Kalman filter is incorporated into robust estimation, and fur-
ther the information filtering form is given to address the matrix singularity problem.

The remainder is outlined as follows. Section 2 gives the problem statement. Section 3
analyzes the properties of several cost functions and further presents a mixed cost strategy.
Section 4 introduces a robust iterated sigma point information filter. Section 5 gives
evaluations of the proposed algorithm. Section 6 discusses the simulation results. Section 7
gives conclusions.

2. Problem Statement

Regarding the first problem, robust cost functions can be roughly classified into
two groups: convex functions (e.g., the Huber function) and non-convex functions (e.g.,
the Gaussian, Cauchy, and DCS functions). The non-redescending property of the convex
functions limits their robustness, whereas the non-convex functions are redescending and
hence completely eliminate the impact of high level non-Gaussian noise. However, the non-
convex functions tend to induce estimation to fall into local minima and further results in
the filtering divergence. Therefore, the non-convex function is not entirely advantageous
over the Huber function. This paper first analyzes the properties of the cost function in
detail from both robustness and stability perspectives.

Regarding the second problem, the application of non-convex functions induces the
matrix singularity problem, and iteration is also required in the robust filters, hence an
iterated information filtering framework is needed to incorporate robust filtering. From the
results given in [27], we find that the iterated unscented Kalman filer is not a consistent
estimator, and further that the combination of different iterative strategies and the cost
functions yields different properties. Therefore, we detail the properties of the robust and
iterative strategy.

Through the above analysis, when the robust cost function and the information filter
are used to cope with the high level of non-Gaussian noise, there are still many problems to
be addressed in this work.

3. Cost Functions for M-Estimation
3.1. Robustness of Different Cost Functions

The property of the cost function affects an estimator’s robustness to outliers, thereby
affecting filtering efficiency. It is therefore essential to select an appropriate cost function.
This section will detail the properties of several extensively implemented cost functions
given in Tables 1 and 2, including the L2-norm criterion, the Huber function, the Cauchy
function, the Gaussian function, and the DCS function, as shown in Figure 1.

To analyze the robustness of the cost functions, the residuals are divided into three
ranges: the Gaussian noise, the non-Gaussian noise, and the outlier. The Gaussian noise
refers to the range where the residuals are less than the tuning parameter, the non-Gaussian
noise refers to the range where the residuals are greater, but not much greater than, the tun-
ing parameter, and the range where the residuals are much greater than the tuning pa-
rameter is considered as the outlier. Note that the three ranges do not have exact bounds,
but are relative concepts. Before giving the property of these cost functions, we need
to define several concepts, including the cost function, the influence function, and the
weight function. The cost function is defined as the function that evaluates the discrepancy
between the observed quantity and the predicted quantity. This discrepancy is denoted by
p(&), where { = x — £, { is the residual, x is the observed quantity using sensors, and £ is
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the predicted quantity using the system model. The influence function is defined by the
following equation: (¢) = dp/dg, i.e., the influence function is a first-order derivative of
the cost function. The weight function is defined by the equation ¢(&) = (&) /¢, which
can be expressed as the ratio of the influence function to the residual.

50
g
=40
Q
5
€30
§
= 20
=
2
& 10
—
—10 0 10
Residual
=
2
S 10
=
2
§
b 5
e
E)
T
—10 0 10
Residual
0 :
£-05
2
& -1
b7
S-15
2
g 2
O
—2.5
—10 0 10
Residual
10 .
=
S 8
S
=
€ 6
2
S
g 4
=
Q
22
@]
—10 0 10
Residual
6 :
=}
2
5
f=}
2
b7
9]
Q
%)
Q
@)

Residual

(a) Cost function

Figure 1. Dependence between different functions and residuals.
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Table 1. Several extensively implemented cost functions.

Function Name Cost Function Influence Function Weight Function
L2-norm /2 ¢ 1

2/2 ¢ 1
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* 213 ( 213 213
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&< G2 ¢
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2(62 + 114) (14 +&)° (na+2)°

Table 2. Tuning parameters of cost functions for M-estimation.
Function L2-Norm Huber Gaussian Cauchy DCS

Tuning parameter none 1.345 2.1105 2.3849 3.6035

In the Gaussian noise range, the Huber and DCS functions do not impose bounds
on the observations, whereas the Cauchy and Gaussian functions do. From the weight
functions shown in Figure 1, even in the Gaussian noise, the Cauchy and Gaussian weight
functions are less than 1, which reduces the optimality of the L2-norm-based estimation
and induces the loss of high-quality observation information, whereas the Huber and DCS
weight functions are still 1, which preserves the optimality of the L2-norm-based estimation.
As shown in Figure 1, the L2 influence function tends to increase linearly with increasing
residuals, which indicates that the L2-norm criterion is not robust to non-Gaussian noise
and outliers, and this degrades the optimality of the L2-norm-based estimator, whereas the
robust influence function also increases gradually with increasing residuals in the Gaussian
noise range. In the non-Gaussian noise range, the influence function corresponding to
greater residuals decreases gradually, which indicates that the influence of greater residuals
is effectively bounded by the robust cost function, thereby achieving robustness to non-
Gaussian noise and outliers.

The robustness of the robust cost function also varies over the outlier range. As shown
in Figure 1, the Huber influence function does not reach 0, even when the residuals are
much greater, which indicates that the Huber function fails to suppress the effect of outliers
on estimates. Conversely, the Cauchy influence function shows suppression of outliers,
i.e., as the residuals increase, the influence function gradually converges to 0, and the
Cauchy weight function exhibits a similar tendency. The Gaussian and DCS functions show
stronger robustness to outliers, i.e., the Gaussian and DCS influence functions converge
fast to 0 within the outlier range, which indicates that they can effectively eliminate the
effect of outliers on estimates.

3.2. Stability of Different Cost Functions

Another property is that the cost functions with outlier rejection capability exhibit
non-convexity, and this renders estimation prone to local minima. Specifically, the Cauchy
function is discussed as an example. If the second-order differential of a function is
constantly more than or equal to 0, this indicates that the function is convex. That is,
if f(x) >0, then f(x) is a convex function, and, conversely, f(x) is a non-convex function.
The second-order differential of the Cauchy function is given as

(1 &)

MO~ ey

1)
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where 7 is the tuning parameter. As shown in Equation (1) and Figure 2, when —#. < ¢ <1,
pc(&) > 0, the interval is the convex interval of the Cauchy function, and when § < —7,
and ¢ > 1, pc(¢) < 0, then the interval is the non-convex interval of the Cauchy function.
Similarly, the second-order differential of the Gaussian function is given as

) 2 62
pg(¢) = (1 - 17%) exp (‘217§> ()

As shown in Equation (2) and Figure 2, the Gaussian function is not always convex
over the whole domain, and it is convex only in the interval —#, < ¢ < 7,. The second-
order differential of the DCS function is given as

L 3 24 322 &% < a
pa(8) =< Ay — 1258 _48’7115 2>
(114 +¢2)

Its convex interval is Vi < ¢ < /1, and its non-convex interval is ¢ < =/ and
&> \/1a-

From the above analysis, we find that the Cauchy function, the Gaussian function,
and the DCS function all risk falling into the local minimum, whereas the Huber function
shows an advantage. The second-order differential of the Huber function is all positive,

that is
@ ={ g sm @

As shown in Equation (4) and Figure 2, the Huber function is entirely a convex function
in all domains, and it does not risk falling into the local minimum.
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Figure 2. Dependence between second-order differentials of cost functions and residuals.

3.3. Determination of Tuning Parameters

The tuning parameter is a key parameter that affects the properties of the cost function.
Despite the extensive research on M-estimation, the determination of the tuning parameter
typically relies on simulation, i.e., the tuning parameter is set to different values, and then
the optimal estimation accuracy is evaluated by simulation results [28]; this process al-
lows for the determination of the optimal tuning parameter. The simulation results are
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inherently random, and the given parameters are typically imprecise and fall within an ap-
proximate range, e.g., this method generally yields tuning parameters of 2 for the Gaussian
function [29] and [2.3, 3.5] for the DCS function [19].

This section will present an analytical derivation of the exact tuning parameter, which
is given according to the 95% asymptotic efficiency on the standard normal distribution.
The tuning parameter of the Gaussian function is first given based on this criterion. As elab-
orated in [30], the M-estimator is asymptotically minimum variance estimation under
Gaussian distribution, and its asymptotic variance is given as

+oo 2 d
VIp(E), p(@)] = == P EPO 5

(/1 9@p(@)dc)”

where V-] is the asymptotic variance of the M-estimator; ¢(-) is the influence function;
p(-) is the probability density function (PDF) of the standard normal distribution with the

form of . )
p6) = =exp(-5) ©

and its first-order differential is

o) op(£) ”

As discussed in [30], when the influence function (&) is not continuous, we can
replace [*5° ((&)p(&)dE in Equation (5) by — [T (&) p(E)dE to avoid the first-order
differential ¢(¢), and then we have

) d
VIp(), p(@) = L= T OPE)dE ®)

(1 p@p@az)

The reason for this is explained as follows: according to the rule of integration by
parts, we have

—+oc0

[ Th@p@de=p@p@)s - [ v@p@a ©)

—00

The influence function is bounded at infinity and p(¢) tends to zero, hence
p(&)p() fz = 0, which further yields

+oo +oo
[ e@pr@da=- [ y@p@d (10)
The relative efficiency of the M-estimator is defined as
_ Vin[9m(8), p()]
@), o

where V,,[-] is the asymptotic variance of the M-estimator; V;|-] is the asymptotic variance
of the robust estimator. Note that the M-estimator is applied as a reference estimator, and it
is equivalent to the L2-norm-based estimator under the Gaussian distribution, whereby it
can be considered as the optimal estimator.

Substituting the influence function of the M-estimator and Equations (6) and (7) into
Equation (8) yields the variance of the M-estimator under standard normal distribution:
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Vin (¥ (8), p(8)) =

Ve (94(8),p(2)) =

Ceoen( e g Rew( 50

to_x & 1w ’ 2 [t e
(Fe-tgmen(32)%) (ko eon(e)u
Substituting the Gamma function f0+°° g exp(—¢?/2)d¢ = V2I'(3/2) = V2m /2 into
Equation (12) yields

(12)

2

Vinlpm (8), f(§)] =1 (13)
Therefore, Equation (11) can be reduced to
1

RE= ———— 14

V1), p@) 9

Substituting the Gaussian influence function ¢ exp (—62 / 211§) and Equations (6) and (7)
into Equation (8) yields

oo £)) el B el ) (M)

f+°°§ex & X ¢ ex —1(_",‘2 d¢ ’ Lf“”?ex _& ex —1(:2 d¢ ’
o0 0P\ 702 ) * n P\ T2 T PA7202) P\ 72
Finding an analytical solution to Equation (15) is challenging, whereas numerical inte-
gration can be employed to solve the improper integral problem. The numerical solution of

the anomalous integral is demonstrated by solving [, &2 exp (—62 / 217§) exp(—¢%/2)d¢
as an example. Given the tuning parameter 7, the upper bound of the integral is continu-

ously increased until the change of the integral is less than a preset small value, i.e., the final
value is the result of the improper integral. Note that the influence function is bounded

at infinity, and exp ( —&2 /212) and exp (—¢2/2) tend to zero, thereby allowing the result
3% p Mg p y g

of [ exp (—52 / 217§) exp(—¢2/2)d¢ to converge, hence the improper integral can be
solved using the numerical integration.

Substituting the results of improper integral Equation (15) into Equation (14) yields
the relative efficiency between the Gaussian function-based estimator and the M-estimator.
By setting different values of the tuning parameter, the relative efficiency reaches 95%,
and the corresponding value is the required optimal tuning parameter. The optimal tuning
parameter is 2.1105, and the relationship between the tuning parameter and the relative
efficiency is illustrated in Figure 3 and Table 3.

Table 3. Relative efficiency of cost functions corresponding to different tuning parameters.

Relative Efficiency 50% 90% 95% 99%
Tuning parameter of Gaussian function  0.8024 1.6852 2.1105 3.3522
Tuning parameter of DCS function 0.6476 2.6268 3.6035 6.010

The work on the DCS function [19,21] has not provided an exact value of the tun-
ing parameter. This part will derive the optimal tuning parameter of the DCS function.
Different from the Gaussian function, the DCS function is piecewise, and therefore the
integration of the piecewise function is required. Substituting the DCS influence function
and Equations (6) and (7) into Equation (8), the variance of the DCS-based M-estimator is

JT23E)p(e)de

(16)
(/22 pa@p@)dz)”

Vala(2), p(2)] =
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o0 i o lonte? 2
J23 w3 (@)p(e)de = é( Jo/m Czexp< ) dé+ f}%exp(_i ) d§>
+o0 2 Nori 2 2 2 (17)
oo Ya(€)p(5)dE = —E (fo dﬁzexp( ) de+ f (:2>exp<_2)dé>

The improper integrals involved in Equation (17) also can be solved using numerical
integration, which is not repeated herein. Substituting the results of improper integral
Equation (16) into Equation (14) yields the relative efficiency between the DCS-based
estimator and the M-estimator. Following the method in the Gaussian function, the optimal
tuning parameter is 3.6035, and the relationship between the tuning parameter and the
relative efficiency is illustrated in Figure 3 and Table 3.
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Figure 3. Dependence between different functions and tuning parameters.

3.4. Sequential Mixed Cost Function

As discussed in Sections 3.1 and 3.2, the Gaussian and DCS functions are robust to
outliers, but their non-convexity induces the estimates to fall into the local minimum,
whereas the Huber function is convex but not robust to outliers. Therefore, we synthesize
the advantages of the two types of robust cost functions, thereby proposing a sequential
mixed cost strategy using both the non-convex and convex cost functions. This strategy
allows the estimator to combine robustness and stability. Specifically, an iterative update
is required for the robust estimator, the convex robust cost function is applied until the
filter converges in the first few iterations, and then the non-convex robust cost function is
applied in the subsequent iterations to eliminate outliers. Generally, the Huber function is
selected as the convex function, and the Cauchy, Gaussian, or DCS function is selected as
the non-convex function.

This section further gives the switching strategy from the convex function to the non-
convex function. Due to the stability of convex functions and the robustness of non-convex
functions, iterative updates should be carried out based on convex functions as much
as possible until a satisfied estimate is obtained, and fewer iterative updates should be
carried out based on non-convex functions to eliminate the impact of the high level of
non-Gaussian noise. Therefore, this work recommends performing only one non-convex
iteration in the last iteration.

4. Robust Iterated Sigma Point Information Filter

This section incorporates the iterated sigma point Kalman filter (ISPKF) into robust
estimation and further gives its information filtering form for numerical stability [31].
The derived robust ISPKF holds the same prediction step as the conventional sigma point
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Kalman filter (SPKF), and the only difference lies in the update step. Therefore, this section
only introduces the iterative update step of the robust filter.

4.1. ISPKF-Based Robust Iterative Update

Consider the following nonlinear model:

xp = fx—1) + @1
z = g(xx) + vk (18)

where f(-) and g(-) are the nonlinear process model and observation model, respectively;
Xk and zj, are the state vector and observation vector, respectively; @y and v are the process
noise and observation noise, respectively; and Qy and Ry are the process noise covariance
and the observation noise covariance, respectively.

Take the jth iteration as an example to illustrate the ISPKF-based robust iterative
update. According to the statistical linear regression theory, the observation model is
transformed into a linear one [26]:

5 = G+ Gl + vy} (19)
where G(j) = ( :E]z)k> ( joit U) is the linearized observation matrix; Gc(le = ﬁl(cj) —
G(],)cx(] U is the constant matrix; j denotes the index of the jth iteration; J?I(C] 1 s the

() () pU-1

is the predicted observation; P w2k 18 the cross-covariance; P
is the posterior covariance; vgjk) is the total observation noise, consisting of the linearization

(1)

error Uk

posterior state estimate; z

and the original observation noise vy; the total observation noise covariance

is jolz = Pz(k) — Gf{){P]S] 1) (Gi] l){) + Ry, the covariance induced by linearization errors
is compensated for in the total observation covariance, which improves the estimation

pY)

consistency and accuracy; P, is the covariance of predicted observation; and p(-) is the
Gaussian probability den31ty ‘function. That is,

A(]) /g xk,xk -1 k( ))dxk
Pl [ (sl (st =) w0 V)ax o
o0 = [ (2~ s) (2~ g0 p (st~ B ) axs

The weighted least-squares cost function for the ISPKF-based update is built as

. 2 2112
QW) — ka S sz _ (])xk elY) ‘ L 1)
' e R CT)
where £y, 1 is the prior state estimate; 15k| k—1 is the prior covariance. That is,
Ryk—1 = / f (1) p (k1 Be—1, Pe—1) dx_1
(22)

N T N
Pyje—1 = / (f(xk—l) - fk\kfl) (f(xk—l) - fk\kq) P (xk—1; Bk—1, Pe—1)dxi_1 4+ Qr—1

To reduce the effect of non-Gaussian noise or outliers on estimation, the residuals
in Equation (21) are bounded by the robust cost function. Thus, the cost function in
Equation (21) is modified as

af) = Yo (e0) + Lo(e2) 23)

i=1 i=1
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where r'; ) and ('j are normalized residuals, that is,

-1

&) = <\/pkk—1> (xk - 32k|k—1>
= (i) (e Gl ct)

&; denotes the ith component of .
As demonstrated in [27], Equation (23) can be transformed into another equivalent
form as follows:

(24)

A} = () (Pe) el (29) (RE™) el 25)

where 652) = (xk — fk\k—l) and @'(j) = (zk — G(]) G(])> are residuals; U ™4

7 Lhlk—1
- N —1
modified prior covariance PIE\ ]3 TOd = (, /Pk|k,1) ((D,((] ))

- T . ,
(, /Pk|k—1) ; jok)’ mod s the modified total observation noise covariance REJIS' mod  _

is the

: 1 \ T . .
( REQ) (<I>£] )) (\ / REQ) ; and (ID,(/ ) and <I>;(z] ) are the weight functions, which are com-
(j

puted as <I>)((j)(i,i) = (p(§ )) and <I>( (i,i) = 47(@,‘21), respectively.
Based on the posterior estimate of the (j — 1)th iteration, the posterior estimate of the
jth iteration using the Gauss—Newton method can be written as follows:
2V = U= 4 Agl) (26)
where Afl((j ) is the update step of the posterior state. Substituting 92,9 Jin Equation (26) for
xx in Equation (25) yields
() — () (pU=1) (/) T (i), mod ! () (sU=1) (/) ()
Al = (ze- 6N (7 +85)) = 60) (RI ™) (2 — GU ()Y + a2)) - 6U))+ -
21 | gl T(pl)mod \ 71 ali=1) | Acl) _ 4
(xk + Axk — xk‘k,l) (Pk‘k—l ) (xk + Axk — xk|k,1>

Finding the partial derivative of Equation (27) with respect to Aa?,((j ), setting it equal to

zero, and considering GC( j) = 2,9 ) G;(c] ,)(ﬁl(g _1), then we have
+(j), mod 1 (1) . . ) T ), mod 1 (i () xal))
(Pk(‘]kilo ) (x,((] + Axk]) — xk‘k,1> - (G](C]k) (jolz © ) (zk - zl(g) - Gx],,)(Ax,((] ) =0 (28)

Further simplifying Equation (28) and applying the matrix inversion lemma, we have
5 1 j 1 N
Axl({]) = Ry — x]((] ) +K}E})( (]) +GU )( 20-1) _ xk|k—1)) (29)

where K]Ej ) is the Kalman gain, i.e.,

-1
() _ pli),mod (~(j) (j), mod () () d (T
K = P (Gx]k> (Rt,]k "+ GRPG (Gx{k) > (30)
Substituting Equation (29) into Equation (26), we get the posterior state estimate
J2.]({]) _ i'k\kfl + KIE]) (Zk ( ) G(]) (xk\k 1 — x(]_ ))) (31)

Finding the partial derivative of Equation (25) with respect to xy, setting it equal to
zero, and substituting J?I(C] ) into xj, we have
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(8 —et) (B o) (- 6~ 6) (RO ™) 6l =0 (2)

Substituting Equation (19) into Equation (32), we have

(8 ne e ) () () o) ()G ™) Teld =0 @

Simplifying Equation (33) yields

(s ) =~ ((6) (™) "o () ) (o) (RA™) ol (o) o)) 9

The posterior covariance is estimated as

-1
pli) _ o) N = (D) (R mod Y TGl o (pli)mod )7
k —E{(xk—x )( % ) } = <(Gx,k> (Rt,k ) Gt ( k[k—1 ) (35)
Applying the matrix inversion lemma and then substituting Equation (30) into Equa-
tion (35) results in the simplification of Equation (35) to

A~ (7 mod
P = (1- k{6l B (36)

where I is the identity matrix.

Remark 1. Compared to the IUKF-based robust filters given in [19,27], the ISPKF-based robust
filter proposed in this work is more robust and consistent. In IUKF, the innovations are used to
modify the posterior estimates, which have already incorporated the observation information, thereby
rendering the state correlated with the observation, but IUKF ignores the correlation between the
two mentioned above, which results in a degraded consistency of IUKF. On the contrary, in ISPKE,
the innovations are used to modify the prior estimates, where the state is not correlated with the
observation, hence the weak consistency problem of IUKF is addressed.

4.2. Information Filtering Form

As shown in Equation (30), the Kalman gain is calculated using the modified form

of total observation noise covariance RE ,3 ™4 When the residuals are relatively great,

the corresponding weight tends to be 0, so inverting the weight matrix may potentially
induce matrix singularity, and this further results in the Kalman filter failing to work.
Therefore, we give the information filtering form to address the problem.

Applying the matrix inversion lemma to Equation (35) yields

A ,mod N\ T /), m
=5+ () (1) el -

. (i L —1
where Yk( ) and Yk(‘ ]z TOd are the information matrices defined as Yk(] - (PIS] )) and
(i N -1
YIE‘JIS’_TOCI = (Pk(‘]lz_rimd ) , respectively. As shown in Equation (37), the update of the
information matrix involves the inverse matrices of the prior covariance and the total
observed noise covariance

= () = (Ran) el (eon)
(Rgflz,modyl _ ( REJZ)_ ol <\/@> !

The inverse of the weight matrices is not involved in Equation (38), thereby effectively
avoiding the matrix singularity.

(38)
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Applying the matrix inversion lemma to Equation (30) and considering the relationship
between the posterior and prior covariances in Equation (36) yields

; A1 H T H , d _1
K= 80 (6)" (k™) o
Multiplying Yk(j ) by the left-hand side of Equation (31) yields
() (i o) N N N i1
R O T ) B
and then substituting Equation (39) into Equation (40) yields

() (i N7 AN T ", mod AW
04 =5~ (61) (™) "6 )1+

(41)
D\ (g)mod) ! ROBPROMY
(Gx{k) (Rt,]k " ) (Zk -2/ + G} %/ )
further substituting Equation (37) into Equation (41), Equation (41) is reduced to
Z0) _ () D\ ( gli)mod) ! OB PU)
9 = s + (Gx,k) (Rt,]k " ) (Zk — %+ G ) (42)
. . . N =1 .
where QIE] ) and ?i]\li—l are information state defined as ﬁ,gj ) = (P,gj )) 32,((] ) and g,(j‘}(fl =

(i -1
(Pk(‘j]zﬂ()d) £yx—1, respectively. Similarly, the inverse of the weight matrices is not in-

volved in Equation (42), thereby also avoiding the matrix singularity.

Remark 2. Note that the observation noise covariance involved in Equations (37) and (42) is the

total observation noise covariance Ry]z , which consists of two components: the linearized error
covariance Rl((] ) and the original observation noise covariance Ry. The covariance induced by the
linearization errors is incorporated into the observation noise covariance of the information filter.

To avoid confusion, the algorithm is summarized in Algorithm 1.

4.3. Property of Robust and Iterative Strategy

How does the non-convex function induce estimates to fall into the local minimum?
As shown in Figure 1, the weight function corresponding to the much greater residual
rapidly approaches 0 for the Gaussian, Cauchy, and DCS functions. This property facili-
tates the estimator to eliminate the effect of the greater residuals on estimation. However,
when the initial error of the estimator is great, even if the observation information is not
contaminated by non-Gaussian noise or outliers, the residual between the observation and
its predicted value is still great, i.e., the residual of the innovation ¢, = z; — 2 is great.
The corresponding weight approaches 0, i.e., ®, ~ 0, hence the inverse of the modified

; -1
total observation covariance approaches 0, as shown in Equation (38), i.e., (jolg’m(’d) =

—~ -T . — —1
( R%) <I>£] ) ( R)E]]Z) ~ 0. Further, the corresponding state innovation also ap-

proaches 0 as shown in Equation (42), i.e., (G)(C]ll)T (Rilllzfmod> 1 (Zk _ 2’({]) 4 G}({{I){&]((Jﬂ)) ~ 0.
Therefore, the modification of the innovation to the prior estimation is significantly reduced,
or even approaching ineffectiveness, and the state is not effectively updated. The estimator
only can rely on the process model to predict the estimate. However, the estimate remains
within the neighborhood of the prior estimate, and the residual between the nominal state
and the prior estimate is still great. Consequently, the subsequent posterior updates remain
ineffective, eventually leading to filtering divergence.
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Algorithm 1: Robust iterated sigma point information filter using sequential
mixed cost

Data: £;_1, ﬁk,l, Z)
Result: %, P,
Compute prior state and covariance using Equation (22);

[y

2 Initialize iteration 32}{0) = ik‘k,l,ﬁk(o) = lA’k|k,1;

3 forje[1,2,---] do

4 Compute 2]((j ), ISZ(Jk), and P}E]Z)k using Equation (20);

5 Compute 'g’gg, gfj l) using Equation (24);

6 if iterate using convex function then

7 ‘ q’SCJ) (i/ i) = @Huber (ggj)r <I)£]) (ir i) = PHuber (é‘gl)),

8 else

o | | @V (0,1) = puonconces (1)), @Y (11) = Pronconser (80) )

10 end

11 Compute Ak(‘j}z'iq()d, (Rgljz’m()d) B using Equation (38) and
() _ y(j)mod .
Kjk—1 klk—=1  “k[k=1s

12 Compute Ak(j ),g,ﬁf ) using Equations (37) and (42);

13 Compute A,((j) = (Yk(j)>_l,32,(j) = I3k(j>yA,((j);

5. Simulation and Results

One hundred Monte Carlo simulation runs were performed under different levels
of non-Gaussian noise. The cost functions involved in the comparison are the Huber
function, the Gaussian function, the Cauchy function, the DCS function, and the mixed
Huber and non-convex function (henceforth referred to as Huber/Gauss, Huber/Cauchy,
and Huber/DCS), respectively. The number of iterations were all set to four. For the
mixed cost strategy, the first three iterations are performed based on the Huber function,
and the subsequent iteration is based on the non-convex functions (Gauss, Cauchy, and
DCS, respectively).

5.1. Process and Observation Models
The simulation scenario is spacecraft relative navigation in an elliptical orbit, hence the
process model is the Tschauner-Hempel (T-H) equations, which are expressed as follows:

. . . re + Xk
K = WK + 2wWcl + Weyi + rﬁz = % + fux ke + fwxk
d

c
Y = w%]/k — 2wk — WeXy — % + fuy,k +fwy,k (43)
d

. Zk
2k = _‘urT +fuz,k +fwz,k
d

where the state vector consists of the relative positions and their first-order differentials,
ie, xp =[xk, Y, 2k, xk,yk,zk]T ; fw is the perturbing acceleration; f;, is the control specific
force; y is the gravitational constant; w. and r, are the orbital angular velocity and orbital
radius of the chief spacecraft, respectively; r; is the orbital radius of the deputy spacecraft;
and w, 1, and r; are related as follows:
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.. U
Fe = rew? — 2
c
) 27w
(e = ——= (44)
Tc

rg = \/(rc—i-x)z—kyz—i-z2

The relative observation z; is provided by the radar of the chief spacecraft and the
observation model is given as follows:

Zp =

5.2. Simulation Condition Settings

\XE+yE+z

arctan ( yk)
Xk + vg (45)

Zk

arctan

The orbital elements of the chief spacecraft are given in Table 4. The simulation

parameters are given in Table 5.

Table 4. Orbital elements of chief spacecraft.

Orbital Element

Corresponding Value

Semimajor axis

Orbital eccentricity

Orbital inclination

Right ascension of ascending node
Argument of perigee

True anomaly

8200 km
0.15

50°

105°

10°

30°

Table 5. Simulation parameters.

Simulation Parameter

Corresponding Value

Initial nominal vector

Control specific force

Process noise covariance

Observation noise covariance

Dynamics discrete interval,
observation update interval

Filters’ initial covariance

Filters’ initial state
Filters’ initial covariance

xo = [(10,15,10)km, (0.3,0.5,0.3)km/s]"

fu=[1x1072,---,1x107° | km/s?
3

Qi = diag [1x1071,... ,1x 10" | (km/s)?
3
2
R; = diag (1.1 x 10*2km) ,(0.12°)2, (0.120)2]

0.1s,0.5s

Py = diag | (0.3)%,---,(0.3)km, (0.1)%,---,(0.1)*km/s
3 3

.’fo ~ N(XO,P())
R2 = DCZRl

The non-Gaussian observation noise is modeled as p(v) = (1 — €)p1 + epp, where ¢
is the perturbing parameter; p; and p, are the PDFs of the nominal and contaminated
Gaussian distributions, respectively; their covariance matrices are denoted as R and Ry,
respectively; and R is a? times as large as R;. As elaborated in [27], we use the root mean
square error (RMSE) to evaluate estimation accuracy and the averaged normalized estima-
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tion error squared (ANEES) to evaluate estimation consistency [32], and the equations of
RMSE and ANEES are given as follows:

RMSE;; — |~ ¥ (;em‘ _xm.)2
, 1M r]r\LA:l k,i ki (46)
i\ T rHm\ —1 .
ANEES; = oo L («' = &) (BY) (' — &)

where M denotes the number of Monte Carlo simulation runs; m denotes the mth Monte
Carlo simulation run; # denotes the dimension of the state vector; the subscript k denotes
the kth instant; the subscript i denotes the ith component of the state vector; x denotes the
nominal state vector; £ denotes the posterior state estimate; and P denotes the posterior
covariance estimate. A detailed explanation of the ANEES matrix is demonstrated in [27],
and the theoretical value of ANEES is 1. In this work, given the degrees of freedom (DOF)
Mn = 100 x 6 = 600 and the significance level of & = 5%, the critical value of the chi-

squared test can be approximated as x2(Mn) ~ (zq + v2Mn — 1)2 /2, where z, denotes
the value to the left of a critical value z, and « denotes the probability mass of the standard
normal distribution. In this work, the upper and lower bounds of the 95% confidence
interval are computed as )(i/z(Mn)/(Mn) = 0.8893 and X%_a/z(M”)/(M”) = 1.1155,
respectively, where z( gp5 = —1.96 and zp975 = 1.96.

5.3. Comparison Under Gaussian Noise

Figure 4 depicts the RMSEs of the filters based on different functions under Gaussian
observation noise. We find that the filters using non-convex functions (Gaussian and DCS
functions) diverge, i.e., these filters converge to local minima, whereas the filter using the
non-convex function (Cauchy function) converges, due to its weaker robustness compared
to the other two non-convex functions, i.e., the Cauchy influence function or weight function
does not converge to 0 rapidly in the outlier range, as shown in Figure 1. The convex cost
function-based (Huber function) filter converges well, which demonstrates that the convex
function is more stable than the non-convex functions. Furthermore, by using the Huber
function, the mixed strategies (Huber/MCC, Huber/Cauchy, and Huber/DCS) can avoid
the flaws of non-convex functions, improve the filtering accuracy, and prevent non-convex
function-based filters from diverging.

1 'ﬂ.\x —e—Huber —s—Gauss 0.03
*, | Cauchy -#*=-DCS —e—Huber —=—Gauss
@ 0.8 Ky o lguger;gacusss —<--Huber/Cauchy| —~ 025 ——Cauchy -4-DCS
2 ; uber E ! Huber/Gauss ---~Huber/Cauchy
o g = 0.02 - > -Huber/DCS
S oS >
= 0.6 e 5 &
%) 3 _3
L‘a 0.4 o bt 3 a-8-8-5 ua l ' ? ] =
7] 7 sl
m 0.0262 >\ A /] 0.01 ‘ N =]
(é) 0.026 ¢ \i\‘u R b———‘/@/’ ’&** %’1 \\\‘\98 o ———
nNNOEQ N 4 \ . " !
& 0-2110.0258 Nt = 0.005 A 45 50 55
o 20 o AD 50 e g e
MEcacass 2 Teeve- TOUOS : FOTeReTee: 0 adasaszzs)
0 20 40 60 0 20 40 60
Time (s) Time (s)
(a) RMSEs of position (b) RMSEs of velocity

Figure 4. RMSEs of filters under Gaussian noise (¢ = 0).
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5.4. Comparison Under Different Levels of Non-Gaussian Noise

Figures 5 and 6 depict the RMSEs of filters based on different functions under different
levels of non-Gaussian observation noise. Under the general level of non-Gaussian noise,
the convergence of the filters based on different functions is essentially the same as that
under Gaussian noise, whereas for the mixed strategies, the estimation accuracy of several
filters (Huber, Huber/MCC, Huber/Cauchy, and Huber/DCS) appears to be different.
Specifically, the filters using the mixed strategies obtain better estimation accuracies than
the Huber-based filter, which fully reveals the strong robustness of the non-convex functions
over the convex one. As the level of non-Gaussian noise increases, the flaws of the non-
convex functions become more obvious, and, especially, even with the help of the Huber
function, the DCS-based filter still falls into the local minimum. Furthermore, with the
help of the Huber function, the Huber/Cauchy-based filter achieves better estimation than
the Cauchy-based one; with the help of the Cauchy function, the Huber/Cauchy-based
filter achieves better estimation than the Huber-based one. The results re-emphasize that
the mixed strategy allows the filters to combine both estimation stability and robustness.
Figure 7 depicts the ANEESs of filters based on different functions; the mixed strategies
allow the filters to obtain better estimation consistency.

1 ——Huber ——Gauss 0.04
* —+—Cauchy ~*=DCS —e—Huber —=—Gauss
e Huber/Gauss --¢--Huber/Cauchy ——Cauchy —%-DCS

= 2
é 0.8 T -Ii:lber/DCS g 0.03 Huber/Gauss -<-~Huber/Cauchy| |
= * < - - Huber/DCS
o %o >
£06 P G
8 \’\BM ngx 2 0 02 1073
S04 T < LEPta, g
A *x ! B e W
LU;) 0.020 _’e/“\s\e_e\ *eg L%] 0.01 1 gy e
0.2 B s M40 45 50 55
& 0098 E S5 \ 2 \"*«
rorerss 2 w ' Zizzzrzzy)
PD0HD-0-0-0-0-0-0-0-0-0-H-0-D-0-H-0-0-0-0-0-00 0
0 20 40 60 0 20 40 60
Time (s) Time (s)
(a) RMSE:s of position (b) RMSEs of velocity

Figure 5. RMSE:s of filters under a general level of non-Gaussian noise (¢ = 0.1, & = 5).

1.2 —e—Huber —=—Gauss 0.05 ] —e—Huber —=—Gauss
3 ——Cauchy -+-DCS ——Cauchy -*--DCS
—~ 1 *xn Huber/Gauss -—<—Huber/Cauchy|  — Huber/Gauss -¢-~Huber/Cauchy
g *., |~ > Huber/DCS g 0.04 -+ Huber/DCS
T:/ 0.8 b r:,.,/r”" =2 \ ﬁ\ 4 x1073
o Y- * > v gy
}g t**'*-v-m;-‘.,_‘_,_,_‘..,_*& G 0.03 i ek o LY S I
840 6 0.05 % “'\". \ 2 5 gy
5 o F > ke Py
o 0.045 ———f—g- S 0.02 B
3 0.4 0.04 1 m A 0 55
. fa g '3 o-no-ggmao0
< = =g A
~ 0.2 35 40 45 ~ 0.01 W \,\ =
y[,,ﬂ"k\ p p > B S>> %\3} B
b b Db B D> FBRBRRRDDD B D>D>DD b ppp
P 8-0-6-0=0-0-0-0-0-0-0"0-0-0-0-0-0-0-0-0-0-0-0-0
0 0
0 20 40 60 0 20 40 60
Time (s) Time (s)
(a) RMSEs of position (b) RMSE:s of velocity

Figure 6. RMSE:s of filters under a high level of non-Gaussian noise (¢ = 0.2, & = 10).
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ANEESSs of filters

5.5. Analysis on the Number of Iterations in Sequential Mixed Cost

To elaborate the switching strategy from the convex function to the non-convex function
in iterations, 100 Monte Carlo simulation runs are performed under the high level of non-
Gaussian noise (¢ = 0.2, & = 10). The mixed cost strategies involved in the comparison are
Huber/Gauss, Huber/Cauchy, and Huber/DCS, respectively. The total number of iterations
are all set to four. For the mixed cost strategies, the number of Huber-based iterations are set
to one, two, and three, respectively, and then the corresponding number of non-convex-based
iterations are set as three, two, and one, respectively. The above algorithms are abbreviated
as Huber1/Gauss3, Huber1/Cauchy3, Huberl/DCS3, Huber2 /Gauss2, Huber2/Cauchy?2,
Huber2/DCS2, Huber3/Gauss1, Huber3/Cauchy1, and Huber3/DCSI, respectively.

—e—Huber —=—Gauss 25
——Cauchy -%-—-DCS —e—Huber —=— Gauss
Huber/Gauss --¢--Huber/Cauchy ——Cauchy -+-DCS
-+ Huber/DCS ----Confidence interval 20 Huber/Gauss —#-~Huber/Cauchy
¥ . 2] -+ Huber/DCS ----Confidence interval
7 39 4
?_*_«f\\ ] V*\ ti E 15 F/_/
H R ek G
/ 5]
H 2]
"! (LYAJ 10
PN eeeeeteges”S| O e s
s lita data e <ZC - ‘,«"
51 & PP+ SO TN
%9, oz 0990 0Ne00s0g o-e-o+o<>-e+w-o+w-e-ttmm
0
20 40 60 0 20 40 60
Time (s) Time (s)
(a) General level (¢ = 0.1,a = 5) (b) High level (¢ = 0.2,« = 10)

Figure 7. ANEESs of filters under different levels of non-Gaussian noise.

Figures 8 and 9 depict the RMSEs and ANEESs of filters based on the mixed cost
functions using different numbers of iterations, respectively. As shown in Figure 8, we
find that all filters using the DCS function diverge (Huberl/DCS3, Huber2/DCS2, and Hu-
ber3/DCS1), and for the Gaussian function, only the filter using one Gaussian iteration
converges (Huber3/Gaussl). On the contrary, all filters using the Cauchy function converge
(Huber1/Cauchy3, Huber2/Cauchy2, and Huber3/Cauchy1), and the estimation accuracy
and consistency of the filters gradually are improved as the number of Cauchy-based iterations
decreases and the number of Huber-based iterations increases. The same results can be seen
from the consistency metrics of the filters in Figure 9. Therefore, we can conclude that in
the sequential mixed cost strategy, as many Huber-based iterations as possible should be
performed to obtain relatively accurate estimates, and a non-convex function should be used
only in the last iteration to obtain stronger robustness. Furthermore, the Cauchy-based filters
achieve better robustness and stability compared with the other two non-convex functions;
the reason is that the Cauchy influence function or weight function does not converge to 0
rapidly in the outlier range compared with the Gaussian and DCS functions. Therefore, we
can conclude that the Cauchy function is the better choice for the non-convex iteration.
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1.4 - =- Huberl/Gauss3 0.09 —- =~ Huber1/Gauss3 —e—Huber1/Cauchy3
—e—Huber1/Cauchy3 —=—Huber1/DCS3  —¢—Huber2/Gauss2
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Figure 8. RMSEs of filters using different numbers of iterations (¢ = 0.2, « = 10).
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Figure 9. ANEESs of filters using different numbers of iterations (¢ = 0.2, « = 10).

6. Discussion

To address the problem induced by non-Gaussian observation noise, the update step of
the Gaussian filters is modified based on M-estimation. The robustness of such robust filters
depends on the cost criterion adopted, where the more extensively used cost function is the
Huber function. As demonstrated in Section 3.1, the Huber function is non-redescending;
this property results in relatively weak robustness to cope with the high level of non-
Gaussian noise. To improve the robustness of the M-estimation type robust Kalman filter,
the redescending cost functions (e.g., the Gaussian function, the DCS function, and the
Cauchy function) emerge. However, the flaws of the redescending cost function are also
obvious. As discussed in Section 3.2, the redescending functions are non-convex and tend
to induce the estimation to fall into local minima; this flaw is also proved by the numerical
simulation in Section 5. Regarding the perspective of the stability property, the convex
functions (e.g., the Huber function) have an advantage over the non-convex functions (e.g.,
the Gaussian function, the DCS function, and the Cauchy function).
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To synthesize the advantages of the two types of robust cost functions, this work
proposes a sequential mixed cost strategy using both the non-convex and convex cost
functions. Specifically, an iterative update is required for the robust estimator, where the
convex cost function is applied until the filter converges in the first few iterations, and then
the non-convex cost function is applied in the subsequent iterations to eliminate outliers.
The iterative strategy is given based on the iterated sigma point Kalman filtering framework.

The simulation results in Section 5.4 demonstrate that the convex cost function fa-
cilitates the non-convex function to achieve more stability, and the non-convex function
facilitates the convex function to achieve stronger robustness. The best combination is
the Huber and Cauchy mixed cost strategy. The reason lies in that the Cauchy influence
function or weight function does not converge to zero rapidly in the outlier range com-
pared with the Gaussian and DCS functions. Therefore, we can conclude that the sequential
mixed cost strategy facilitates the M-estimation type robust Kalman filters to cope with
different levels of non-Gaussian noise. Furthermore, the simulation results in Section 5.5
demonstrate that as many Huber-based iterations as possible should be performed to obtain
relatively accurate estimates, and a non-convex-based iteration should be used only in the
last iteration to obtain stronger robustness. For future work, we will perform research on
more types of convex function and non-convex function mixed cost strategies, and on the
effect of iterative strategies on estimation robustness and stability.

7. Conclusions

This work investigates the robustness and stability of different cost functions in M-
estimation. Due to non-redescent, the convex cost function exhibits strong stability and
weak robustness, and due to redescent, the non-convex cost function exhibits weak stability
and strong robustness. To combine the properties of different cost functions, we propose
the sequential mixed cost strategy and provide the robust iterated sigma point information
filtering framework. The simulation results show that, under a general level of non-
Gaussian noise, the mixed strategy avoids the non-convex function-based estimation falling
into the local minimum; under a high level of non-Gaussian noise, the mixed strategy
provides more accurate estimates; in the sequential mixed cost strategy, as many Huber-
based iterations as possible should be performed to obtain relatively accurate estimates,
and a non-convex function should be used only in the last iteration to obtain stronger
robustness. Therefore, the mixed strategy can comprehensively improve the efficiency of
the M-estimation type iterated filter.
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