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Abstract: Hyperspectral object-detection algorithms based on deep learning have been receiving
increasing attention due to their ability to operate without relying on prior spectral information about
the target and their strong real-time inference performance. However, current methods are unable to
efficiently extract both spatial and spectral information from hyperspectral image data simultaneously.
In this study, an innovative hyperspectral object-detection algorithm is proposed that improves the
detection accuracy compared to benchmark algorithms and state-of-the-art hyperspectral object-
detection algorithms. Specifically, to achieve the integration of spectral and spatial information,
we propose an innovative edge-preserving dimensionality reduction (EPDR) module. This module
applies edge-preserving dimensionality reduction, based on spatial texture-weighted fusion, to
the raw hyperspectral data, producing hyperspectral data that integrate both spectral and spatial
information. Subsequently, to enhance the network’s perception of aggregated spatial and spectral
data, we integrate a CNN with Visual Mamba to construct a spatial feature enhancement module
(SFEM) with linear complexity. The experimental results demonstrate the effectiveness of our method.

Keywords: object detection; computer vision; hyperspectral image; spatial–spectral fusion;
feature extraction

1. Introduction

Hyperspectral imaging technology is based on the acquisition of image data across
numerous narrow spectral bands. It combines imaging technology with spectroscopy to
detect the two-dimensional geometric space and one-dimensional spectral information of
a target. Due to this characteristic, the underlying material information in hyperspectral
images can be applied to object detectors, helping networks to distinguish between objects
and complex backgrounds [1]. Hyperspectral imaging technology has been successfully
applied in remote sensing [2,3], agriculture [4–6], environmental protection [7,8], medicine,
and other fields.

The imaging principle of traditional hyperspectral cameras relies on spectral separation
via gratings or prisms, typically consisting of one or more diffraction gratings, optical paths,
and detector arrays. Light passes through an input slit and is collimated onto a diffraction
grating, which disperses the spectral components in different directions, and a concave
mirror focuses this dispersed light toward the detector array [9]. This type of hyperspectral
camera can obtain data from hundreds of spectral bands, but the key characteristic—the
imaging speed—is poor and it carries high costs. With the continuous development of
technology, snapshot cameras based on chip coating principles have overcome the problems
related to the slow imaging speeds and large volumes of traditional cameras, and their
prices are also approaching the consumer level [10,11]. This type of camera integrates
narrowband filters on the surface of a CMOS, allowing the camera to selectively transmit
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light of specific wavelengths, making it suitable for selective spectral detection. These
cameras have the same imaging speeds as RGB cameras as only the filter is changed. The
real-time imaging capabilities of snapshot hyperspectral cameras make them suitable for
mobile deployment, such as on unmanned vehicles or in autonomous driving. As the
imaging speeds of hyperspectral cameras increase, new demands are being introduced
regarding the real-time performance of detection methods.

Previous hyperspectral classification and detection work has mainly focused on the
pixel level, relying on spectral information and simple adjacent pixel correlation informa-
tion [12]. The pixel-based processing method usually requires a long processing period,
which is not conducive to the real-time processing of the system. In traditional RGB cam-
era detection methods, object-detection technology is an effective approach that enables
real-time inference. Object-detection technology is a branch of computer vision aimed
at identifying and locating objects in images or videos, and it is the foundation for other
computer tasks, such as real-time object tracking. With the development of deep learning
technology and the improvements in computing devices’ performance, object-detection
technology has been widely applied in various fields, such as autonomous driving [13],
transportation surveillance [14], and robot vision [15]. Currently, there are several relevant
studies that combine hyperspectral imaging with target-level object-detection technology.

There have been two previous studies on target-level hyperspectral object-detection
algorithms. HOD1 was the first object-detection dataset specifically designed for hyper-
spectral images [12]. The authors introduced a channel attention mechanism into the
convolutional neural network to adjust the weights of different spectral channels in the
high-dimensional hyperspectral data, and they directly fed the hyperspectral data into
the convolutional network for feature extraction, thereby achieving target-level detection.
To extract joint spectral and spatial information, S2ADet first applies PCA dimensionality
reduction on the raw hyperspectral data as spectral features [16]. The dimensionality
reduction process results in the loss of spatial edge information. To compensate for this
loss, the authors performed band selection on the raw hyperspectral images, treating the
selected data as spatial features. These two sets of features were then treated as different
modalities and fed into separate object-detection networks for recognition, and their detec-
tion results were aggregated. Due to the local receptive field characteristics of CNNs and
the complexity of the aggregation networks, previous studies have been limited by either
the detection accuracy or the complexity of the network models.

To overcome the limitations encountered in the existing research, we propose an
innovative hyperspectral object-detection algorithm. The main contributions of this study
are as follows:

(1) We first propose an edge-preserving dimensionality reduction (EPDR) method based
on spatial texture feature weight fusion to ensure that the main spectral features are
extracted during the dimensionality reduction process and the key edge and texture
information in the image is also preserved;

(2) We propose a multi-scale spatial-feature-enhancement module (SFEM) based on
the fusion of a CNN and Mamba, and the experimental results demonstrate the
effectiveness of the proposed module;

(3) We analyze the processing speeds of pixel-level and object-level algorithms, demon-
strating the superiority of object-level algorithms in terms of efficiency.

2. Related Works
2.1. Pixel-Level Hyperspectral Object Detection

Due to the imaging characteristics of previous devices, the existing research on hyper-
spectral object-detection technology has mostly focused on pixel-level spectral information,
and the detection results usually do not consider the semantic information between multi-
ple objects. This type of algorithm utilizes the spectral dimensional feature differences of
images to distinguish between the spectral characteristics of objects and the backgrounds.
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According to the presence or absence of prior information, they can be divided into two
types: spectral matching detection and anomaly detection.

Spectral matching detection methods usually require the establishment of a spectral
database about the target to be detected in advance, as well as the application of similarity
measures between the target and prior spectral information for identification. The SAM
algorithm, proposed by Kruse et al. in 1993, uses the vector cosine value between the
target spectrum and the prior spectrum to determine the similarity in the spectra [17]. In
2002, J. Settle et al. proposed a spectral recognition method based on constraint energy
minimization [18]. This method only requires the spectral information of the target object,
without the need to establish a database in advance, effectively expanding its application
scope. The main idea is to use a finite impulse response filter to match and filter the target,
so that the target signal of interest can pass through under specific constraint conditions.
The average input energy of the filter caused by unknown signals, such as background
signals, is minimized.

Hyperspectral anomaly detection is a binary classification problem that divides an im-
age into the background and the objects of interest [19]. The key to hyperspectral anomaly
detection is to analyze pixels with different characteristics from background pixels and
identify them as anomalous targets. The RX anomaly-detection algorithm, proposed by
Reed et al. in the 1990s, is the benchmark algorithm in this field [20]. This algorithm is
based on a statistical model, assuming that the data follow a Gaussian distribution, and it
determines whether the target pixel is an anomalous pixel by calculating the Mahalanobis
distance between the target pixel and the background pixel. In 2005, Nasrabadi et al. used
kernel functions to map hyperspectral data to a high-dimensional feature space based on
the RX algorithm, and they improved the accuracy of the algorithm by introducing the
concept of nonlinearity. In order to address the need for the adaptability of algorithms to
hyperspectral data, Matteoli et al. (2014) proposed the LRX algorithm, which effectively
models background data through local adaptive kernel-density-estimation methods, reduc-
ing the impact of noise in hyperspectral data and improving the detection accuracy [21].
Due to the spatial sparsity of anomalous targets, some scholars have also used low-rank
matrix factorization methods to expand them. For example, Xu et al. proposed a method
based on Low-Rank and Sparse Representation (LRaSR). This method uses a low-rank
matrix representation of a background dictionary to model background pixels and employs
sparse constraints to capture local spectral features, achieving promising results [22]. Ning
et al. proposed the Potential Anomaly and Background Dictionary Construction (PAB-DC)
algorithm. This algorithm constructs a background dictionary through joint sparse rep-
resentation and builds a potential anomaly dictionary by analyzing the prior knowledge
of anomalous targets in the scene. The use of these dual dictionaries allows for the more
accurate differentiation of background, anomaly, and noise pixels from the raw data [23].
Cheng et al. (2020) proposed the GTVLRR algorithm, which jointly extracts spatial and
spectral information, preserving the local geometric structures and spatial relationships [24].
With the development of deep learning, Li et al. proposed the CNND algorithm. They were
the first to introduce CNN methods into the field of hyperspectral object detection [25].
Subsequently, various deep learning networks emerged.

2.2. Target-Level Hyperspectral Object Detection

With the development of imaging modalities, snapshot hyperspectral cameras are
becoming popular in various fields due to their low prices and capacity for instantaneous
imaging. The emergence of snapshot hyperspectral cameras has rendered instantaneous
detection possible, requiring object-detection algorithms with fast inference capabilities. In
order to overcome the limitations of traditional hyperspectral object detection based on
the pixel-level detection time, studies have combined hyperspectral image object detection
with traditional visible-light object-detection technology to achieve real-time inference
functionalities at the target level. These algorithms are typically divided into two stages: the
first stage involves extracting effective spatial and spectral features from the original high-
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dimensional hyperspectral data, while the second stage focuses on designing a network
structure to extract features from the fused data. Typically, the network structures used in
the second stage align with those employed in deep-learning-based detection algorithms
for RGB images.

Deep-learning-based object detection has become the mainstream method for real-
time object detection [26,27]. It is mainly divided into single-stage object-detection algo-
rithms based on regression and two-stage object-detection methods based on candidate
regions [28,29]. The two-stage object-detection algorithms mainly include Fast R-CNN [30]
and Faster R-CNN [31]. This type of algorithm involves performing fine-grained process-
ing on candidate regions, usually with high detection accuracy. Due to the need for the
two-stage processing of candidate region generation and feature classification, the model
structure is complex and the real-time performance is poor. The single-stage detection
algorithms include the YOLO series [32], SSD [33], Retina-Net [34], and Center-Net [35].
Directly applying these algorithms to the fused data often yields suboptimal results, as
the data fused in the first stage typically lack high spatial resolutions and detailed texture
features. Spatial attention mechanisms can enhance the model’s ability to extract spatial
features. Transformers, with the ability to extract global dependencies, can overcome
the local receptive field limitations of CNNs; this is the core idea behind many spatial
attention mechanisms.

With the powerful global modeling capabilities of the self-attention mechanism, the
Transformer has become the dominant algorithm in the field of natural language process-
ing [36]. The Vision Transformer (ViT) represents the application of the Transformer to the
field of computer vision [37]. The ViT divides the image into a series of patches and con-
verts each patch into a vector representation as an input sequence. These vectors are then
processed through multiple layers of the Transformer encoder, which includes self-attention
mechanisms and feedforward neural network layers. This allows the model to capture
contextual dependencies across different positions in the image. Since its introduction,
numerous improved algorithms based on the ViT architecture have emerged [38,39]. The
ViT has also achieved successful application in the field of hyperspectral imaging. Gao et al.
proposed a novel Transformer-based hyperspectral target tracking algorithm, leveraging
Transformers to extract spectral information for enhanced tracking performance [40]. Ah-
mad et al. proposed a novel hyperspectral classification model by integrating a wavelet
transform with Transformers [41]. To extract feature maps at different scales while estab-
lishing global dependencies, the combination of a CNN with a self-attention mechanism
has become a common approach. Gong et al. proposed a multi-scale spectral–spatial
convolutional model for hyperspectral image classification, integrating a CNN and Trans-
former [42]. To fully exploit the information in hyperspectral images, Chen et al. proposed
a dual-stream collaborative hyperspectral unmixing network based on the ViT and pyramid
CNN [43].

The quadratic complexity of the widely used Softmax attention mechanism poses
significant challenges when processing high-resolution images or multi-scale features.
Numerous works have attempted to reduce the computational cost by introducing local
attention windows [44–46] or sparsity [47–49]. Linear attention offers linear complexity and
enables the effective modeling of long sequences [50]. However, previous work has shown
that linear attention does not always provide satisfactory results, limiting its applicability.

Mamba is a recently proposed state-space model that achieves efficient sequence mod-
eling with linear complexity. Many researchers have attempted to apply the Mamba model
to visual tasks and have achieved promising results [51,52]. To adapt it to hyperspectral
data inputs, Wang et al. proposed a novel, locally enhanced Mamba network for hyper-
spectral image classification [53]. Huang et al. proposed a spectral–spatial Mamba model
(SS-Mamba) for hyperspectral image classification based on Mamba [54]. The 2D Selective
Scan (SS2D) proposed in VMamba relies on the Selective Scanning Spatial State Sequence
Model (S6), originally designed for natural language processing tasks, and it successfully
addresses the “direction sensitivity” issue in S6. By introducing the Cross-Scan Module
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(CSM), SS2D facilitates the extension of S6 to visual models, making it more adaptable to
vision tasks. The CSM employs a four-directional scanning strategy to traverse the spatial
domain of the image feature map, allowing each pixel in the feature map to integrate
information from all positions in various directions. This generates a global receptive field
without linearly increasing the computational complexity. Although the SS2D module
can integrate global information from different positions, it lacks the ability to perceive
multi-scale features. Therefore, in this work, a CNN combined with Mamba is used to im-
plement a spatial feature enhancement module with linear complexity in order to increase
the network’s spatial extraction ability for fused data.

2.3. Hyperspectral Feature Fusion

Hyperspectral feature fusion aims to retain the spatial and spectral features to the
greatest extent while achieving dimensionality reduction. Hyperspectral band selection
focuses on selecting a few significant bands to represent the reduced data. Although it
preserves the spatial features well, it leads to spectral information loss due to the omission
of some spectral bands. In contrast, hyperspectral feature extraction seeks to retain the
spectral information while performing dimensionality reduction by obtaining a mapping
from the original high-dimensional features to a lower-dimensional space. Typical methods
include principal component analysis (PCA) [55] and independent component analysis
(ICA) [56]. However, the fused data often lose some spatial information. To address
this limitation, edge-preserving dimensionality reduction techniques have been applied,
demonstrating excellent performance in the field of hyperspectral processing.

Edge-preserving filtering is an image-processing technique that smooths textures
and noise while retaining important content in the image, particularly edge information.
This technique has garnered significant attention in the field of computer vision research.
Kang et al. innovatively combined edge-preserving filtering techniques with hyperspectral
classification. Their experimental results demonstrate that classification methods based
on edge-preserving filtering can significantly improve the classification accuracy within
a short timeframe [57]. To reduce the computational complexity and improve the classifi-
cation accuracy, Kang et al. proposed a feature extraction method based on image fusion
and recursive filtering. This approach significantly enhanced the accuracy of a support
vector machine (SVM) classifier. Compared to other hyperspectral classification methods,
it demonstrated superior performance in terms of both classification accuracy and com-
putational efficiency [58]. To address the challenge of directly applying edge-preserving
filtering (EPF), with which it is difficult to achieve the complete spatial representation of
objects at different scales, Kang et al. proposed a PCA-based EPF method for hyperspectral
image (HSI) classification (PCA-EPFs). The results showed that, through the fusion of
multi-parameter filtering kernels, this method outperformed traditional EPF-based feature
extraction methods and other widely used spectral–spatial classifiers [59]. To address the
issue of over-smoothing in the classification maps produced by traditional edge-preserving
feature extraction methods, Duan et al. proposed a hyperspectral image-classification
method that integrates multiple edge-preserving operators. The algorithm obtains edge-
preserving features by implementing different types of edge-preserving operators (EPOs),
specifically applying local edge-preserving filtering and global edge-preserving smoothing
to the dimensionality-reduced HSI [60].

2.4. Target-Level Object Detection Based on Pre-Fusion Methods

Previous studies on target-level hyperspectral target detection have primarily fo-
cused on processing raw hyperspectral data. For instance, one of the earliest approaches
involved directly feeding high-dimensional hyperspectral data into object-detection net-
works, relying solely on channel attention mechanisms to automatically extract the weight
relationships between different channels [12]. This method suffers from limitations in terms
of the detection accuracy. Moreover, as the number of channels increases, the training time
grows significantly, further reducing the practical efficiency of the approach. In subsequent
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studies, researchers improved the form of the input data. They treated the band-selected
data as spatial information and the PCA-reduced data as spectral information, framing
the detection problem as a dual-modal data fusion task. By employing feature interaction
modules within the network, they achieved the feature-level fusion of the spectral and
spatial information. While this approach improved the detection performance, it intro-
duced a significant computational burden, limiting its efficiency and scalability in practical
applications. Edge-preserving dimensionality reduction has proven to be effective in fusing
spectral and spatial information. There is currently no research focusing on pre-fusion
strategies. Therefore, this study explores the feasibility of pre-fusion approaches for object-
level hyperspectral target detection based on edge-preserving dimensionality reduction.
This research provides a new perspective on front-end fusion strategies for hyperspectral
data processing and validates their potential in target detection tasks.

3. Method

To enable real-time multi-object detection in hyperspectral images, we modified the
baseline YOLO model to accommodate hyperspectral image inputs. The flowchart of the
proposed detection method is shown in Figure 1. Here, “80 × 80 small” indicates the
detection head that is specifically designed for the detection of small objects; it takes a
feature map with a size of 80 × 80 as input. Similarly, “40 × 40 medium” and “20 × 20 large”
denote the detection heads for medium and large objects, taking feature maps with sizes of
40 × 40 and 20 × 20, respectively.
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Figure 1. Flow of the proposed detection method.

First, to address the issue of channel redundancy in hyperspectral data, we created
a subspace band dimensionality reduction method based on spatial texture-weighted
fusion, named EPDR. This module enables the dimensionality reduction of the original
hyperspectral data while effectively integrating the spatial and spectral features.

The fused data were processed with the Darknet53 backbone network for feature
extraction. In the neck section, we retained the feature pyramid structure, and we incorpo-
rated an SFEM module with multi-scale global information-extraction capabilities before
each head to enhance the detection accuracy.

3.1. Edge-Preserving Dimensionality Reduction

In hyperspectral data, adjacent bands often exhibit high similarity, while the similar-
ity between non-adjacent bands is generally lower than that among adjacent bands. In
Figure 2, the proposed process of spatial–spectral information fusion is shown. The raw
hyperspectral data first undergo the ordered band partition step, where the data are evenly
partitioned along the spectral dimension. Let X ∈ RH×W×L denote a hyperspectral image
cube, where X = {x1, x2, x3, . . . xC}, and each xi ∈ RN×L represents a single band of data.
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Here, N = H × W denotes the number of spatial pixels. The process of ordered band
partitioning can be expressed in the following formula:

Gm


1, m = 1

(L−mod(L,M))×m
M , 2 ≤ m
L, m = M

≤ M − 1 (1)

where M represents the number of groups, mod(·, ·) denotes the mod operation, and Gm
represents the m-th partition point.
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As this partitioning is coarse, it cannot ensure that highly similar bands are accurately
grouped together, leading to bands with significant semantic differences being placed in
the same group. During the subsequent fusion process, fine details may be obscured, and
important features could become blurred. Meanwhile, in order to overcome the problem of
inconsistent scales between different bands, we perform weight fusion based on the spatial
texture features of different bands, so that bands with better edge features have higher
weights during the fusion process.

We use the Sobel method to extract edges from fusion images with bands of different
scales. Using Ei to denote the image of Xi after edge extraction, to evaluate the quality of its
texture extraction, we choose the edge continuity as an evaluation indicator. For the edge
binary image E, it is assumed that there are m consecutive edge segments, where the i-th
segment is composed of a set of pixels as follows:

Ci =
{

E(xi
1, yi

1), E(xi
2, yi

2), · · · E(xi
n, yi

n)
}

(2)

The spatial center (xi, yi) of this segment is defined as
xi =

1
ni

n
∑

k=1
xi

k

yi =
1
ni

n
∑

k=1
yi

k

(3)

The distance from each point E(xi
k, yi

k) on this segment to the center point (xi, yi) is
determined using the following equation:

di
k =

√
(xi

k − xi)
2
+ (yi

k − yi)
2 (4)

The contribution of the pixels on the edge segment to the continuity of the edge
segment varies. Pixels closer to the center point have a smaller contribution, while pixels
farther away from the center point have a larger contribution. Considering issues, such
as the image size and scale, when the distance exceeds a certain value, the contribution of
the pixels to the continuity no longer increases with the increase in the distance; rather, it
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remains constant. Otherwise, their contribution value will be infinite, leading to numerical
calculation errors. Therefore, the contribution of edge segment pixels to the continuity of
the edge segment in which they are located is defined as

ci
k =

{
di

k
D , di

k < D
1, di

k < D
(5)

Here, D is the distance threshold, and the size can be selected based on the edge scale
required for the application. The sum of the continuity contributions of all pixels on the
edge of the segment is Ci

Ci =
n

∑
k=1

ci
k (6)

To facilitate the evaluation of the contributions of images from different bands, we
normalize C as follows:

Ci
norm =

Ci − min(Ci)

max(Ci)− min(Ci)
(7)

We calculate the evaluation index S of the image continuity for all connected compo-
nents using the following equation:

S =

m
∑

i=1
(ni × Ci

norm)

n1
(8)

Here, n1 denotes the number of consecutive components with only one pixel in a
single band image. ni denotes the number of pixels in connected components. S is the
texture score calculated for each image; the higher the value of S, the better the texture
features of the image.

When fusing the bands in each subspace, we take into account the semantic differences
between the features from different bands. We employ a weighted fusion method based
on the texture characteristics of images from different spectral bands, ensuring that the
features from various bands are effectively integrated for improved fusion accuracy. The
formula is as follows:

B̃i =
n

∑
i=1

wiBi, wi =
eSi

n
∑

j=1
eSj

(9)

Here, Bi denotes the i-th band of the subspace. n is the number of bands contained in
the subspace. Si is the texture feature score of the i-th band image.

Domain transform recursive filtering is a real-time edge-preserving filtering technique
that effectively retains edge features during the dimensionality reduction process of hy-
perspectral images. The filtering process can be divided into two steps: the first step is
domain transformation, and the second step is recursive filtering. In the actual filtering
process, to control the size and blur of the filter, the domain transformation is often defined
as an approximate distance transform. For a given one-dimensional signal I, the domain
transformation is defined as

Ui = I0 +
i

∑
j=1

(1 +
δs

δr

∣∣Ij − Ij−1
∣∣) (10)

where U is the domain-transformed signal; δs and δr are two parameters used to adjust the
smoothness of the filter.

Ji = (1 − ab)Ii + ab Ji−1 (11)

where Ji is the filter output of the i-th pixel, a = exp(−
√

2/δs) ∈ [0, 1] refers to the feedback
coefficient, and b reflects the distance between two neighboring samples Ui and Ui−1
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in the transform domain. Regarding images, the image is processed by performing the
aforementioned 1D operations along each dimension of the image. We refer to the domain
transform recursive filtered image as DTRF(B̃, δs, δr).

We extract different ambiguities using domain transform recursive filtering with
different parameters, and we then stack them to obtain F. We integrate spatial and spectral
information by utilizing principal component analysis on the stacked features and retaining
the first three principal components:

Fx
k = DTRF(B̃k, δx

s , δx
r ), x = 1, . . . X, k = 1, . . . , K (12)

F =
{

F1, . . . , FX
}

(13)

P = PCA(F, 3) (14)

Here, δx
s and δx

r are the xth parameter settings for the domain transform recursive filter.
PCA represents the principal component analysis.

3.2. Spatial Feature Enhancement Module (SFEM)

To enhance the original network’s ability to extract multi-scale global information,
we propose a spatial feature enhancement module (SFEM), which combines the multi-
scale characteristics of the CNN with Mamba’s linear complexity and global information
extraction capabilities. This fusion allows the model to better capture global features at
different scales, thereby improving the network’s recognition performance. The structure
of the SFEM is shown in Figure 3.
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Firstly, the module uses a multi-granular feature extraction module (MGFE) to extract
fine-grained features from the input feature map, using parallel residual blocks with differ-
ent receptive fields. This design allows the network to capture multi-level information from
a fine-grained to macroscopic perspective, enhancing its ability to recognize objects of vari-
ous sizes and shapes in images. Specifically, the input feature map is first processed through
multiple convolutional kernels with different receptive field sizes to extract features at
different scales. The output of each convolutional block is fed into the SS2D module, which
is specifically designed to analyze and extract the relationships between different positions
in the feature map. Through this mechanism, the module identifies and emphasizes the
interrelations among key areas within the image, thereby capturing the spatial information
that is crucial for understanding the overall scene. This processing approach via the SS2D
module not only enhances the granularity of the feature representation but also boosts
the network’s capability to comprehend the complex interactions among the objects in
the scene. In particular, when dealing with partially obscured or overlapping objects, it
effectively infers information about the obscured parts, thus improving the accuracy in
recognition and analysis. The details of the SS2D module are illustrated in Figure 4.
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In order to integrate multi-scale information and enable the network to fully capture
the details and structures of images, the system combines features of different scales. The
following equations represent this:

U3 = SS2D(σ(BN(Conv3×3(X)))) (15)

U5 = SS2D(σ(BN(Conv5×5(X)))) (16)

U7 = SS2D(σ(BN(Conv7×7(X)))) (17)

U = SiLU(U3 + U5 + U7 + X) (18)

where Conv3×3, Conv5×5, and Conv7×7 represent convolution kernels of different sizes.
BN denotes batch normalization. σ represents the Sigmoid activation function. SS2D
represents the 2D Selective Scan module. U represents the output feature map after fusing
the multi-scale global information.

In order to effectively compress the feature space and extract more robust and repre-
sentative feature information, we further process the fused features through max pooling
and average pooling operations to obtain feature descriptors. Subsequently, the features
are passed through two fully connected layers to limit the model’s complexity and aid in
generalization. The following equation represents this:

M̃s(I) = σ(W2(δ(W1(AvgPool(U)⊕ MaxPool(U))))) (19)

where δ refers to the RELU function, W1 ∈ R C
r ×C, and W2 ∈ R C

r ×C.
Through a series of fully connected layers, we generate the final attention map. After

undergoing an exponential transformation, this attention map is multiplied by the original
input features, effectively highlighting the key features in the image. This method not only
enhances the model’s sensitivity to important features but also allows for a specific focus
on areas that are crucial for interpretation or classification tasks. With such processing,
the network is better able to understand and respond to critical information in the image
content, thereby achieving higher accuracy and efficiency in various visual tasks. The final
attention feature map Ẽs is outputted as follows:

Ẽs = M̃s ⊗ I (20)

4. Experiments
4.1. Dataset

In our experiments, we used two hyperspectral object-detection benchmark datasets.
Detailed information is provided in the following.

4.1.1. HOD1

The HOD1 dataset [12], containing images captured by a push-broom hyperspec-
tral camera, is the first dataset designed for target-level hyperspectral object-detection
algorithms. The typical scenario of HOD1 is shown in Figure 5. It covers the visible-to-
near-infrared wavelength range, from 400 nm to 1000 nm, and includes 454 hyperspectral
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images, each with 96 spectral channels. To verify the specific utility of hyperspectral data,
an additional 2048 RGB images with matching spatial resolutions were collected as a control
dataset. We maintained the original data-partitioning method, where the train–test ratio
was 8:2.
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Figure 5. Example from the HOD1 dataset.

These two datasets include various target objects, such as leaves, blocks, pens, and
photos. The hyperspectral dataset contains a total of 1657 objects, with an average of
3.64 objects per image. In comparison, the RGB dataset contains a total of 6659 objects, aver-
aging 3.19 objects per image. The similar object-type distribution between the hyperspectral
and RGB datasets ensures comparability in experimental studies.

Additionally, in this study, real objects were displayed on an iPad Air and captured
simultaneously using hyperspectral and RGB cameras. The results revealed that RGB-only
object detection yielded suboptimal outcomes, highlighting the necessity of hyperspectral
information for accurate object detection.

4.1.2. HOD3K

The HOD3K [16] dataset originates from the Hyperspectral Object Tracking Challenge,
and the images were captured using a snapshot camera. This is the first dataset dedicated
to the field of target detection using snapshot hyperspectral cameras. The dataset consists
of 3242 annotated images, covering various objects, such as pedestrians, vehicles, and
bicycles. These images span 16 spectral channels, ranging from visible to near-infrared
wavelengths. We maintained the original dataset-partitioning method, with a ratio of 7:1:2
among the training set, validation set, and test set.

The HOD3K dataset includes multiple scenes, such as campuses, roads, and residential
areas. Typical objects and scenes are shown in Figure 6.
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4.2. Experimental Environment

The required environment for the experiment is shown in Table 1. For a fair com-
parison, all experiments were conducted on a single NVIDIA RTX4090, using the Adam
optimizer with a learning rate of 0.01, momentum of 0.973, and a weight decay factor
of 0.0005.

Table 1. Test environment parameter configuration.

Platform Name

CPU 16 vCPU Intel (R) Xeon (R) Platinum 8481C
GPU RTX 4090D

System Ubuntu 20.04
Memory 24 GB RAM

GPU acceleration tool CUDA 11.8

We chose Ubuntu 20.04 as the operating system, with CUDA version 11.8, Python
version 1.12.1, and Python 3.9 as the programming environments.

We used Darknet53 as the backbone, with an input image size of 640 × 640. Due to
the lack of large-scale datasets suitable for hyperspectral target detection and to test the
model’s ability to learn independently, we did not use pre-trained weights in this study.
All experiments consisted of 50 epochs.

To evaluate the performance of the proposed algorithm, this study employed multiple
assessment metrics, including the precision, recall, mean average precision (mAP), and
detection speed. The recall is the ratio of the number of true positives to the sum of true
positives and false negatives, as defined in Equation (21), where TPs and FNs represent
true positives and false negatives, respectively. The accuracy reflects the proportion of true
positives to the sum of true positives and false positives; it is detailed in Equation (22),
where FP denotes false positives. The mAP is calculated by averaging the precision across
all categories, as demonstrated in Equations (23) and (24).

Recall =
TP

TP + FN
(21)

Precision =
TP

TP + FP
(22)

AP =
∫ 1

0
P(R) (23)

mAP =
1
c

c

∑ APj (24)

4.3. Comparative Experiment
4.3.1. Comparison Between Pixel-Level and Target-Level Detection

To analyze and compare the performance between target-level detection and pixel-
level detection, we selected one image from each of the two datasets and performed pixel-
level annotation, as shown in Figure 7a,c. It is worth noting that the spatial resolutions of the
images in the two datasets were different. The spatial resolution of HOD1 was 859 × 696,
while that of HOD3K was 167 × 351. For the pixel-level algorithms, we set the ratio of
the training set to the test set to 8:2 and then inputted the new data into the pre-trained
network and recorded the testing time. For a fair comparison, all images were reduced
to three channels using the PCA algorithm before inference. Here, we only compared the
processing times of the algorithms. The comparative algorithms that we selected primarily
included CNN3D [61], GSCViT [62], SpeFormer [63], SSFTT [64], MassFormer [65], and
GAHT [66].
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Figure 7. Illustration of different annotation formats; (a,c) represent pixel-level annotations, while
(b,d) represent object-level annotations.

The detection results of the different algorithms are shown in Figure 8. Based on
both datasets, the pixel-level analysis methods had detection times in the range of seconds.
Based on the HOD3K dataset, the inference time for the GAHT algorithm was the longest,
reaching 5.52 s, while CNN3D had the shortest inference time of 2.13 s. Based on the HOD1
dataset, the inference time for the GAHT algorithm even reached 43.13 s. Regardless of
the method, the inference time for the pixel-level analysis methods was significantly larger
than that of the object-level detection algorithms based on both datasets. Additionally, it
was observed that as the spatial resolution increased, the execution time of the algorithms
increased accordingly.
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4.3.2. Comparative Experiments with State-of-the-Art Algorithms

We compared our improved YOLO model with the state-of-the-art object-detection
algorithms, including the YOLO series, Faster RCNN, FCOS, RT-DETR, Mamba-YOLO, and
S2ADet, which is specifically designed for hyperspectral object detection. The detection
results are presented in Tables 2 and 3. By incorporating a spatial feature extraction attention
module with linear complexity, our model surpassed the other algorithms in terms of both
accuracy and complexity.
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Table 2. Comparison of detection results for different methods based on HOD3K. The bold red font
represents the highest detection result.

Algorithm Backbone Channel Precision Recall mAP50 mAP50:95 Params (M) GFLOPS

RT-DETR Transformer 3 0.812 0.717 0.794 0.412 61 191.4
Mamba-YOLO [67] ODMamba 3 0.778 0.689 0.769 0.406 5.98 13.6

FCOS [68] ResNet50 3 0.723 0.721 0.764 0.397 32.11 161.21
CenterNet [69] ResNet50 3 0.585 0.41 0.502 0.247 32.6 70.21
RetinaNet [70] ResNet50 3 0.737 0.475 0.562 0.253 37.96 170
Faster RCNN ResNet50 3 0.34 0.845 0.654 0.31 137 370
YOLOv3 [71] Darknet53 3 0.799 0.655 0.756 0.405 12.13 19

YOLOv5 Darknet53 3 0.724 0.664 0.786 0.43 2.51 7.2
YOLOv6 [72] Darknet53 3 0.778 0.683 0.775 0.448 4.23 11.9

YOLOv8 Darknet53 3 0.782 0.675 0.789 0.432 3 8.2
YOLOv9t Darknet53 3 0.784 0.713 0.766 0.429 2 7.9

YOLOv10n Darknet53 3 0.733 0.682 0.735 0.409 2.70 8.4
YOLOv11 Darknet53 3 0.742 0.635 0.766 0.446 2.59 6.4

S2ADet [16] Darknet53 3 + 3 0.739 0.764 0.792 0.438 222.96 169.2
Ours Darknet53 3 0.865 0.722 0.808 0.442 18 24.2

Table 3. Comparison of detection results for different methods based on HOD1. The bold red font
represents the highest detection result.

Algorithm Backbone Channel Precision Recall mAP50 mAP50:95 Params (M) GFLOPS

RT-DETR Transformer 3 0.958 0.906 0.948 0.778 61 191.4
Mamba-YOLO ODMamba 3 0.937 0.844 0.922 0.758 5.98 13.6

FCOS ResNet50 3 0.942 0.866 0.937 0.776 32.11 161.21
CenterNet ResNet50 3 0.891 0.848 0.913 0.752 32.6 70.21
RetinaNet ResNet50 3 0.811 0.749 0.884 0.717 37.96 170

Faster RCNN ResNet50 3 0.947 0.894 0.947 0.772 137 370
YOLOv3 Darknet53 3 0.925 0.845 0.917 0.744 12.13 19
YOLOv5 Darknet53 3 0.951 0.869 0.942 0.774 2.51 7.2
YOLOv6 Darknet53 3 0.872 0.721 0.891 0.722 4.23 11.9
YOLOv8 Darknet53 3 0.952 0.852 0.944 0.762 3 8.2
YOLOv9t Darknet53 3 0.944 0.809 0.915 0.759 2 7.9

YOLOv10n Darknet53 3 0.876 0.792 0.868 0.744 2.70 8.4
YOLOv11 Darknet53 3 0.956 0.866 0.942 0.756 2.59 6.4

S2ADet Darknet53 3 + 3 0.962 0.872 0.933 0.769 222.96 169.2
Ours Darknet53 3 0.964 0.878 0.958 0.783 18 24.2

Based on the HOD3K dataset, our proposed method achieved the highest precision,
mAP50, and mAP50:95. Compared to the baseline YOLOv8, the precision was improved by
8.3%, the recall by 4.7%, the mAP50 by 1.9%, and the mAP50:95 by 1%, with only a 15 M
increase in the computational complexity. By utilizing the Mamba module with linear
attention to capture global dependencies, our model could obtain more comprehensive
feature information compared to the baseline object-detection network, while the network
complexity only increased linearly. Additionally, compared to the state-of-the-art S2ADet
network, which was specifically designed for hyperspectral object detection, our method
achieved a 1.6% increase in the mAP50 and a 12.6% improvement in precision, while using
only one-twelfth of the parameters. Meanwhile, the S2ADet network, which incorpo-
rates multiple Transformer-based spectral–spatial aggregation modules, exhibited high
network complexity. The experimental results fully demonstrate the effectiveness of our
proposed method.

Based on the HOD1 dataset, the detection results of the different algorithms were
relatively similar. Our proposed method achieved the highest detection accuracy, precision,
mAP50, and mAP50:95. Compared to the baseline model, the improved model achieved
significant enhancements across various metrics, including a 1.2% increase in precision,
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a 2.6% increase in recall, a 1.4% improvement in the mAP50, and a 2.1% increase in the
mAP50:95. Additionally, compared to the state-of-the-art S2ADet network, designed for
hyperspectral object detection, our method achieved a 2.5% improvement in the mAP50
and a 1.4% improvement in the mAP50:95.

4.3.3. Visual Comparison of Detection Results

To provide a more intuitive comparison, we selected several groups of images from
the test dataset for an analysis.

As shown in Figure 9, our proposed algorithm achieved comparable detection per-
formance to the state-of-the-art S2ADet. Furthermore, in certain occlusion scenarios, our
algorithm outperformed some of the mainstream methods, including YOLOv5, YOLOv8,
RT-DETR, and S2ADet. This improvement can be attributed to its effective extraction of
global dependencies and the fusion of multi-scale features, which significantly enhance the
robustness and accuracy of the detection process in complex conditions.
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converted the hyperspectral image into a pseudo-color image for display.

4.4. Ablation Experiment

To validate the impact of each module in our proposed method on the detection
results, we conducted a comprehensive ablation study on the HOD3K dataset. The baseline
network for the ablation study was YOLOv8n, with the training set to 200 epochs. The
detection results obtained by sequentially incorporating our modules into YOLOv8n are
shown in Table 4. In the table, TL represents transfer learning, which indicates the detection
results obtained after incorporating pre-trained weights.
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Table 4. Ablation experiment based on different modules.
√

indicates “this module is enabled. The
bold red font represents the highest detection result.

YOLOv8n EPDR SFEM TL mAP50 mAP50:95 Precision Recall
√

0.561 0.296 0.741 0.48√ √
0.781 0.432 0.842 0.711√ √
0.792 0.512 0.851 0.749√ √ √
0.808 0.442 0.865 0.722√ √ √ √
0.845 0.534 0.877 0.768

The experimental results demonstrate that the aggregation of spectral and spatial
information enhanced the network’s ability to extract features, and the use of Mamba’s
spatial attention mechanism to extract global information at multiple scales could also
improve the network’s detection capabilities.

4.4.1. Effectiveness of the Proposed EPDR Module

To validate the effectiveness of the EPDR module, we conducted a comprehensive
ablation study, seeking to evaluate the impact of various input image-processing methods
on the detection performance. The results are shown in Table 5. Considering the network
complexity and accuracy, we selected the baseline YOLOv8n as the validation algorithm.
First, we directly inputted the original 16-band hyperspectral data into the network as a
baseline for evaluation. The increase in the number of channels significantly impacted the
inference speed of the network. Additionally, the poor imaging quality in certain bands
adversely affected the detection accuracy of the network.

Table 5. The results of different channel fusion methods based on HOD3K. The bold red font
represents the highest detection result.

Algorithm Channel Time (ms) People Bike Car mAP50 mAP50:95 Precion Recall

Raw Data 16 9.9 0.386 0.629 0.667 0.561 0.296 0.741 0.48

PCA 3 1.4 0.628 0.652 0.874 0.718 0.414 0.807 0.62
PCA + EPF 3 1.6 0.701 0.711 0.892 0.768 0.429 0.821 0.642

FNGBS 3 3.5 0.638 0.704 0.869 0.737 0.421 0.775 0.688
EFDPC 3 1.8 0.431 0.691 0.876 0.666 0.381 0.743 0.597
ASPS 3 1.8 0.697 0.695 0.863 0.751 0.424 0.713 0.705

Ours 3 1.7 0.717 0.724 0.902 0.781 0.432 0.842 0.711

Band selection is currently the most effective method for the manual extraction of
hyperspectral band features. Its objective is to select channels that are information-rich and
minimally correlated from all available channels. While the dimensionality-reduced images
obtained through band selection generally retain good spatial features, they often suffer
from a loss of spectral characteristics. To assess the impact of data pre-processing operations,
such as band selection, on the real-time performance of target detection, we selected three
fast unsupervised hyperspectral band-selection algorithms and tested their execution times.
Firstly, we tested the execution speeds of the different methods, and the results are shown
in the Table 5. From this, it can be seen that the speed in selecting different numbers of
frequency bands using the same method was very similar, but the speed difference between
different methods was significant. For example, the execution speeds of algorithms, such as
EFDPC, were approximately 0.3 s; this makes it difficult to integrate these algorithms into
mobile terminals, such as autonomous vehicles or unmanned aerial vehicles, for real-time
target detection. Due to the selection of channels through band selection, the use of band-
selection algorithms can also improve the detection accuracy of the network. For example,
using ASPS for band selection could improve the model accuracy by 19%.
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PCA reduces the dimensionality of hyperspectral data by computing a covariance
matrix and extracting the principal components, retaining only the top components that
account for the largest variance. When using the PCA dimensionality reduction algorithm to
fuse multi-dimensional channels, the model’s accuracy was improved by 15.7% compared
to the benchmark algorithm. However, dimensionality-reduced data often suffer from
the significant loss of spatial information. To overcome this spatial loss, the addition of
edge-preserving filtering was considered, which could increase the mAP50 by 5%.

By introducing a weighted fusion method based on spatial texture features for different
spectral bands in the subspace, the phenomenon of feature fading caused by large semantic
differences between images in different spectral bands can be overcome. Compared with
the PCA dimensionality reduction method, the accuracy was improved by 6.3% after
applying this technique.

4.4.2. Effectiveness of the Proposed SFEM

To validate the effectiveness of the proposed SFEM, we selected several scenes with
targets of varying scales, aiming to test its attention allocation maps. Figure 10 illustrates
the comparative detection results in different occlusion scenarios when using the baseline
model and the baseline model with the SFEM. The first row shows the original images,
the second row displays the detection results for the baseline model, and the third row
presents the detection results after incorporating the SFEM into the baseline model.
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Figure 10. Grad-CAM visualization results. We compare the visualization results of the SFEM-
integrated network with those of the baseline (YOLOv8n).

The input to the network consisted of data processed by the EPDR module; for visual-
ization purposes, the detection results were overlaid onto pseudo-color images. The feature
maps processed by the EPDR module could lose some spatial texture features, limiting
the baseline network’s ability to extract such low-spatial-information data and resulting
in less focused attention allocation. The SFEM extracts multi-scale global dependencies,
enabling the network to capture complex spatial and contextual relationships with different
levels of detail. This capability is particularly critical in scenarios involving objects with
varying sizes, complex backgrounds, or occlusions, where relying solely on local features
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may result in the failure to achieve accurate detection. By integrating global dependencies
across multiple scales, the network gains a more comprehensive understanding of the
scene, effectively modeling both local and global details, thereby enhancing its ability to
represent spatial features. As shown in Figure 7, the improved network demonstrated more
focused attention allocation toward the detection objects compared to the baseline network.
The integration of multi-scale information in the SFEM enabled the network to dynamically
adapt to objects of different scales. For images containing multi-scale targets, such as the
third image in the first row and the second image in the second row, the improved network
allocated more balanced attention weights to targets of different scales compared to the
baseline network. This ensured that small object features were adequately emphasized,
even in the presence of larger or more prominent targets in the scene. The extraction of
global dependencies allows the network to move beyond local features by leveraging global
information to analyze the relationship between the target and its surrounding pixels. In
occlusion scenarios, this global perspective significantly enhances the network’s detection
capabilities, as it can infer and identify partially visible targets using contextual information.
By bridging the gap between local details and the global context, the network demonstrates
greater robustness and higher detection accuracy when applied to partially occluded or
complex background environments. For instance, for the third and fourth images of the
second row in Figure 7, the improved model showed a stronger focus on occluded targets
compared to the baseline network.

5. Discussion

From the experiments described above, it is evident that the ability to handle high-
dimensional raw data is a critical factor influencing the detection accuracy in target-level
hyperspectral object-detection algorithms. Without dimensionality reduction, the strong
similarity between adjacent hyperspectral bands can lead to the problem of dimensionality.
As the number of bands increases, the detection accuracy decreases. Regarding methods
that use PCA directly for dimensionality reduction, although they improve the detection
accuracy compared to directly inputting the raw data, the reduced data often lose significant
amounts of spatial information, resulting in poor spatial texture features, which ultimately
limits the detection accuracy. Similar to PCA, band selection is another dimensionality
reduction method for hyperspectral data. It primarily focuses on spatial feature extraction.
By discarding certain bands directly, this approach results in the loss of spectral features,
which ultimately limits its detection accuracy. In S2ADet, to fully leverage the spectral
and spatial information, the authors used PCA and band selection to generate spatial and
spectral feature maps, respectively, which were then fused using a Transformer module,
yielding promising results. However, due to the quadratic complexity of the Transformer,
this approach results in a substantial number of parameters. We adopted the concept of
edge-preserving filtering for dimensionality reduction, which allowed for the significant
retention of spatial features during PCA-based dimensionality reduction. Additionally, to
avoid potential feature fading caused by simple averaging between the subspace bands,
we proposed an evaluation method for spatial texture features and performed weighted
fusion based on the texture characteristics of different spectral bands. The experimental
results demonstrate the effectiveness of our approach.

The experimental results indicate that, for deep learning networks, two-stage algo-
rithms generally achieve higher recall than one-stage algorithms, albeit at the cost of
increased complexity. Due to the use of a self-attention mechanism, RT-DETR achieves
favorable results in terms of its detection accuracy and recall. However, its parameter count
reaches 61 M, which is several to tens of times larger than that of typical CNN networks.
Regarding algorithms based on the Mamba architecture, the lack of multi-scale perception
limits their detection performance. We propose a method that combines a CNN with Vision
Mamba, integrating the CNN’s multi-scale perceptual capabilities with Mamba’s global
dependency extraction abilities. By applying a selective attention mechanism to spatial
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information, this approach significantly improves the detection accuracy while maintaining
linear computational complexity.

The current research has certain limitations. First, the existing dataset was collected
using a general-purpose snapshot hyperspectral camera, with a limited number of bands
that had not been specifically optimized for feature selection. This resulted in suboptimal
bands to distinguish target objects, thereby affecting the detection accuracy. Secondly, at
the algorithm level, the current methods perform data preprocessing and network analysis
as separate stages, which poses limitations for practical deployment. In the future, end-to-
end algorithms will be needed to address this limitation and improve the efficiency and
feasibility in real-world applications. Moreover, this study only validated the applicability
of pre-fusion for object detection, lacking a comprehensive investigation into other data
fusion methods. Future work should explore and evaluate the effectiveness of alternative
fusion strategies to further enhance the detection performance.

6. Conclusions

In this study, an innovative target-level hyperspectral object-detection method is
proposed and, for the first time, the feasibility of pre-fusion is validated. We utilized
edge-preserving dimensionality reduction to achieve the aggregation of spectral and spatial
information at the front end, effectively overcoming the high complexity of feature-level
fusion. The effectiveness of our fusion method provides a new perspective for future
research on hyperspectral algorithms. When integrating spatial and spectral data, we
applied a weighted fusion method based on image texture features to improve the subspace
band fusion process, thereby overcoming the feature degradation caused by average fusion.
To address the challenge of poor spatial characteristics in the fused data, we designed a
multi-scale spatial enhancement module combining a CNN and Mamba. This module
introduces a linear-complexity global-information-extraction mechanism, significantly
improving the modeling capabilities for spatial features. Specifically, the multi-scale spatial
enhancement module leverages a CNN to capture multi-scale features, while efficiently
extracting global spatial dependencies through Mamba, thereby preserving the spatial
information during the feature fusion process. Furthermore, our study demonstrates
the significant advantage of object-level detection techniques over pixel-level methods in
terms of real-time performance. The current algorithms still adopt a two-stage execution
approach. Future research should focus on designing more efficient end-to-end detection
frameworks while further optimizing the computational efficiency and detection accuracy
of the algorithms. With the continuous advancement of snapshot hyperspectral camera
technology, the proposed framework will provide a valuable reference and directions for
future algorithmic improvements.
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