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Abstract

:

This study investigates the potential of Sentinel-1 (S1) multi-temporal data for the early-season mapping of the rapeseed crop. Additionally, we explore the effectiveness of limiting the portion of a considered time series to map rapeseed fields. To this end, we conducted a quantitative analysis to assess several temporal windows (periods) spanning different phases of the rapeseed phenological cycle in the following two scenarios relating to the availability or constraints of providing ground samples for different years: (i) involving the same year for both training and the test, assuming the availability of ground samples for each year; and (ii) evaluating the temporal transferability of the classifier, considering the constraints of ground sampling. We employed two different classification methods that are renowned for their high performance in land cover mapping: the widely adopted random forest (RF) approach and a deep learning-based convolutional neural network, specifically the InceptionTime algorithm. To assess the classification outcomes, four evaluation metrics (recall, precision, F1 score, and Kappa) were employed. Using S1 time series data covering the entire rapeseed growth cycle, the tested algorithms achieved F1 scores close to 95% on same-year training and testing, and 92.0% when different years were used, both algorithms demonstrated robust performance. For early rapeseed detection within a two-month window post-sowing, RF and InceptionTime achieved F1 scores of 67.5% and 77.2%, respectively, and 79.8% and 88.9% when extended to six months. However, in the context of temporal transferability, both classifiers exhibited mean F1 scores below 50%. Notably, a 5-month time series, covering key growth stages such as stem elongation, inflorescence emergence, and fruit development, yielded a mean F1 score close to 95% for both algorithms when trained and tested in the same year. In the temporal transferability scenario, RF and InceptionTime achieved mean F1 scores of 92.0% and 90.0%, respectively, using a 5-month time series. Our findings underscore the importance of a concise S1 time series for effective rapeseed mapping, offering advantages in data storage and processing time. Overall, the study establishes the robustness of RF and InceptionTime in rapeseed detection scenarios, providing valuable insights for agricultural applications.
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1. Introduction


The growing demands for vegetable oil and biofuel have led to the expansion of rapeseed cultivation [1]. Consequently, the provision of precise and timely information on rapeseed cultivation is crucial for agricultural policies [2]. The accuracy of this information can be influenced by various factors, such as the diversity among producers, agricultural management strategies, soil conditions, and climate [1,3]. Recognizing and utilizing diverse tools that aid in rapeseed detection is vital to alleviating the impact of these diverse factors. Incorporating advanced technologies and remote sensing methods notably enhances the accuracy of rapeseed crop data. Ultimately, this advancement will foster more resilient and effective agricultural management strategies.



Remote sensing data acquired at various spatial, spectral, and temporal resolutions have become paramount sources of information for monitoring the cultivation of crops. Such information can, nowadays, be used as an input for modern machine learning and deep learning algorithms to enhance agricultural monitoring, as in the case of rapeseed mapping [4,5]. Tao et al. [6] achieved 92% accuracy in creating a rapeseed map utilizing the Landsat images. They employed an artificial neural network (ANN)-based method to map winter rapeseed. Zhang et al. [1] used the 2DCNN algorithm to detect rapeseed, achieving an accuracy of 0.91. Their study focused on classifying images from five different optical satellites (GF-1, S2, L7, L8, and GF-6). However, the performance of various deep learning and machine learning algorithms appears to be influenced by factors such as the size of the training dataset. Maleki et al. [7] conducted an evaluation on the impact of training sample size on the performance of three deep learning and one machine learning algorithm for rapeseed mapping. They demonstrated that using sample sizes ranging from 300 to 1000, random forest (RF) and InceptionTime exhibited higher accuracy (F1 score > 90%) compared to the long short-term memory fully convolutional network (LSTM-FCN) and multi-layer perceptron (MLP). Previous studies have shown high accuracy in rapeseed detection using a time series analysis, overcoming challenges faced by single-image methods in regions with complex crop cultivation [3,5,8,9,10,11,12,13]. For instance, Mercier et al. [11] reported an accuracy range of 0.74 to 0.92 in rapeseed detection using time series data from Sentinel-1 (S1) and Sentinel 2 (S2). Han et al. [14] achieved F1 scores ranging from 0.92 to 0.95 by integrating time series from Landsat 8 and Sentinel-1 satellite data for rapeseed detection. Waldhoff et al. [15] achieved an F1 score of 86.2% by employing time series data from ASTER, Landsat-5–8, IRS-P6, SPOT-6/7, and RapidEye satellites in their classification process. However, when time series information is considered, determining the effective temporal window (period) for rapeseed classification and using shorter time series data offer advantages in data storage and processing efficiency [2]. Inglada et al. [16] achieved comparable accuracy with both a large multispectral time series and a short time series focusing on the main growth phases of crops. Zhang et al. [1] emphasized the importance of the peak of the crop growth period in the classification of different crops. In addition, the early detection of rapeseed before the end of the cultivation year holds significant value for decision-making, especially in irrigation management and yield forecasting [16,17]. Hence, determining the optimal size of the time series for early rapeseed detection could be useful in providing valuable information to various stakeholders. Vaudour et al. [18] achieved a producer accuracy exceeding 70% using Spot-4 images for rapeseed early detection. Meng et al. [2] proposed an enhancement of wheat and rapeseed mapping by utilizing the Sentinel-2 time series to cover the middle and later stages of the growth cycle. While optical data remain a common choice for early rapeseed detection due to their better understanding of multispectral images and vegetation phenology [16], challenges arise in the winter growth period for rapeseed crops due to frequent and extensive cloud phenomena [4]. The all-weather acquisition capability of synthetic aperture radar (SAR) data makes them valuable for rapeseed detection. For this reason, in this study, arguments related to the time series size and early rapeseed detection are investigated using the time series of S1 images.



This study aims to explore the effective temporal window of the Sentinel-1 (S1) time series for rapeseed detection, emphasizing early detection and the potential use of a short time series. Recent results have shown that deep learning methods exhibit high-level classification performances compared to standard machine learning techniques [19]. Deep learning methods establish mathematical relationships between remote sensing data and crop type information; therefore, they are not dependent on the flowering period of rapeseed [1]. However, this paper will address the question of whether machine learning and deep learning algorithms can effectively detect rapeseed using a limited SAR time series. This research will evaluate different temporal windows (time periods), corresponding to different rapeseed growth stages, for an accurate mapping of rapeseed in the following two scenarios: (i) involving the same year for both training and testing, and (ii) evaluating the temporal transferability of the classifier (where the training and test data come from different years). In order to classify the S1 time series images, the widely adopted random forest (RF) classifier and a deep learning-based network based on temporal (one-dimensional) convolutions, namely the InceptionTime method, will be employed. The classifier choice is based on previous related studies [7,20], where the chosen strategies have already demonstrated themselves to be robust and well suited for the crop type mapping task.




2. Materials and Methods


2.1. Study Site


The study area is La Rochelle, covering 8000 km2 within the Charente-Maritime department in western France (Figure 1). France is the largest contributor to European rapeseed production, accounting for 21% of the European Union’s rapeseed production. Notably, the European Union is the world’s leading rapeseed producer, accounting for 24% of world production [21]. The main crops cultivated in La Rochelle in 2020 include wheat (27.8%), maize (12.4%), sunflower (9.0%), winter rapeseed (6.0%), and peas (2.4%) (RPG, Registre Parcellaire Graphique). In La Rochelle, rapeseed cultivation usually commences in September and ends in July of the following year [21].




2.2. Data


2.2.1. Ground Data


We extracted the ground data from the RPG data (French graphical parcel registry), which serves as a database containing farmers’ declarations of agricultural fields across the country. This database delineates the boundaries of each declared agricultural field and provides crucial details, such as crop types and field sizes. Access to the RPG database for all of France is available for download via (https://www.data.gouv.fr/en/datasets/registre-parcellaire-graphique-rpg-contours-des-parcelles-et-ilots-culturaux-et-leur-groupe-de-cultures-majoritaire/ (accessed on 20 November 2022)).




2.2.2. SAR Image


We used C-band (5.405 GHz) synthetic aperture radar (SAR) images obtained from the Sentinel-1A (S1A) and Sentinel-1B (S1B) satellites. These images encompassed both “ascending” and “descending” acquisitions, featuring VV and VH polarizations. Each pixel within the S1 images has a spatial resolution of 10 m by 10 m. The revisit schedule of the S1 constellation entails a 6-day cycle when the images of both satellites (S1A and S1B) are employed. For our study site in France, we had access to images from both satellites from three acquisition orbits. These SAR data resources are readily accessible through the European Space Agency’s (ESA) website (https://scihub.copernicus.eu/dhus/#/home (accessed on 20 November 2022)). We compiled a dataset comprising images from the three orbits. Regardless of their specific orbit acquisition, all acquired images were arranged in chronological order. Table 1 provides a summary of the total number of S1 images collected at the study site.



The S1 images were calibrated using the ESA-developed S1 toolbox. The calibration process consists of two main steps: first, radiometric calibration, which converts digital numbers into a backscatter coefficient, σ◦, in a linear unit; second, geometric correction, which involves orthorectification with a 30 m resolution digital elevation model from the Shuttle Radar Topography Mission (SRTM). Since the analysis was performed on the field scale, the average S1 signal was calculated for each field and for each available S1 image. The aim of this calculation was to obtain a single representative value for each field, thus reducing the speckle effect. In addition, an internal buffer of −10 m (one pixel) was applied along the field boundaries, excluding border pixels from the mean calculation. S1 time series for each rapeseed cultivation year (2018, 2019, and 2020) were created.





2.3. Methodology


In this work, we investigated the likelihood, based on Sentinel-1 (S1) remote sensing data, of accurately detecting rapeseed before the end of the phenological cycle. We also assessed the classification performance using specific, limited periods of the S1 time series. We conducted tests across a variety of temporal windows, reducing the computational burden in the downstream analysis. This not only, in theory, limits data storage, but it also streamlines data download and reduces processing times. The selection of these temporal windows was based on the critical phenological stages of rapeseed in La Rochelle, as documented in the work of Maleki et al. [1].



	
Window 1 (W1): Encompasses the leaf production phase of rapeseed (1 September–1 November), with an S1 time series starting at sowing and ending two months later.



	
Window 2 (W2): Encompasses both the leaf production phase of rapeseed and its low-rate growth stage during winter (1 September–1 March), with an S1 time series starting at sowing and ending six months later.



	
Window 3 (W3): Spans from the beginning of the rapeseed growth cycle until the onset of rapid spring growth (1 September–1 May), with an S1 time series starting at sowing and ending eight months later.



	
Window 4 (W4): Encompasses the entire growth stage of rapeseed (1 September–1 August), with an S1 time series starting at sowing and ending eleven months later, just after the harvest.



	
Window 5 (W5): Encompasses the crucial stages of rapeseed growth, covering stem elongation, inflorescence emergence, and fruit development (1 March–1 August). Within this temporal window, the S1 time series begins 1–2 months before flowering and ends shortly after harvest. Notably, there is a significant peak in S1 backscatter observed between May and June within this window.






For the classification stage, we adopted RF and InceptionTime algorithms; both methods are renowned for their good performance, as noted in a previous rapeseed mapping study by Maleki et al. [7]. The RF algorithm is an ensemble learning method that combines the outcomes of multiple decision trees to enhance accuracy and prevent overfitting [22]. In this study, 100 trees were used, and default settings were applied for other parameters. InceptionTime, developed by Fawaz et al. [23], is a multivariate time series classification algorithm composed of five convolutional deep learning models, each featuring two residual blocks containing three inception modules [23]. In the training process for the InceptionTime model, the Adam optimizer was employed with fixed parameters (β1 = 0.9, β2 = 0.999, ε = 1 × 10−7), a learning rate of 1 × 10−5, and weight decay of 1 × 10−6. The batch size was set at 16, and a standard cross-entropy loss function was utilized. The classifiers’ code utilized in this study using Python 3.8 is available on GitHub (https://github.com/cassiofragadantas/Colza_Classif (accessed on 20 August 2023)). It is important to highlight that in this study, standard parameter settings were employed for the algorithms. This approach ensures a consistent benchmark for evaluating algorithmic performance across various scenarios.



The input data to the classifiers consisted of a time series of VV and VH polarizations, both originating from S1 data, at the field scale (average of backscatter coefficients per field). The classification process focused on identifying rapeseed fields and distinguishing between two classes: rapeseed and non-rapeseed (encompassing all other crop types). We considered two different scenarios: (i) training and test data from the same year, and (ii) training and test data from different years.



Regarding the first scenario, the classification was performed considering all the five temporal windows (W1, W2, W3, W4, and W5). For each year (2018, 2019, and 2020), the data were randomly split into two partitions with a proportion of 70% and 30% for the training and test data, respectively. The procedure was repeated five times to finally average the classification performances in order to avoid possible biases due to the random split procedure.



For the second scenario, the training and test data were taken from different years in order to assess the temporal transferability of the evaluated classifiers. Three temporal windows were used to evaluate this scenario: one for the early detection of rapeseed (among W1/W2/W3), the window covering the entire S1 time series (W4), and finally, the window corresponding to a short S1 time series focused on the main peak of the rapeseed growth cycle (W5). The choice between W1, W2, and W3 depends on the results obtained in the previous scenario. In particular, the chosen window has the ability to provide satisfactory accuracy while using a short period after the sowing date. Temporal transferability of the classifiers was conducted under six combinations of years of training and testing (2018–2019, 2018–2020, 2019–2018, 2019–2020, 2020–2018, and 2020–2019, the first year for training and the second year for testing). As the time series of the training and test datasets in the input to the classifiers must have the same number of S1 images, and considering the different number of S1 images in the different datasets, it is imperative to match the number of S1 images in the training and test datasets. In cases where the number of S1 images differed, some images were removed from the larger dataset. Firstly, we eliminated one image per month from the larger dataset, starting with the first months of the S1 time series. Next, this process was repeated until the sizes of the two datasets were harmonized. For example, for the combination where the training year was 2018 and the test year was 2019, the training dataset comprised 121 images while the test dataset had 110 images for window 3. In this case, 11 images needed to be removed from the training dataset. Consequently, two images were removed from the first 3 months and only one image from the next 5 months (the duration of W3 is 8 months).



With the aim of assessing the results of the classification procedure, we used various evaluation metrics. These metrics are recall (Equation (1)), precision (Equation (2)), F1 score (Equation (3)) for rapeseed class, and Kappa (Equation (4)):




	
Recall represents the proportion of correctly detected rapeseed (TP) compared to the total number of rapeseed fields, including also the non-detected ones (false negatives, NG) [24].



	
Precision refers to the ratio of accurately estimated rapeseed (true positives, TP) to the sum of true positives and false positives (instances that were incorrectly predicted as positive) [24].



	
F1 score is defined as the harmonic mean of precision and recall measurements [24]. The F1 score is a metric that combines precision and recall into a single value, providing a balance between these two measures. The F1 score ranges from 0 to 1, where 1 indicates perfect precision and recall, and 0 indicates poor performance in either precision or recall. However, we presented it on a scale of percentages between 0 and 100%.



	
Kappa is a measure of the agreement between the frequencies of two sets of data collected on separate occasions. It includes both observed and expected agreement and provides a standardized assessment that accounts for chance. It is often used to assess the reliability of ratings, classifications, or observations made by different raters or methods during two different data collection sessions [25].










  Recall =   T P   T P + F N    



(1)






  Precision =   T P   T P + F P    



(2)






  F 1 =   2 ∗ ( P r e c i s i o n ∗ R e c a l l )   P r e c i s i o n + R e c a l l    



(3)






  Kappa =   P o − P e   1 − p e    



(4)







In the context of these equations, the variables are defined as follows:



True positives (TP): The number of instances correctly predicted as positive by the model.



False positives (FP): The number of instances incorrectly predicted as positive by the model.



False negatives (FN): The number of instances incorrectly predicted as negative by the model.



Observed agreement (Po): The proportion of agreement between two raters or methods based on the actual observed data. It is calculated as the sum of true positives and true negatives divided by the total number of instances [26].



Expected agreement (Pe): The expected agreement that occurs by chance. It is calculated based on the marginal probabilities of agreement for positive and negative instances [26].





3. Results


3.1. Sentinel-1 Backscattering Analysis


Figure 2 illustrates the temporal behavior of the S1 backscattering coefficient (σ°) for rapeseed fields in our study area over three rapeseed cultivation years: 2018, 2019, and 2020. The rapeseed cultivation season in La Rochelle starts from late August to early September and ends between late June and early July each year. During the sowing period at our study site (September to November), the S1 backscattering coefficient increased significantly, indicating the emergence of the plants and the development of their first leaves. Specifically, the σ°-values increased from −21 to −16 dB in VH and from −13 to −8 dB in VV. This increase in S1 backscatter is associated with the growth of biomass and rapeseed plant structural changes [11,27]. Subsequently, from November to March, which is the period of the low-growth phase during winter, the values for both polarizations remained relatively stable. During the flowering phase in April and early May, the S1 signal in VV was significantly affected, with a decrease of about 2 dB, while VH remained relatively unaffected. This decrease is consistent with the results of previous studies [10,13]. According to the findings of El Hajj et al. [28], which showed that the level of S1 stability is better than 0.48 dB (standard deviation of σ°), a change in the radar signal of more than 1 dB is considered significant. Therefore, the observed decrease of about 2 dB in the VV polarization during the flowering phase is considered significant, exceeding the 1 dB threshold (approximately twice the standard deviation) and indicating a substantial change in the radar signal associated with this growth stage. After flowering, both polarizations gradually increased, reaching a peak in May–June (approximately −11 dB in VH and −8 dB in VV), which is the period of stem elongation, inflorescence emergence, and fruit development. However, Figure 2 shows that there is a shift of up to about 2 weeks between the years in the position of the characteristic rapeseed peak (date). After this peak, both polarizations gradually decreased and returned to values similar to those at the beginning of the cycle in September. The characteristic shape exhibited by the S1 time series in accordance with the rapeseed’s phenological cycle, represents a significant advantage for mapping rapeseed fields. Consequently, approaches such as DL algorithms, leveraging end-to-end learning from input data, can capitalize on these discernible S1 signal patterns to differentiate rapeseed fields effectively. It is worth noting that VH has a more pronounced dynamic throughout the rapeseed phenological cycle compared to VV, making it indispensable for rapeseed mapping.



Based on the biophysical variation of rapeseed in the S1 time series, we adopted five time windows in this study, which are represented by the dashed lines in Figure 2. The first window spans from September to November, covering the sowing period at our study site. Our second temporal window, from September to March, included significant signal increases during both plant emergence and the low-growth phase. The third temporal window, from September to early May, captured the flowering and preceding phases. The fourth temporal window covered the whole rapeseed growth cycle (1 September–1 August). The fifth temporal window focused on the peak period of the signals corresponding to the period of stem elongation, inflorescence emergence, and fruit development (1 March–1 August).




3.2. Effective Temporal Windows for Rapeseed Mapping


To assess the potential for early-season rapeseed detection and the classification performance when only utilizing part of the S1 time series (only a part of the growth cycle), classification by RF and InceptionTime was performed in two scenarios, including the same year as the training and test and different years to the train and test (temporal transferability of the classifier). The performance of both methods in each scenario was evaluated using F1, precision, recall per rapeseed class, and Kappa coefficient metrics.



3.2.1. Effective Temporal Windows for Rapeseed Detection in the Same Year


In this section, classification was performed over five temporal windows, covering various phases of the rapeseed phenological cycle at the La Rochelle study site. Detailed descriptions of these windows can be found in Section 3.1 (Figure 2). This evaluation uses S1-VV and S1-VH data from the same year for training and testing (2018, 2019, and 2020) to determine the performance of rapeseed detection in each temporal window.



The outcomes of the performance assessment for rapeseed classification are represented in Table 2, considering the F1 score, precision, recall, and Kappa coefficient. The highest F1 score and Kappa are attained when employing three temporal windows: 1 September–1 May (W3: an 8-month time series), 1 September–1 August (W4: an 11-month time series), and 1 March–1 August (W5: a 5-month time series). The InceptionTime method provided F1 values of 95.3%, 96.1%, and 96.2%, along with Kappa values of 0.95, 0.96, and 0.96, respectively, using W3, W4, and W5. RF gave F1 scores of 92.2%, 95.1%, and 95.1%, coupled with Kappa values of 0.92, 0.95, and 0.95, respectively, for the same set of windows. Therefore, both algorithms provide high accuracy for rapeseed field detection using W3, W4, or W5. In addition, the results revealed precision and recall rates above 90% when using these three temporal windows. Notably, applying W5 enables the approaches to achieve high accuracy with a smaller volume of S1 data. The feature importance analysis using RF, as shown in Figure 3, further confirms the importance of this period for rapeseed detection. In particular, the main rapeseed growth period between April and June, especially in May, which contains the peak S1 backscatter, has the highest importance for rapeseed detection using RF in all three years of the study. This confirms that our results, which were based on considering different growth stages, align with a statistical analysis that measures the importance of variables.



In the case of the other two windows, specifically W1 (1 September–1 November) and W2 (1 September–1 March), InceptionTime and RF provide lower accuracies. These two windows correspond to the S1 times series, which covers the first part of the rapeseed growth cycle before reaching the flowering period. The W1 and W2 time series commence at sowing and end two months and 6 months later, respectively. Inception Time yielded F1 values of 77.2% and 89.0%, along with a Kappa of 0.77 and 0.89, respectively, for W1 and W2. While RF produced F1 values of 67.5% and 80.0%, with corresponding Kappa values of 0.67 and 0.79, respectively, for W1 and W2, the lower recall value is the reason for the lower F1 scores using these windows (recall values of 54.5% and 68.7% by RF, 74.3% and 85.9% by InceptionTime, for W1 and W2, respectively). The results of this analysis indicate that when the training and test data are from the same year, rapeseed can be detected with moderate accuracy before flowering with both RF and InceptionTime.



A regression analysis conducted on the relationship between the number of S1 images and the F1 score for rapeseed classification across five temporal windows, using the same year for both training and test datasets (as depicted in Figure 4a,b for RF and InceptionTime, respectively), yielded R-squared values of 0.48 and 0.53 for the RF and InceptionTime algorithms, respectively. These results suggest that only a portion of the variability in accuracy data can be attributed to the number of S1 images. However, it is evident that other factors, such as the characteristic shape of the S1 backscatter during the main rapeseed growth cycle, also influence achieving a high F1 score within a short time series (W5). Such a shape facilitates the detection of rapeseed, as this shape does not appear in the S1 backscatter of other main crops in the study area, especially in the VH polarization (Figure 5). Furthermore, it is noteworthy that the choice of algorithm—RF or InceptionTime—plays a major role, with InceptionTime demonstrating a slightly superior ability to explain the variability in accuracy based on the number of S1 images.



The rapeseed map derived from the training and test data belonging to the same year using W2 and W5 windows within a specific section of the study area (Figure 6a) is presented by Figure 6b–e, which involves early rapeseed detection and achieving high accuracy with a short time series. In Figure 6b, it is evident that InceptionTime, when applied with window 2 (W2), accurately classified rapeseed, underscoring the algorithm’s capability for early rapeseed detection. However, with the same window, RF exhibited a higher number of misclassifications, wrongly identifying some rapeseed classes as non-rapeseed (Figure 6c). Regarding the use of window 5 (W5) for rapeseed detection, Figure 6d,e show the output of the InceptionTime and RF algorithms, respectively. Both algorithms successfully produced accurate rapeseed maps using a reduced number of images. However, some misclassifications still exist, and they concern small rapeseed fields. This can probably be related to the spatial resolution of 10 m associated with the S1 images.




3.2.2. Effective Temporal Windows for Rapeseed Detection Using the Different Years as Training and Test


In this section, we evaluate the effect of the temporal window on rapeseed detection using different years as training and test datasets. We classified three temporal windows of the S1 time series: W2 to evaluate temporal transferability in early rapeseed detection; W5 to investigate transferability within a short time series; and W4, representing the time series covering the entire rapeseed growth cycle. For early rapeseed detection, we chose W2 over W1 and W3 based on the results of the previous scenario. Although W3 outperformed two other windows, W2 was used in classification because it gave a good F1 result while using a shorter temporal window.



Table 3 shows the classification results using RF and InceptionTime over three different windows. As shown in Table 3, the RF and InceptionTime algorithms yielded mean F1 values of 45.6% and 41.0%, respectively, when using W2. Consequently, it proved challenging to produce an accurate early rapeseed map for one year using another year’s training data. The main factor contributing to these suboptimal results was the low recall observed for both algorithms, which was 34.3% for RF and 33.2% for InceptionTime. This low recall indicates that a limited number of rapeseed fields were correctly detected. In terms of precision, RF achieved a better performance (85.9%) than InceptionTime (74.8%) with W2. In contrast, the use of W5, corresponding to the S1 time series around the main peak of rapeseed, resulted in substantially higher mean F1 scores of 92.0% and 90.0% for RF and InceptionTime, respectively. These results are very similar to the ones obtained with the full rapeseed growth cycle (W4). Therefore, W5 seems to represent the most efficient option, as it requires a reduced number of image acquisitions compared to the full time series (W4). The results of feature importance using RF for the combinations of the training and test years with the lowest (Figure 7a), and the highest F1 scores (Figure 7b), further confirm the significance of this time window for detecting rapeseed fields when utilizing different years for training and tests. Notably, the main growth period of rapeseed from April to June, particularly in May with its high S1 backscatter, ranked highest in terms of importance for rapeseed detection using RF. Figure 7 illustrates the consistency of our findings based on windows aligned with growth cycles and a statistical study assessing variable importance.



The regression analysis between the number of S1 images and F1 scores for rapeseed classification across the three chosen temporal windows (W2, W4, and W5), assessing temporal transferability, is illustrated in Figure 8a for RF and Figure 8b for InceptionTime, respectively. R-squared values lower than 0.1 suggest that the variability in the accuracy data cannot be explained by the number of S1 images.



The rapeseed maps generated for 2020 within the specific section of the study area (Figure 6a) with W2 for early rapeseed detection, using the training data of 2018, are shown in Figure 9a for InceptionTime and Figure 9b for RF. Both figures show that a significant number of rapeseed fields are misclassified as non-rapeseed by both algorithms. This is consistent with the findings in Table 3 and confirms that applying different years for training and testing does not result in an accurate map for early rapeseed detection. Notably, misclassification occurs across different sizes of rapeseed fields, which suggests that the poor results are not solely due to the spatial resolution of the images.



The rapeseed map using W5 for a short time series in the context of temporal transferability is presented in Figure 9c using InceptionTime and Figure 9d using RF (2020 for training and 2018 for testing). These figures show that both algorithms accurately detected rapeseed fields, demonstrating the feasibility of detecting rapeseed fields using the 5-month S1 time series, which aligns with the main stages of the growth cycle, encompassing stem elongation, inflorescence emergence, and fruit development. Cases of misclassification on these maps are generally confined to smaller fields, reflecting the effect of S1 spatial resolution. A comparison between maps generated with W2 (containing 6 months of images in the early stages of the growth cycle) and W5 suggests that the phenology of rapeseed, rather than the number of images in the time series, is the more significant factor for the temporal transferability of classifiers when detecting rapeseed fields.






4. Discussion


This study focused on evaluating the impact of S1 time series size on rapeseed detection, with a specific emphasis on early detection and achieving high accuracy even using smaller time series. Efficiently mapping rapeseed fields by utilizing a reduced portion of the S1 time series leads to a decrease in processing time, involving fewer images to download, simplified image preprocessing, and accelerated algorithm execution for mapping [1,17]. It is worth noting that more data does not always equate to better performance, as demonstrated by previous studies [2]. Sometimes, an increase in data can even result in decreased accuracy, which is known as the Hughes effect [29]. In the context of crop detection studies, not every image from every time period provides valuable information for classification [2]. Moreover, decisionmakers and stakeholders in crop mapping often require early crop identification [16,30]. To address these concerns about the effective temporal window for rapeseed detection, we conducted an accuracy assessment analysis focusing on various temporal windows, spanning different phases of the rapeseed phenological cycle. This analysis aimed to determine the most effective periods for rapeseed field detection. The classification was performed in two scenarios: using the same year as training and testing across five temporal windows, and applying different years as training and testing over three temporal windows.



4.1. Effective Temporal Windows in the Same Year as Training and Testing


In the first scenario that used the same year as training and testing, which is consistent with prior research [31,32,33], our study revealed an improvement in the classification performance over time. As depicted in Table 2, when employing the same year for training and testing, both our algorithms, RF and InceptionTime, consistently yielded the highest F1 score and Kappa coefficient values in three temporal windows. These windows include W3, spanning from the beginning of the rapeseed growth cycle to rapid spring growth and flowering; W4, covering the entire growth stage of rapeseed; and W5, including stages of stem elongation, inflorescence emergence, and fruit development. Both considered algorithms, InceptionTime and RF, achieved F1 scores around 95% and Kappa values close to 0.95 in these three temporal windows. Meng et al. [2] also demonstrated that the Sentinel-1 time series data from the later stages of rapeseed growth in Zhongxiang, China, exhibited higher accuracy compared to early-stage time series.



In addition to the F1 score and Kappa coefficient, precision and recall are vital metrics for assessing classification algorithm performance. The results indicated that, when utilizing temporal windows W3, W4, or W5, both InceptionTime and RF consistently achieve precision and recall rates above 90%. High precision implies that when the algorithms classify an area as a rapeseed field, it is highly likely to be accurate. High recall values suggest that the algorithms can effectively detect a large proportion of the actual rapeseed fields within these temporal windows. These findings suggest that both algorithms are effective in detecting rapeseed fields during the later stages of the growth cycle, particularly during the flowering and maturation phases. Our study highlights that the use of W5 provides high accuracy in the detection of rapeseed fields while using a reduced amount of S1 data. In window 5, the dominant peak in the S1 time series corresponds to the rapeseed growth peak. This characteristic peak of rapeseed overlaps only very partially with the other dominant peaks of the other crops in the study area, particularly in the VH polarization (Figure 5). In fact, the shape and amplitude of the radar signal for rapeseed in VH are very different from those for other crops.



Achieving high accuracy using a short time series has practical implications, suggesting that precise results can be obtained with both RF as a decision tree ensemble algorithm and InceptionTime as a neural network algorithm, which can be advantageous in terms of data storage and processing efficiency.



Furthermore, the study explored the performance of InceptionTime and RF in two earlier temporal windows corresponding to the initial phases of the rapeseed growth cycle, W1 (encompassing the leaf production phase of rapeseed) and W2 (encompassing both the leaf production phase of rapeseed and its low-rate growth stage during winter). In these cases, results indicated a decrease in accuracy, with lower F1 scores and Kappa coefficients for both algorithms. This is attributed to lower recall values in W1 and W2, signifying a significant proportion of rapeseed fields not being detected during these earlier growth stages. However, these analyses reveal that rapeseed can be detected with moderate accuracy before flowering (F1 values and Kappa of 77% and 0.77 using RF, and 88% and 0.88 using InceptionTime, respectively). These findings have implications for the use of S1 data and artificial intelligence algorithms in agricultural monitoring, particularly for the timely detection of crop types and growth stages. Understanding the optimal temporal windows for classification can lead to more effective and resource-efficient monitoring systems for rapeseed [34].




4.2. Effective Temporal Windows with Different Years for Training and Testing


The identification of effective temporal windows for rapeseed detection utilizing different years for training and test purposes was performed across three distinct temporal windows. W2 was employed to assess early rapeseed detection, while W4 and W5 were chosen to explore the impact of the time series size on rapeseed detection. The outcomes of early rapeseed detection, employing different years for training and testing, revealed low accuracy using both RF and InceptionTime algorithms (F1 values of 45.6% and 41.0%, respectively). Consequently, when ground samples are not available for a particular year, creating an early rapeseed map using data from other years becomes infeasible. In contrast, using a short S1 time series covering the main growth cycle of rapeseed (W5: including stages of stem elongation, inflorescence emergence, and fruit development) can yield high accuracy (exceeding 90%), which closely aligns with the results from the time series that covered the entire growth cycle (W4). Therefore, W5 seems to represent the most efficient option for the temporal transferability of classifiers, as it provides high mapping accuracy while using a reduced number of image acquisitions in comparison to the use of the full time series (W4).



It is noteworthy that although the comparison of S1 backscatter between the three years of this study (Figure 2) indicates a shift of less than one month in the highest peak of S1 backscatter between 2020 and other years, the F1 score, exceeding 90%, indicates that this slight shift in S1 backscatter, resulting from the growth cycle shift, does not significantly impact classification using a short time series. This discovery aligns with the results of our previous study using a complete time series [7]. Therefore, within this range of shift between years, employing the short time series of the main growth cycle enables the creation of a rapeseed map for one year using training data collected during the main growth period from another year.




4.3. Sources of Misclassification in Rapeseed Mapping


Misclassifications in rapeseed mapping can be categorized into two groups: false positives, where non-rapeseed is incorrectly classified as rapeseed, and false negatives, where rapeseed is mistakenly labeled as non-rapeseed. We have investigated these misclassifications in the results of the temporal transferability (different years for training and testing) of both the RF and the InceptionTime, using both W2 and W5. Beyond the classification capabilities of algorithms, we investigated two possible sources contributing to false negatives. Firstly, the size of fields, linked to the S1 pixel size (10 m × 10 m), and secondly, unusual S1 backscatter in certain rapeseed fields, attributed to irregular rapeseed growth or errors in the RPG dataset (our ground data). Analyzing the size of rapeseed fields in false negatives revealed that nearly 70% of these fields in the W5 classification using InceptionTime had an area below 1 ha and, with RF, 50% had an area below 1 ha. This highlights that with W5, the primary source of misclassification comes from the size of the fields, which is related to the spatial resolution of the S1 images. For the remaining false negatives with field sizes exceeding 1 ha, we observed that the S1 backscatter in W5 did not exhibit the typical peak associated with rapeseed fields (Figure 10a). This discrepancy could be due to a growth problem in these rapeseed fields or the presence of another crop in these fields (possible but unlikely).



Exploring false negatives in the W2 classification using both our algorithms revealed that only 20% of misclassifications occurred in fields smaller than 1 ha. Interestingly, 80% of false negatives in W2 occurred in fields larger than 1 ha, indicating that field size is not the primary source of misclassification with this window. Instead, the behavior of the S1 signal during the W2 period (initial growth stage) is similar to that of other winter–spring crops.



Regarding false positives (non-rapeseed classified as rapeseed) in the W5 results, 50% of misclassifications were associated with peas and fallow lands. An examination of the S1 backscatter for peas and fallow lands during W5 (Figure 10c,d) revealed a peak similar to the rapeseed peak period, indicating the challenge of distinguishing between these classes. Using W2, 50% of misclassifications were with maize and sunflower, which have a similar S1 backscatter trend to rapeseed in this temporal window (Figure 10b for sunflower). Therefore, the main source of false positives lies in the similarity of S1 backscatter patterns between rapeseed and other crops.





5. Conclusions


In this paper, the potential for early-season rapeseed detection and the use of S1 time series only covering a part of the rapeseed growth cycle were investigated. When it comes to early-season rapeseed detection and the use of shorter time series, this study underscores the critical importance of selecting the appropriate temporal window for precise rapeseed detection. The results demonstrated that utilizing a short time series covering the main growth stages of rapeseed (W5: a 5-month time series encompasses stem elongation, inflorescence emergence, and fruit development) yielded comparable outcomes to an extended time series (W4: an 11-month time series encompasses the entire growth stage). Using both windows, our algorithms yielded mean F1 scores ranging between 95.1% and 96.2% with the same-year training and test data and between 90.0% and 92.6% using different years for training and testing. Specifically, for early rapeseed detection within a temporal window starting at sowing and extending to six months post-sowing (W2), RF and InceptionTime achieved mean F1 scores of 79.8% and 88.9%, respectively, using the same year as training and testing. However, in the scenario of temporal transferability, both classifiers exhibited F1 scores lower than 50%, emphasizing the necessity of ground measurements for each year in early rapeseed detection.



Comparing the performance of InceptionTime and RF, both algorithms demonstrated similar performance in time series size evaluation involving the entire growth cycle (W4) and main growth cycle (W5). However, in early rapeseed detection, InceptionTime outperformed RF by achieving a 10% higher F1 score.



Regarding sources of misclassification in the scenario of temporal transferability, we identified differences between temporal windows W2 (for early rapeseed detection) and W5 (a smaller time series size). Field size played a significant role in false negatives using W5 (70% for InceptionTime and 50% for RF). In W2, the behavior of the S1 signal during the initial growth stage contributed to misclassifications due to similarities with other winter–spring crops. Additionally, for both W5 and W2, false positives were attributed to the similarity of S1 backscatter patterns between rapeseed and other crops.



Our findings on temporal transferability revealed that a slight shift of less than one month in S1 backscatter, resulting from the growth cycle shift, does not significantly impact classification. Future studies should explore the effects of shifts between different study regions. Overall, this work highlights the importance of selecting specific temporal windows, considering both growth stages and efficient data utilization. The findings have practical implications for efficient agricultural monitoring.
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Figure 1. (a) Location of our study site (La Rochelle, France). (b) Rapeseed fields in La Rochelle in 2020. 
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Figure 2. Time series of S1 average backscattering coefficients (σ°) for rapeseed fields in La Rochelle for each year (2018, 2019, and 2020). (a) VH and (b) VV polarizations. The five temporal windows used to examine the effect of the S1 observation window on the accuracy of rapeseed classification are represented by dashed lines (W1 = window 1; W2 = window 2; W3 = window 3; W4 = window 4; W5 = window 5). 
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Figure 3. RF feature (dates) importance grouped per month when the same year was used for both training and testing (2020). The entire S1 time series was used (W4). Similar findings are obtained using other years. 
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Figure 4. The regression analysis between the number of S1 images and the F1 score of rapeseed classification with the same year for training and testing using (a) RF and (b) InceptionTime. Five temporal windows are represented (W1, W2, W3, W4, and W5). 
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Figure 5. Time series of S1 average backscattering coefficients (σ°) for five main crop types in our study site. (a) VH, and (b) VV polarizations. Our five temporal windows are represented by dashed lines (W1 = window 1; W2 = window 2; W3 = window 3; W4 = window 4; W5 = window 5). 
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Figure 6. Rapeseed maps of La Rochelle in 2020 generated from the S1 time series of the same year for training and testing, using the windows W2 and W5 within a specific section of the study area (a): (b) W2 using the InceptionTime algorithm, (c) W2 using the RF algorithm, (d) W5 using the InceptionTime algorithm, and (e) W5 using the RF algorithm. Rapeseed fields correctly classified as rapeseed are shown in green; non-rapeseed fields classified as rapeseed are in blue; and rapeseed fields classified as non-rapeseed are shown with a polygon outline in red. 
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Figure 7. RF feature importance when different years were used for training and testing using the W4 time series. (a) The combination of training (2020) and test (2018) years with the lowest F1 score (81.4%); (b) the combination of training (2018) and test (2019) years with the highest F1 score (94.7%). 
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Figure 8. The regression analysis between the number of S1 images and the F1 score of rapeseed classification with different years of training and testing using (a) RF and (b) InceptionTime. Three temporal windows are represented (W2, W4, and W5). 
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Figure 9. Rapeseed maps of La Rochelle in 2020 generated from the S1 time series of 2018 as training data, using the windows W2 and W5 within the specific section of the study area presented in Figure 6a: (a) W2 using the InceptionTime algorithm, (b) W2 using the RF algorithm, (c) W5 using the InceptionTime algorithm, and (d) W5 using the RF algorithm. Rapeseed fields correctly classified as rapeseed are shown in green, non-rapeseed fields classified as rapeseed are in blue, and rapeseed fields classified as non-rapeseed are shown with a polygon outline in red. 
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Figure 10. S1 backscatter of one false negative (a) and three false positives (b–d) from the results of classifier temporal transferability: (a) the largest rapeseed field misclassified as non-rapeseed by InceptionTime and W5 (false negative); (b) sunflower (false positive using W2); (c) fallow lands (false positive using W5); and (d) spring peas (false positive using W5). 
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Table 1. Sentinel-1 dataset used in this study.
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Study Site

	
Year

	
Number of

Agricultural Fields

	
Number of Rapeseed Fields

	
Number of S1 Images




	
Window 1

	
Window 2

	
Window 3

	
Window 4

	
Window 5






	
La Rochelle (France)

	
2018

	
77,649

	
2639

	
31

	
90

	
121

	
167

	
77




	
2019

	
71,485

	
1021

	
30

	
86

	
110

	
150

	
64




	
2020

	
96,452

	
1519

	
29

	
88

	
118

	
164

	
76











 





Table 2. The results of the accuracy assessment for classification using the same-year training and test datasets with the selected five temporal windows of the rapeseed growth cycle. “Mean” represents the average value across all three years. “Max” and “Min” correspond to the highest and lowest values observed within the three years, respectively. The bold values indicate the highest performance.
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Temporal Window

	
Classifier

	
F1 (%)

	
Precision (%)

	
Recall (%)

	
Kappa




	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max






	
W1

	
RF

	
67.5

	
55.5

	
78.6

	
92.6

	
90.0

	
96.8

	
54.5

	
39.0

	
69.7

	
0.67

	
0.55

	
0.78




	
Inception

	
77.2

	
72.3

	
84.3

	
80.9

	
74.8

	
86.9

	
74.3

	
70.3

	
82.0

	
0.77

	
0.72

	
0.84




	
W2

	
RF

	
79.8

	
75.9

	
86.0

	
95.7

	
94.9

	
97.4

	
68.7

	
63.3

	
78.5

	
0.79

	
0.76

	
0.86




	
Inception

	
88.9

	
87.2

	
91.1

	
92.3

	
90.9

	
94.5

	
85.9

	
83.1

	
90.7

	
0.89

	
0.87

	
0.91




	
W3

	
RF

	
92.2

	
89.9

	
93.7

	
97.6

	
96.8

	
98.0

	
87.5

	
83.9

	
89.8

	
0.92

	
0.90

	
0.94




	
Inception

	
95.3

	
94.6

	
95.8

	
95.8

	
95.6

	
96.0

	
94.8

	
93.3

	
96.0

	
0.95

	
0.94

	
0.96




	
W4

	
RF

	
95.1

	
94.2

	
95.7

	
97.4

	
97.3

	
97.7

	
92.9

	
91.4

	
93.8

	
0.95

	
0.94

	
0.96




	
Inception

	
96.1

	
95.9

	
96.5

	
95.7

	
95.5

	
96.0

	
96.5

	
96.3

	
97.0

	
0.96

	
0.96

	
0.96




	
W5

	
RF

	
95.1

	
94.4

	
95.9

	
97.5

	
97.4

	
97.5

	
92.9

	
91.6

	
94.5

	
0.95

	
0.94

	
0.96




	
Inception

	
96.2

	
95.6

	
96.5

	
96.1

	
95.9

	
96.3

	
96.3

	
95.4

	
96.8

	
0.96

	
0.96

	
0.97











 





Table 3. The results of the accuracy assessment for classification using different years for training and test. The three temporal windows of rapeseed growth cycle (W2, W4, and W5) were investigated. “Mean” represents the average value across all combinations of years. “Max” and “Min” correspond to the highest and lowest values observed within all combinations of years, respectively. The bold values indicate the highest performance.
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Temporal Window

	
Classifier

	
F1 (%)

	
Precision (%)

	
Recall (%)

	
Kappa




	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max

	
Mean

	
Min

	
Max






	
W2

	
RF

	
45.6

	
16.3

	
64.8

	
85.9

	
70.6

	
99.0

	
34.3

	
8.9

	
53.7

	
0.45

	
0.16

	
0.65




	
Inception

	
41.0

	
23.7

	
57.9

	
74.8

	
43.6

	
95.9

	
33.2

	
13.6

	
58.8

	
0.40

	
0.23

	
0.57




	
W4

	
RF

	
92.6

	
87.8

	
95.7

	
96.6

	
94.6

	
98.6

	
89.3

	
79.1

	
96.1

	
0.92

	
0.88

	
0.96




	
Inception

	
92.2

	
89.9

	
93.7

	
97.6

	
96.8

	
98.0

	
87.5

	
83.9

	
89.8

	
0.92

	
0.90

	
0.94




	
W5

	
RF

	
92.0

	
88.3

	
94.9

	
95.2

	
91.1

	
98.6

	
89.2

	
79.8

	
96.4

	
0.92

	
0.88

	
0.95




	
Inception

	
90.0

	
78.3

	
93.4

	
98.1

	
97.2

	
99.3

	
83.4

	
64.7

	
90.0

	
0.90

	
0.78

	
0.93
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