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Abstract: Terrace detection and ridge extraction from high-resolution remote sensing imagery are
crucial for soil conservation and grain production on sloping land. Traditional methods use low-
to-medium resolution images, missing detailed features and lacking automation. Terrace detection
and ridge extraction are closely linked, with each influencing the other’s outcomes. However, most
studies address these tasks separately, overlooking their interdependence. This research introduces
a cutting-edge, multi-scale, and multi-task deep learning framework, termed DTRE-Net, designed
for comprehensive terrace information extraction. This framework bridges the gap between terrace
detection and ridge extraction, executing them concurrently. The network incorporates residual
networks, multi-scale fusion modules, and multi-scale residual correction modules to enhance the
model’s robustness in feature extraction. Comprehensive evaluations against other deep learning-
based semantic segmentation methods using GF-2 terraced imagery from two distinct areas were
undertaken. The results revealed intersection over union (IoU) values of 85.18% and 86.09% for
different terrace morphologies and 59.79% and 73.65% for ridges. Simultaneously, we have confirmed
that the connectivity of results is improved when employing multi-task learning for ridge extraction
compared to directly extracting ridges. These outcomes underscore DTRE-Net’s superior capability
in the automation of terrace and ridge extraction relative to alternative techniques.

Keywords: multi-task learning; terrace information extraction; neural networks; high-resolution
remote sensing images

1. Introduction

Terraced land, recognized as a primary form of cultivated terrain [1], holds consid-
erable importance in enhancing agricultural production diversity, countering soil erosion
and degradation, preserving essential agricultural water resources, reducing runoff [2,3],
promoting biodiversity [4], and augmenting its ecological and cultural significance. How-
ever, the complex and dynamic topography of terraced fields makes traditional manual
surveying methods both time-consuming and labor-intensive. As a result, the integration
of remote sensing technology with artificial intelligence has been identified as an effective
and accurate approach for terrace extraction [5,6].

Terrace mapping through remote sensing primarily utilizes satellite and aerial imagery
data. This process involves manually curated feature extraction and classification algo-
rithms based on attributes like color, texture, and shape. Established methodologies include
visual interpretation [7,8], texture-spectral techniques [9,10], and object-based classifica-
tion [11,12]. Although traditional manually crafted features possess clear meanings and
interpretable mathematical formulas, these types of features overly rely on the accumula-
tion of expert knowledge, leading to limitations in achieving high recognition performance
and excellent generalization capabilities [13]. As spatial resolution heightens, so does the
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semantic detail related to features, such as boundary definition and the spatial organization
of diverse terrain attributes. This enhancement intensifies the data’s intricacy, leading to fre-
quent instances of “spectrally similar but distinct objects” [14]. For example, terraced fields,
bare lands, and sloping cultivated areas display comparable spectral traits but possess
distinct contextual attributes [15]. Furthermore, traditional methodologies are generally
tailored to particular scenarios, limiting their adaptability across varied regions and diverse
terraced landscapes. This specificity results in challenges like reduced extraction precision
and limited repeatability [16]. Such constraints potentially compromise the efficacy and
dependability of conventional techniques when applied to high-resolution imagery.

Deep learning, a contemporary learning approach, possesses the inherent ability to au-
tonomously derive complex feature representations directly from unprocessed images [17].
This attribute renders it particularly adept at managing the intricacies and variances inher-
ent in high-resolution datasets. Within the realm of remote sensing image analysis, deep
learning demonstrates exceptional adaptability and precision, with extensive research and
application focusing on semantic segmentation [18] and object detection [19,20]. In the
field of image classification, semantic segmentation models are represented by Convolu-
tional Neural Networks (CNNs). Their versatility has spurred applications across diverse
fields, encompassing structures [21,22], road networks [23], agricultural lands [24,25], and
aquatic zones [26,27], thereby establishing a robust groundwork for feature discernment
and terrace delineation. In contemporary applications, deep learning models proficiently
discern the peripheral profiles and overarching attributes of terraced landscapes [28-30].
Academic endeavors have culminated in high-accuracy extraction and categorization of
terraced fields through the utilization of these advanced deep learning frameworks [31].
Terraced landscapes, given their intricate geographical nature, often manifest a range of
characteristics influenced by diverse factors. These include terraces optimized for water
retention or those impacted by drought conditions. Such morphological variations can
lead to multiple internal disturbances within terraced fields, such as the presence of vege-
tation, rocks, and flowing water. These disturbances can considerably hinder the precise
extraction capabilities of deep learning models. To mitigate the effects of such internal
noise, several researchers have suggested integrating Digital Elevation Models (DEMs)
with high-resolution remote sensing imagery [32,33]. However, a persisting challenge arises
from terraced fields, bare lands, and sloping cultivated terrains often having analogous
spectral properties, yet they exhibit contrasting contextual nuances. Furthermore, the
variability in the sizes of terraced fields across different geographical regions introduces
significant complexities for deep learning applications in terrace delineation. For instance,
the dimensions of terraced fields can differ substantially between regions, adding layers of
complexity to their identification. In response to these challenges, scholars have explored a
plethora of strategies to amplify the precision and adaptability of deep learning algorithms.
Noteworthy among these are the integration of attention mechanisms into conventional
CNN structures [34], meticulous parameter optimization techniques [35], and the conceptu-
alization of multi-scale feature extraction frameworks [36]. Collectively, these innovations
aim to bolster the extraction accuracy of terraced landscapes.

In terrace research, besides the extraction of the terraces themselves, the pertinent infor-
mation concerning terrace ridges holds paramount significance. The relationship between
terraces and ridges is somewhat symbiotic: the identification of terraced fields dictates the
manifestation of field ridges, while ridge extraction accentuates the terraces” geometric
features. Nevertheless, the majority of contemporary research predominantly concentrates
on the individual extraction of either terraced fields or terrace ridges, neglecting their
intrinsic interrelation. This singular focus hampers a comprehensive grasp of the terraced
landscape. Within the domain of remote sensing image analysis, multi-task learning, which
simultaneously addresses multiple interrelated tasks, has been extensively employed for
diverse land feature extractions [37]. For instance, in urban settings, multi-task learning
has been pivotal in simultaneously extracting roads and their centerlines [38], with shared
information between tasks mitigating challenges arising from scarce road centerline data.
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In the context of urban building classification, the utilization of a multi-task learning
modeling approach with five interdependent building labels consistently demonstrates
superior accuracy and efficiency compared to both single-task learning and classical hard
parameter sharing methods [39]. In agrarian contexts, prior studies utilizing multi-task
deep convolutional neural networks have showcased marked advancements in delineating
agricultural perimeters, field expanses, and cropping patterns [40,41]. Contrastingly, in the
realm of terrace research, the potential of multi-task learning remains largely untapped.
Hypothetically, by promoting information interchange and parameter consolidation be-
tween terraced field identification and ridge extraction, there is an opportunity to curtail
the requisite training samples, diminish overfitting tendencies, and amplify the model’s
overarching adaptability and precision in extraction tasks.

To address the challenges previously highlighted, this research initially curates a
dataset representing terraced fields during their fallow phase, utilizing Gaofen-2 (GF-2)
satellite remote sensing imagery. Following this, we proposed a dual-task network for
terrace and ridge extraction (DTRE-Net), a sophisticated multi-task, multi-scale framework
devised explicitly for the dual purpose of terrace detection and ridge extraction.

The primary contributions of this manuscript are delineated as:

(1) The study meticulously assembles two distinct datasets of terraced fields utilizing
GF-2 satellite imagery, one showcasing terraced fields and their corresponding ridge
samples during the fallow phase in both water-retentive and dry states.

(2) In response to the inherent challenges of internal noise and varied dimensions,
we put forth DTRE-Net. This dual-task semantic segmentation model incorporates cavity
convolutions, a multi-scale feature fusion module, and a residual correction component.
Empirical evaluations underscore DTRE-Net's superior efficacy in terrace detection and
ridge extraction relative to contemporary methodologies.

The organization of this manuscript is structured as follows. Section 2 elucidates the
methodology behind data procurement and the intricacies of dataset formulation. Section 3
delves into the nuanced architecture of the multi-tasking DTRE-Net framework. Section 4
showcases the experimental outcomes and offers a thorough comparative evaluation
against alternative approaches. Section 5 scrutinizes the efficacy of both single- and dual-
task performances, critically assessing the proposed modules across diverse scenarios.
Section 6 synthesizes the pivotal insights of this research and outlines potential trajectories
for subsequent research endeavors and enhancements.

2. Materials
2.1. Experimental Area

The terraced farming cycle is bifurcated into two primary phases: the fallow and
planting periods. Throughout the planting phase, terraced fields showcase a plethora of
crop covers, distinctive attributes linked to varying crop growth stages, and seasonal fluxes.
Contrarily, during the fallow phase, these fields are devoid of crop coverage, streamlining
their identification and extraction process. Within this fallow duration, terraced fields
predominantly manifest in two configurations: the flat fallow and the water-storing fallow.
The former pertains to terraced terrain that undergoes artificial leveling in the fallow span
to facilitate soil rejuvenation and uphold its fertility. Conversely, water-storing fallow
designates terraced fields purposed for water conservation and irrigation in the fallow
phase, aiming to sustain soil hydration and enrich its composition. Notably, neither of
these fallow configurations engages in crop cultivation.

For the purposes of this research, we designated two experimental terraced sites,
each representative of these distinct fallow configurations. The first, located in Potou
Township, Jianshui County, Honghe Prefecture, Yunnan Province, exemplifies leveling
fallow (subsequently denoted as the T1 area). The second site, situated in Xinjie Township
of Yuanyang County, embodies storaged fallow (henceforth labeled as the T2 area). The
precise geographical coordinates of these experimental locales, accompanied by their
corresponding regional remote sensing depictions, are presented in Figure 1.
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Figure 1. Geographic location and terraced field morphology of the experimental area. (a) location
map of the experimental area; (b) remote sensing image of the experimental area; (c) terraced fields
in the level fallow state; (d) terraced fields in the water storage fallow state.

The T1 region is distinguished by its diverse terraced field typologies, subtle inclina-
tions, pronounced traces of human interventions, and varied land utilizations, encompass-
ing regular farmlands, sloping agricultural terrains, infrastructures, and aquatic expanses.
This area stands out as a multifaceted and emblematic subject for investigation. During its
fallow phase, the majority of terraces in this vicinity predominantly exhibit a desiccated
natural state, although some fields sporadically support scant herbaceous vegetation. The
human engagements, coupled with the visual congruence of these terraced fields to sloping
cultivated and barren lands, render the task of differentiating terraced fields from other
terrains in remote sensing imagery notably intricate. This complexity is further accentuated
by the slender dimensions of the field bunds and the terraced fields” muted gradient.

The T2 region is distinguished by its single terraced field type, steep slopes, and
small, closely clustered individual field sizes. During the fallow period, the terraced
fields in this area undergo artificial irrigation using a canal system, which fosters the
proliferation of algae, giving rise to a vivid green appearance in remote sensing imagery.
Simultaneously, during the water storage period, the spectral characteristics of the field
bunds differ significantly from the terraced fields, with the field bunds in this area typically
appearing as white linear features in remote sensing images.

2.2. Dataset Creation

Deep learning models yield optimal accuracy when underpinned by an exhaustive
dataset. The model’s performance is intrinsically tied to both the volume and precision of
the samples [42]. In this research endeavor, we harnessed imagery from the Gaofen-2 (GF-2)
satellite, encapsulating two divergent terraced field scenarios, culminating in the creation
of multi-task terraced field datasets. These datasets bifurcate into two pivotal sub-datasets:

(1) Terraced field detection datasets, designated for the exploration and appraisal of
methodologies extracting terraced field boundaries.

(2) Field bund extraction datasets, tailored for the investigation and assessment of
methods pinpointing field bund localities.
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The GF-2 satellite, commissioned on 19 August 2014, is outfitted with a state-of-the-art
1-m panchromatic camera and a 4-m multispectral camera. It boasts attributes like high
radiometric fidelity, meticulous geolocation, and swift attitude adjustment capabilities,
among others. For our analytical pursuits, we cherry-picked two GF-2 imagery segments,
captured on 29 December 2019, characterized by stellar data integrity and minimal cloud
interference (below 1%). The detailed steps for constructing the sample set are illustrated
in Figure 2.

Radiometric Calibration
Atmospheric Correction
Orthorectification

<+

Radiometric Calibration
Orthorectification

i kT
. . . . Validation dataset

T1 and T2 area cuts

1
1
1
1
1
|
1
Image fusion | |
1
1
1
1
1
1
1
|
1
1

Convert the format

= Field ridge sample
| annotation

1

1

1

1

1

1

1

1

1

1

1

1

I

—_——— _———— ]
P !
Data enhancement iBatch normalization !
t |
1

1

1

1

1

1

I

I

I

1

1

1

1

!

!

1

Figure 2. The workflow of data preprocessing and sample set generation: (a) image preprocessing
and cropping; (b) labeling of terraces and ridges; (c) sliding window cropping scheme; (d) data
segmentation and enhancement.

Step 1: Data preprocessing. Before conducting the experiment, image preprocessing
was performed using ENVI 5.6 software, which included procedures such as radiometric cal-
ibration, atmospheric correction, and orthorectification. Subsequently, the Gram-Schmidt
technique was employed to fuse multispectral and panchromatic data, resulting in a four-
band image dataset with a spatial resolution exceeding 1 m. To address concerns related to
model overfitting and limited generalization ability due to an abundance of non-terraced
regions and imbalanced samples, we carefully identified terraced areas within the T1 and
T2 regions characterized by high terrace density and diverse backgrounds featuring ele-
ments like vegetation, buildings, water bodies, and more. The raster sizes for these areas
were 10,324 x 6616 and 7936 x 8455, respectively.

Step 2: Terraced and field bund data annotation. Using ArcGIS 10.7 software, high-
resolution remote sensing images were visually interpreted and manually annotated based
on the features of terraces and ridges, resulting in the generation of ground truth label
images for the corresponding areas. The terrace and ridge identification tasks were treated
as one or two binary classification problems, with the target pixel values set to 255 and
marked in red (RGB(255, 0, 0)). Simultaneously, background pixel values were set to 0
and marked in black (RGB(0, 0, 0)). Finally, the Feature to Raster tool in ArcGIS 10.7 was
employed to convert the annotations into terrace label data.

Step 3: Sample cropping. Considering computer hardware limitations, both images
and labels required cropping before input. In this study, we employed a sliding window
cropping strategy with a size of 256 x 256 pixels. The horizontal and vertical step sizes
were set to 192 pixels.

Step 4: Data partitioning and enhancement. The datasets from the T1 and T2 regions,
encompassing terraces and ridges, were systematically segregated into training and valida-
tion subsets, adhering to an 8:1:1 ratio. To curtail the potential of overfitting and bolster
the model’s generalizability, geometric augmentations were executed on both training and
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validation sets. This was accomplished without altering the intrinsic content or relational
dynamics of the features within the images. The augmentation procedures encompassed
clockwise rotations (specifically, 90°, 180°, and 270°) and both horizontal and vertical mirror
transformations. Post augmentation, the dataset expanded to encompass 10,188 samples
from the T1 region and 7128 samples from the T2 region. Concurrently, all image inputs
and corresponding labels underwent normalization prior to being fed into the network.

3. Methods

Multi-task learning enables learning multiple related subtasks in parallel while sharing
knowledge during the learning process. The relationship between subtasks can improve
the model’s performance and generalization in comparison to single-task learning. The
framework utilized in this study, DTRE-Net, employs multi-task learning as depicted in
Figure 3. It maintains the parameter sharing model typical of multi-task learning, where
top-level parameters are not independent. Leveraging the inherent interrelation between
the two subtasks, DTRE-Net synthesizes supplementary interaction data. In the final
stages, separate branches yield the results for both subtasks. Subsequent sections will offer
a detailed exposition of the module design nuances and the overall architecture of the
DTRE-Net.

________________________________________

DTRE-Net

I
1
1
I
1
I
1
I
I
1
I
I
I
I
1
I
1

Predict 2

Figure 3. DTRE-Net structure.

3.1. DTRE-Net Architecture

Figure 3 illustrates the architectural configuration of the DTRE-Net, comprising two
networks: the terrace detection network in the upper segment and the ridge extraction
network in the lower segment. These networks are rigorously synchronized during the
training process. The encoder component of the terrace detection network is characterized
by the presence of five sets of alternately interleaved convolutional and residual layers,
establishing a profound and high-performance neural network. Employing a 256 x 256 x 4
input image, a 32-channel feature map is crafted through the utilization of 32 convolutional
layers, employing 1 x 1 convolutional kernels. Subsequent to this, a sequence of four
convolutional operations is executed, employing 3 x 3 convolution kernels, effectively
doubling the quantity of convolution kernels relative to the preceding convolutional layer.
Notably, these operations employ a stride of 2 in both horizontal and vertical directions,
resulting in feature maps with dimensions halved in comparison to the input feature
maps. Following each convolutional operation, a vital Batch Normalization (BN) and
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Rectified Linear Unit (ReLU) activation function process is enacted to expedite network
convergence. Deeper within the network, a concerted endeavor to distill profound ter-
raced features ensues, culminating in a feature map measuring 16 x 16, enriched with
512 feature channels, a feat accomplished after five successive convolution and residual
operations. The decoder component, composed of four sets of up-sampling and residual
modules, meticulously orchestrates the gradual restoration of low-resolution feature maps
to their original dimensions. This is achieved through a series of designed up-sampling
and feature fusion operations. Concurrently, the corresponding residual modules acquire
the capability to discern residual maps generated during up-sampling, consequently re-
fining the low-resolution feature maps into higher-resolution counterparts. This holistic
approach preserves intricate details, thereby enhancing the performance of the network in
segmentation and generation tasks.

The terrace extraction network constitutes the second half of the network. After
performing an up-sampling operation, the output of the Multi-Scale Feature Fusion Module
(MSFF) module and the output of the middle three residual layers of the encoder within
the terrace detection network are scaled up to match the size of the original image, before
being combined with the last convolutional layer in the decoder part. Then, following four
convolution operations, each of which is succeeded by a BN layer and a ReLU operation,
the last convolution is executed via a solitary 1 x 1 output channel to deduce the conclusive
projection of ridge extraction. The connection serves to prevent the ridge extraction from
relying too heavily on the terrace detection findings. The initial three residual layers are
integrated to make up for any low-level intricacies that may have been overlooked in the
terrace detection findings. The merging of various intermediate features at different scales
enhances the ridge extraction outcomes. The ultimate ridge extraction network integrates
varying levels of features utilizing functions to effectively and flexibly merge local and
global information, resulting in superb network performance.

3.2. ResBlock

In pursuit of mitigating the potential loss of vital spatial information ensuing from
the reduction in image dimensions following pooling, we incorporated a zero-convolution
operation, expanding the receptive field of feature extraction without surging the parameter
count or modifying the convolution center’s positioning [43]. Drawing inspiration from the
residual module concept [44], we crafted a residual module encompassing three parallel
zero convolution branches, as delineated in Figure 4. The foremost branch deploys a
convolution operation with an expansion factor of one, mirroring the operations of a
standard 3 x 3 convolution, to capture localized features. In contrast, the succeeding
branches employ sequential zero convolutions with expansion rates of three and nine,
aimed at augmenting the receptive field of the convolution kernel. Such zero convolutions,
characterized by diverse expansion rates within the residual module, are adept at extracting
multi-scaled features. This design enhances the efficiency of terraced feature recognition
and extraction, while circumventing superfluous data redundancies.
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Figure 4. Structure of the ResBlock module.

3.3. Multi-Scale Feature Fusion Module

Terraces typically encompass a range of scale features, including large-scale structures,
medium-scale fields or canals, and small-scale shapes and textures. To achieve precise
terrace recognition and extraction, the model must accurately perceive and process these
multi-scale features. The DTRE-Net encoder and decoder address this challenge by incor-
porating a MSFF in the central bridge connection, as illustrated in Figure 3. This module
aggregates multi-scale and multi-level features from the encoder’s output feature map,
enhancing contextual information. As shown in Figure 5, this module achieves multi-scale
feature fusion using null convolution and pooling operations with varying expansion
rates, thereby improving network performance. Specifically, feature maps generated by the
encoding network serve as inputs through four parallel branching network structures. The
first branch employs three atrous convolutions [45] with expansion rates of 1, 2, and 3 to
capture information at smaller scales. The second branch employs three atrous convolu-
tions with expansion ratios of 1, 6, and 12 to expand the scope of feature information. The
third and fourth branches utilize Average Pooling and Max Pooling, respectively, to gather
global and local information, while up-sampling is employed to restore the input image
size. Subsequently, the fused features are recombined, and the number of output feature
maps is adjusted using a 1 x 1 convolutional layer. The integration of the multi-scale
feature fusion module between the encoder and decoder enhances the network’s efficiency
in extracting terracing patterns. This integration further reinforces the network’s ability to
handle multi-scale terraced terrain features while mitigating information loss.

The MSFF module draws inspiration from the ASPP module. In contrast, concatenat-
ing multiple dilated convolutions with different rates proves more effective in acquiring
diverse multi-scale features compared to a single dilated convolution layer. Simultaneously,
this approach enlarges the receptive field without increasing the model parameter count,
thereby enhancing the model’s expressive capacity.
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3.4. Multi-Scale Edge Residual Correction Model

The residual correction model models and corrects the differences between the pre-
dicted values and the actual observed values on the basis of the original model, thereby
reducing prediction errors. This research presents the Multi-Scale Edge Residual Correction
Model (MSER) with the primary aim of refining the accuracy of terrace extraction. The
output from the decoder is channeled as the input for the MSER module. Drawing parallels
with MSFF, the MSER utilizes a series of cascaded zero convolutions with 3 x 3 kernels,
boasting expansion rates of 3, 6, 12, 24, and 48, as illustrated in Figure 6. Complementing
this, residual links are incorporated to amalgamate feature maps across diverse scales.
Each convolutional layer within the architecture is sequentially succeeded by BN and
ReLU activation functions. When juxtaposed against the direct probability map output, the
MSER facilitates a more profound feature extraction from the resultant prediction image.
Moreover, the sequential deployment of cascaded convolutions systematically harnesses
expansive global information, amalgamating data from multiple scales, which culminates
in a notable enhancement in the precision of terrace identification.

’—»-—» COEE %—»—ﬁ’
Input Feature Map [ Output Feature Map

Figure 6. Structure of the MSER module.

The MSER module represents an improvement upon RRM_Lc [46]. It replaces standard
convolutions with dilated convolutions, concurrently deepening the network. The gradual
increase in the dilation rate allows for the progressive extraction of more global information
and the fusion of multiscale information. This approach not only contributes to enhancing
the accuracy of edge extraction in terraced fields but also facilitates obtaining more complete
results in terraced field extraction.

3.5. Improved Binary Cross-Entropy Loss

Terrace detection and bund extraction constitute a binary semantic segmentation
problem. The importance of terraces and bunds during the training process is unequal. To
balance the training loss, the loss function is restructured by assigning weights to the losses
of positive and negative samples, further improving the binary cross-entropy loss function.
The function is defined as follows:

Lpce = W1 x (—y)logp(y) — W2 x (1 —y)log(1 — p(y)) 1

where y represents the binary label (0 or 1) and p(y) signifies the probability associated with
the output being classified as label y, the binary cross-entropy loss function is employed.
Specifically, when the predicted probability p(y) tends toward 1 for a given label y, the loss
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function approaches a value of 0. Conversely, when p(y) approaches 0, the loss function
assumes a significantly higher value. This behavior aligns with the inherent characteristics
of the logarithmic function, which serves as a robust means of assessing the quality of
predictions in a binary classification model, quantifying the extent to which they deviate
from the ideal outcome. Here, W; and W, denote the proportions of target and background
instances within the training dataset, respectively, calculated as follows:

Ws1

Wi = et +WS2 @)
WS2

W2 = a1 + WS2 ®)

where WS1 and WS2 represent the count of background pixels and target pixels in all train-
ing samples, respectively. This mechanism facilitates the automatic adjustment of weights,
taking into account the distribution of positive and negative samples prior to training.
Consequently, it ensures a relatively balanced contribution of loss from both classes.

Considering the disparate data distributions and importance between terrace and
bund samples in the dataset, directly summing the losses of both tasks and optimizing
through backpropagation has certain shortcomings in deriving the loss function for the
dual-task model. Therefore, the overall loss function of DTRE-Net is a reweighted sum of
losses, and the total loss is described as follows:

Lvro =L +B x Lo (4)
p=-t (5)
X2

where L and L, are the binary cross-entropy loss function for the terrace and the ridge
extraction task, respectively; {3 is the balance weight; ot is the number of terrace pixels; ay
is the number of ridge pixels. The balancing weight is automatically determined through an
analysis of positive samples from both tasks prior to training. Consequently, the proposed
loss function is well suited for handling unbalanced datasets. Through the optimization of
this unified loss function, feature information is systematically shared, thus fostering multi-
task learning and enhancing the network’s ability to effectively utilize training samples.

3.6. Evaluation Criterion

To evaluate the efficacy of various network modeling techniques, we employed a
confusion matrix to juxtapose the terrace recognition outcomes against the ground truth
labels. We introduced precision, recall, F1-score, and IoU to assess the performance of
different networks on the dataset. The IoU is a commonly employed technique for assessing
semantic segmentation results in images, quantifying the degree of overlap between pre-
dicted and actual outcomes. It serves as a pivotal tool for evaluating the likeness between
predicted and ground truth segmentation results. The calculation of IoU follows:

TP

oU=-——
U= 51 P EN

(6)

The precision rate is defined as the ratio of correctly identified positive samples to all
samples predicted as positive, as calculated according to Equation (7). The recall rate, on
the other hand, measures the ratio of correctly forecasted positive samples within the entire
sample, and its computation is outlined in Equation (8). The Fl-score, which amalgamates
precision and recall rates into a single metric, signifies the mean value and is illustrated in
Equation (9).

TP
Precision = ——— 7
recision TP - EP (7)
TP
Recall = 8)

TP + FN
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Precision * Recall
F1 — =2
score ¥ Precision + Recall ©)

In the above formula, TP refers to the correct prediction of the positive class. FP
indicates the model incorrectly predicting it as the positive class when it is actually the
negative class. FN indicates the model incorrectly predicting it as the negative class when it
is actually the positive class. These four evaluation metrics provide a comprehensive assess-
ment of the extraction performance from various perspectives, with a maximum achievable
value of 1 for all four indices. A higher value indicates a closer resemblance between the
extracted terraces and the ground truth, leading to superior model outcomes [17].

4. Results

We established our training infrastructure on TensorFlow 2.4.0, executed on a Windows
11 operating system. The computing environment is anchored by a GV-N3090GAMING
graphics card, complemented by 64 GB RAM, and powered by an 19-12900k processor,
ensuring optimal performance and steadfast reliability. For the iterative refinement of
our neural network’s parameters, we adopted the Adam optimizer [47], which converges
toward, or in certain instances reaches, the optimal solutions. The batch size for the
experiment is set to eight, which is a choice aimed at fully harnessing the parallel processing
prowess and efficiency of our GPU. Additionally, the initial learning rate is configured
at 0.003, with the IoU serving as our primary metric to gauge discrepancies between our
model’s predictions and the actual ground truth. After each training cycle, both training
and validation losses, along with IoU scores, are computed, and the most competent model
across the iterations is preserved.

4.1. Comparison of Terrace Extraction

In this study, we conducted comparative experiments in both T1 and T2 regions to
evaluate the performance of various models, including DTRE-Net, FCN [48], PSPNet [43],
UNet [49], and DeepLabv3+ [45]. All models underwent training under identical condi-
tions with standard parameters. Figures 7 and 8 provide visual comparisons between
DTRE-Net and the other competing models in the T1 and T2 regions, showcasing the
segmentation results for the test dataset, which includes typical terraced scenes labeled a-g
in these figures.

All investigated models can broadly demarcate the terraced regions. In the T1 area,
the simultaneous presence of terraces alongside sloping fields and barren land contributes
to distinct instances of both false positives and negatives. Areas with moderate inclinations,
exhibiting clearer distinctions and facilitating easier terrace extractions, tend to register
fewer false positives, as exemplified in Figure 7e,f. Conversely, in regions with milder
slopes, like that in Figure 7c, one can observe sporadic inconsistencies within the terrace
plots. Particularly in zones where sloping terrains intersect with terraced fields, as por-
trayed in Figure 7b, incorrect predictions emerge prominently. In contrast, within the
T2 area (Figure 8), once the terraces are inundated, their differentiation from barren and
cultivated lands becomes more pronounced, resulting in a generally enhanced performance
relative to the T1 zone. However, given the more compact terrace patches in this region, the
edge predictions of terraces manifest suboptimal quality, leading to potential inaccuracies
in demarcating boundaries against non-terraced zones, as shown in Figure 8b-d.

Across both regions, all five models are able to trace the contours of the terraces.
From a visual perspective, the DTRE-Net model exhibits relatively better integrity for
the interior of terraces, and there is an improvement in the phenomenon of erroneous
extraction. Particularly for terraces in the T1 region, the occurrence of internal “wormhole”
artifacts is noticeably reduced.
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Image Label FCN PSPNet UNet DeeplLabv3+ DTRE-Net

Figure 7. Visual comparison of extraction results from the investigated models in terraced T1 area:
(a—g) showcase typical scenes of terraced fields with smooth fallow cultivation, with the red square
highlighting the differences among them.
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Image Label FCN PSPNet UNet DeeplLabv3+ DTRE-Net

Figure 8. Visual comparison of extraction results from the investigated models in terraced T2 area:
(a—g) showcase typical scenes of terraced fields with water storage and fallow cultivation, with the
red square highlighting the variations among them.
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Table 1 presents the numerical performance of various models on the T1 and T2
datasets, encompassing metrics such as precision, recall, F1-score, and IoU. Across both
T1 and T2 regions, DTRE-Net demonstrates superior performance, with precision, recall,
and F1-score all exceeding 90%, and IoU metrics surpassing 85%. FCN and PSPNet exhibit
comparable performances, showcasing high precision but relatively lower IoU values.
Compared to Deeplabv3+, UNet demonstrates superior performance in the T1 region,
while its performance lags behind Deeplabv3+ in the T2 region. Moreover, all networks
exhibit higher precision values in the T2 region compared to the T1 region, with DTRE-Net
showing a notable improvement in precision compared to other networks. In summary,
through a comprehensive analysis of precision evaluation and visual interpretation in both
the T1 and T2 regions, DTRE-Net emerges as the standout performer, exemplified by its
elevated levels of IoU and recall. DTRE-Net excels in performance across both regions,
establishing itself as the overall top-performing model.

Table 1. Terrace classification evaluation for each experimental model in areas T1 and T2.

Area Methods Precision (%) Recall (%) F1-score (%) IoU (%)
FCN 88.73 85.84 87.27 77.41
PSPNet 88.79 84.58 86.63 75.42
T1 UNet 88.65 90.57 89.60 81.12
DeepLabv3+ 89.98 85.75 87.81 78.27
DTRE-Net 93.35 91.83 92.58 85.18
FCN 85.21 91.30 88.15 78.81
PSPNet 85.12 87.04 86.07 75.54
T2 UNet 86.97 91.74 89.29 80.65
DeepLabv3+ 87.51 92.27 89.82 81.53
DTRE-Net 91.43 93.65 92.53 86.09

The experimental results on extracting terrace fields in arid level and water-stored
level landscapes reveal some notable trends. For arid level terraces, observations indicate a
propensity to blend with sloped cultivated land, leading to significant noise interference in
the extraction results and consequently resulting in incomplete identification of terraced
plots. Conversely, for water-stored terraces, the extraction outcomes exhibit distinct and
complete features due to the relatively even water surfaces. Nevertheless, it is worth noting
that the extraction results for such terraces may be influenced by the water content of the
plots, introducing a certain degree of error. Although the precision metrics for terrace
extraction in the T1 and T2 regions show minimal differences, the visual effectiveness is
more pronounced in the T2 region.

4.2. Comparison of Field Ridge Extraction

To validate the performance of the DTRE-Net model in terrace bund extraction,
Figures 9 and 10 present visual comparisons of the predicted terrace bunds in the T1
and T2 regions, respectively. Upon visual inspection of the T1 region, the intricate en-
vironmental backdrop of the terrace fields appears to compromise the overall precision
of terrace bund extraction. This suboptimal performance is particularly pronounced in
regions characterized by milder inclines or predominantly planar landscapes. Notably,
maintaining the continuity of terrace bunds emerges as a significant challenge, as depicted
in Figure 9c,d. Among the models evaluated, both UNet and DeepLabv3+ demonstrate a
relatively superior capability in preserving bund continuity in specific sectors, as evidenced
in Figure 9g. The proposed DTRE-Net model exhibits enhanced proficiency in rectifying
prediction errors. This can be attributed to the strategic incorporation of the MSER module
during the terminal phases of the network. This module facilitates real-time corrections
during the prediction phase, anchored by the ground truth, while also accentuating the
network’s focus on contextual nuances.
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Figure 9. Visual comparison of extraction results of terrace ridge in T1 area under different networks:
(a—g) showcase typical scenes of terraced fields with smooth fallow cultivation, with the red square

highlighting the differences among them.
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Figure 10. Visual comparison of extraction results of terrace ridge in T2 area under different networks:
(a—g) showcase typical scenes of terraced fields with water storage and fallow cultivation, with the

red square highlighting the variations among them.
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Within the T2 region, characterized by distinct terrace bund textures, the models
generally exhibit enhanced performance. However, in locales where terrace bunds are
obfuscated by vegetative shadows, as depicted in Figure 10c, the DTRE-Net model does not
classify them as terrace bunds. In contrast, the remaining four networks exhibit a tendency
to partially categorize these shadows as bunds. Notably, UNet demonstrates a superior
prediction capability in this domain. This can be ascribed to the restricted learning of
analogous scenarios facilitated by the MSFF module, thereby compromising its prediction
accuracy. Overall, although DTRE-Net may not invariably eclipse other networks across
diverse environments, its prowess in achieving superior completeness and precision is
notably superior to alternative models.

Table 2 presents the quantitative comparison results of the proposed method in this
paper with FCN, PSPNet, UNet, and DeepLabv3+ networks in two different regions.
From the experimental metrics, DTRE-Net consistently achieves superior outcomes in
terrace testing across both regions. In the T1 region, DTRE-Net demonstrates precision,
recall, F1-score, and IoU values of 70.71%, 79.48%, 74.84%, and 59.79%, respectively. In
the T2 region, DTRE-Net outperforms with precision, recall, F1-score, and IoU values of
83.72%, 85.96%, 84.83%, and 73.65%. In the T1 region, methods other than DTRE-Net
exhibit similar performance, with minimal differences in metric values. In the T2 region,
UNet and DeepLabv3+ achieve favorable results, with IoU values of 66.94% and 67.88%,
respectively. Overall, in the terrace bund extraction task, when comparing T2 to T1, all
metrics for the methods, except for a minor difference in recall, show differences exceeding
10%. This indicates that the type of terracing significantly influences the results of terrace
bund extraction.

Table 2. Terrace ridge classification evaluation for each experimental model in areas T1 and T2.

Area Methods Precision (%) Recall (%) F1-score (%) IoU (%)
FCN 60.17 75.84 67.10 50.49
PSPNet 60.18 72.17 65.63 48.85
T1 UNet 61.74 74.27 67.43 50.87
DeepLabv3+ 63.14 77.01 69.39 51.12
DTRE-Net 70.71 79.48 74.84 59.79
FCN 75.48 82.12 78.66 64.82
PSPNet 72.39 79.52 75.79 61.01
T2 UNet 77.78 82.79 80.20 66.94
DeepLabv3+ 78.36 83.54 80.87 67.88
DTRE-Net 83.72 85.96 84.83 73.65

For terrace bund extraction, there is a significant disparity observed in the experimental
comparison between flat-level and water-stored level terraces. In the T1 and T2 regions,
there are evident differences in both the visual contrasts and precision metrics for terrace
bund extraction. In the case of flat-level terraces in the T1 region, the terrace bund extraction
results are less satisfactory, particularly in areas with gentle slopes, where intermittent
discontinuities are observed. Conversely, for water-stored level terraces, the terrace bund
extraction outcomes are more comprehensive, effectively distinguishing them from the
terraced fields. This indicates that different topographical features, particularly in arid and
water-stored scenarios, influence the model’s performance in terrace bund extraction tasks.

5. Discussion
5.1. Single Tasking versus Dual Tasking

A comparative analysis was undertaken to compare the performance of single-task and
multi-task models. Table 3 delineates the outcomes of this comparison, underscoring that
the dual-task network markedly bolsters terrace extraction capabilities. Such enhancement
is ascribed to the terrace extraction process, which furnishes pertinent positional and direc-
tional data to the branch task, thus endowing the model with a more enriched contextual
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understanding. When measured against the single-task paradigm, the dual-task learning
strategy manifests pronounced augmentations across all evaluative metrics. Specifically,
there are increments of 7.47%, 5.5%, 6.65%, and 8.06% in precision, recall, F1-score, and IoU
for the T1 region. Correspondingly, there are boosts of 4.36%, 4.77%, 4.56%, and 6.61% for
the T2 region. Collectively, across the facets of both datasets, the dual-task model registers
enhancements exceeding 4% in precision, recall, F1-score, and IoU. The improvement in IoU
is particularly noteworthy, underscoring the dual-task network’s proficiency in amplifying
the congruence between anticipated and actual outcomes.

Table 3. Comparison of single-task and dual-task.

Area Methods Precision (%) Recall (%) F1-score (%) ToU (%)
T1 Single-task 63.24 73.98 68.19 51.73
Dual-task 70.71 79.48 74.84 59.79
T Single-task 79.36 81.19 80.27 67.04
Dual-task 83.72 85.96 84.83 73.65

Figures 11 and 12 present visual delineations contrasting the proposed methodology
with the single-task model in the context of terrace extraction. In the figures, a—e represent
the labels and predicted results for several typical terrace bund test data. Analyzing the
predictive outcomes reveals that, under identical parameter configurations, the single-task
model adeptly extracts terraces for the majority of terraced fields. However, in certain
intricate scenarios, it may manifest gaps, oversights, or segmented terraces, which could
compromise the model’s overarching efficacy and trustworthiness. Conversely, while
the dual-task model is not wholly immune to such discrepancies, it showcases enhanced
continuity in its extraction endeavors. This implies a more consistent and dependable
performance in both precision and thoroughness.

Figure 11. Results of single-task and dual-task terraced ridges in T1 area: (a-e) showcase typical
scenes of terraced fields with smooth fallow cultivation.
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Figure 12. Results of single-task and dual-task terraced fields in T2 area: (a—e) showcase typical
scenes of terraced fields with water storage and fallow cultivation.

5.2. Ablation Experiments

To further investigate the effectiveness of the proposed modules, we conducted exper-
iments on the combined terraced datasets from the T1 and T2 regions. These experiments
included ablation studies of the MSFF and MSER modules. The networks compared in the
experiment consist of the Base network without the MSFF and MSER modules (Base), the
network with the MSFF module added to the Base network (Base + MSFF), the network
with the MSER module added to the Base network (Base + MSER), and the network with
both the MSFF and MSER modules added to the Base network (DTRE-Net).

Figure A1l presents the loss function trajectories for the four models during their
training and validation phases. The graph underscores a swift descent in training loss
values as iterations increase, eventually converging near zero. Conversely, the validation
loss values, after an initial rapid reduction, tend to stabilize around a specific point. When
juxtaposed against the Base model, the loss function curves for Base + MSFF, Base + MSER,
and DTRE-Net on the validation set appear more refined and consistent. Notably, in its
later epochs, the training loss of DTRE-Net mirrors its validation loss. This suggests that,
over the course of its training, DTRE-Net has effectively assimilated generic features and
patterns, thereby enhancing its predictive accuracy for unfamiliar datasets.

The experiment analyzed the IoU values during both the training and validation processes
for four network models, as illustrated in Figure A2. On the validation set, the Base network
experiences eight significant fluctuations, with a notable fluctuation still evident around the
98th epoch, reaching a local value of 0.7378. In contrast, Base + MSER and Base + MSFF exhibit
noticeable improvements throughout the process but still manifest four significant fluctuations.
DTRE-Net encounters a significant drop around the eighth epoch, with an IoU value of 0.6063
at that point. The experiments revealed that, in terms of the IoU metric, while all four models
ultimately converge around 0.82, DTRE-Net, benefiting from the integration of MSFF and
MSER, demonstrates greater stability and consistent accuracy in predicting results across diverse
scenarios throughout the entire process.

Table 4 presents the accuracy, recall, F1-score, and IoU values for models with different
module combinations, clearly indicating that models incorporating additional feature
extraction modules on top of the Base network exhibit improved segmentation performance.
Upon integrating the MSFF module into the Base network, all metrics show enhancements.
In the integration of MSER into the foundational Base network, a marginal decrease in
recall is observed, accompanied by an increase in precision, IoU, and F1-score. DTRE-Net
demonstrates improvements in all four metrics, with the IoU increasing by 1.68% compared
to the Base network. This highlights the effectiveness of our approach, which introduces the
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MSEFF and MSER modules, in enhancing terrace extraction performance when compared to
models without these modules.

Table 4. Different modules and basic network combination experiments.

Methods Precision (%) Recall (%) F1-Score (%) IoU (%)
Base 89.96 90.19 90.08 81.95
Base + MSFF 90.83 90.51 90.68 82.94
Base + MSER 91.12 89.75 90.55 82.73
DTRE-Net 91.13 91.04 91.09 83.63

The differences between the global IoU in each dataset were evaluated using the t-student
hypothesis test. The calculated value of the t-student test was compared to the critical value
tc. The null hypothesis is rejected if or ¢ > tc or t < — fc. In the first case, the mean value
is considered significantly higher, and, in the second case, significantly lower. In this study,
a confidence level of 95% was set, with 474 degrees of freedom, corresponding to a critical
value of fc = 1.965. Comparing the results between DTRE-Net and Base, a t-value of 3.411
was obtained. Comparing the results between DTRE-Net and Base + MSFF, a t-value of 2.405
was obtained. Comparing the results between DTRE-Net and Base + MSER, a t-value of 2.703
was obtained. These values are statistically significant, indicating that the DTRE-Net network
effectively improves terrace extraction results.

6. Conclusions

In this study, we introduce DTRE-Net, an innovative multi-task framework adept
at concurrently executing terrace and ridge extraction tasks from high-resolution remote
sensing images, providing a holistic view of terrace extractions. Notably, while the bund
extraction network and terrace detection network share mutual information, they maintain
a degree of autonomy, ensuring that they do not solely depend on the output from terrace
detection. When benchmarked against prevailing state-of-the-art semantic segmentation
techniques, our proposed DTRE-Net architecture showcases its ability to discern finer
details, produce consistent outcomes, and accurately pinpoint a variety of terraces even in
intricate terrains. Furthermore, we’ve curated two terrace datasets from distinct regions
using high-resolution satellite imagery and embarked on rigorous comparative experiments,
underscoring the superior efficacy of our proposed methodology. The experimental results
demonstrate that the proposed DTRE-Net outperforms traditional networks in terms of
both accuracy and visual effects. In comparison to single-task networks, the two mutually
dependent label learning strategies can enhance accuracy through parameter sharing.
Additionally, the introduced MSFF module and MSER module, as suggested in the paper,
contribute to the stability of the model.

In the present study, the multi-task learning framework demonstrates a reduction in
the overall training time for two tasks compared to all single-task learning frameworks,
positioning it favorably in terms of efficiency. However, it is noteworthy that, in order to
capture multi-scale features effectively, the network introduces additional modules, leading
to a substantial increase in both the parameter and floating-point operations (FLOPs). This
results in heightened dependence of the model on computer resources, including increased
storage and computational capacity. Consequently, in resource-constrained environments,
the escalated complexity introduced by these additions may pose a limitation. Future
research endeavors may need to explore methodologies for optimizing network structures
to mitigate the computational burden while retaining the advantages of multi-task learning.
Moreover, owing to the utilization of consumer-grade graphics cards during our experi-
ments, we deliberately capped the number of training epochs at 100, aiming to conserve
computational resources and expedite the process. While this strategy curtailed poten-
tial overfitting, it concurrently constrained the model’s ability to discern more nuanced
patterns and features. As we look ahead, re-evaluating the epoch count emerges as a
pivotal consideration.
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Figure Al. Training and validation loss graphs. (a) Training and validation loss curves for the
Base model; (b) training and validation loss curves for the Base + MSFF model; (c) training and
validation loss curves for the Base + MSER model; (d) training and validation loss curves for the
DTRE-Net model.
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Figure A2. Training and validation IoU graphs. (a) IoU curves for training and validation of the
Base model; (b) IoU curves for training and validation of the Base + MSFF model; (c) IoU curves for
training and validation of the Base + MSER model; (d) IoU curves for training and validation of the
DTRE-Net model.
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