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Abstract: Due to the influence of the complex background of airports and damaged areas of the
runway, the existing runway extraction methods do not perform well. Furthermore, the accurate
crater extraction of airport runways plays a vital role in the military fields, but there are few related
studies on this topic. To solve these problems, this paper proposes an effective method for the crater
extraction of runways, which mainly consists of two stages: airport runway extraction and runway
crater extraction. For the previous stage, we first apply corner detection and screening strategies to
runway extraction based on multiple features of the runway, such as high brightness, regional texture
similarity, and shape of the runway to improve the completeness of runway extraction. In addition,
the proposed method can automatically realize the complete extraction of runways with different
degrees of damage. For the latter stage, the craters of the runway can be extracted by calculating
the edge gradient amplitude and grayscale distribution standard deviation of the candidate areas
within the runway extraction results. In four typical remote-sensing images and four post-damage
remote-sensing images, the average integrity of the runway extraction reaches more than 90%. The
comparative experiment results show that the extraction effect and running speed of our method are
both better than those of state-of-the-art methods. In addition, the final experimental results of crater
extraction show that the proposed method can effectively extract craters of airport runways, and the
extraction precision and recall both reach more than 80%. Overall, our research is of great significance
to the damage assessment of airport runways based on remote-sensing images in the military fields.

Keywords: crater extraction; airport runway extraction; corner detection; remote-sensing images;
post-damage remote-sensing images

1. Introduction

As an important support for the Air Force to carry out air strike missions, the airport
is the primary target of military strikes. Over the years, extensive research has been carried
out on the damage to airport runways caused by various weapons [1,2]. A blockade is an
important sign of the destruction of an airport runway and the crater size on the surface
of the runway is an important factor that affects the probability of blockade [3]. With the
development of remote-sensing image processing, the damage information obtained from
remote-sensing images improves the convenience of damage assessment [4,5].

In recent years, many scholars have carried out research on object detection and extrac-
tion based on remote-sensing images [6–8]. At the same time, airport runway extraction has
gained increasing attention in remote-sensing image processing, because airport runway
information accurately extracted from remote-sensing images is very useful for airport
planning [9,10], airplane extraction [11], foreign object debris detection [12,13] and military
applications (such as reconnaissance) [14]. Also, extracting airport runway information
from remote-sensing data is helpful for extracting craters in the runway and the subsequent
battle damage assessment. However, due to the influence of crater distribution, explosion
dust coverage, ablation and other factors, the airport runway has incomplete characteristics;
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auxiliary features such as chevron markings at both ends of the runway are missing or
unclear, the long line segment feature on the edge of the runway is missing, etc. All these
factors bring challenges to the complete extraction of runways, and then make it difficult to
extract craters inside the runway. Therefore, the complete extraction of damaged airport
runways and the accurate extraction of craters inside runways are important prerequisites
for assessing the functional damage effect of airport runways.

On the one hand, with the development of remote-sensing image processing, some
scholars have recently conducted relevant research on airport runway extraction based
on remote-sensing images. This paper roughly divides the research on runway extraction
into two categories: based on the basic characteristics of airport runways such as runway
markings [15], long line segment feature [16–18], texture feature [14,19], grayscale distribu-
tion characteristics [20,21], etc.; and based on deep learning methods [22–26]. Generally,
the former method is relatively widely used, but the current method relies more on the
high resolution of the image and the integrity of the runway. For example, based on
high-resolution remote-sensing images, the author [15] positioned the runway through
accurate detection of chevron markings at both ends of the runway, and used the minimum
envelope rectangle of the straight line detection results as the final runway extraction result.
The author [17] used the long line segment feature at the edge of the runway to initialize,
constructed an energy functional function based on the gray level difference between the
inner and outer areas of the runway, and approached the target edge to achieve a complete
segmentation and extraction of the target area. These current methods make it difficult
to achieve a complete and effective extraction of the damaged runway area. In recent
years, deep learning methods have been widely used in the field of target detection and
segmentation, and the accuracy has been greatly improved. However, due to the lack of
a large number of public datasets, particularly the lack of airport runway datasets after
damage, the further development of deep learning methods has been limited in the field of
runway extraction.

On the other hand, research related to crater extraction from remote-sensing images
mainly focuses on two fields: unexploded ordnances estimation [27–34] and meteor crater
detection [35–44]. The methods used in the former field mainly include supervised learning
methods [27–31] and active detection methods based on marked point processing [32,33],
circular features [34], etc. The methods used in the field of meteor crater detection are
divided into two categories: based on the basic characteristics of craters such as circular
features [35–37], shadow-illuminated region features [38,39], etc.; and based on deep
learning methods [40–44]. Generally, the feature-based active detection methods rely more
on the shape characteristics of craters. For example, the author [32] used circles to represent
the crater model, which was then embedded in the framework of marked point processes.
By means of stochastic sampling, the most likely configuration of craters is determined.
Based on circular features, author [34] and author [35] used edge constraints and chord
midpoint Hough transform for circle detection to identify craters, respectively. However,
due to the interference of small dark areas in the background and craters outside the
runway, it is still difficult for the above methods to directly extract craters inside airport
runways from RS images. As for the deep learning methods, due to the lack of a large
amount of post-damage remote-sensing images of airport runways, their application in the
field of crater detection is limited.

Therefore, to accurately extract craters inside runways, the main contributions and
ideas of this paper can be summarized as follows: (1) We propose an accurate runway
extraction method based on multiple techniques, such as line segment detection, runway
edge line segment grouping, runway edge corner detection, runway endpoints screening,
runway vertexes calculation, etc. (2) Compared with existing methods, the runway extrac-
tion method proposed in this paper has the advantage of running time while achieving
complete extraction of runways. (3) Based on the runway extraction results, an effective
crater extraction model is designed to extract craters inside runways. Eventually, four
remote-sensing images with different runway structures and four post-damage remote-
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sensing images were selected to verify the effectiveness of the runway extraction method,
and two of the post-damage images were selected to verify the final effectiveness of the
proposed craters extraction method.

The rest of the article is organized as follows. In Section 2, the proposed method in
this article is introduced in detail, including runway extraction and crater extraction. In
Section 3, we introduce the datasets and evaluation metrics used in experiments and show
the experimental results of our method and the comparison with state-of-the-art methods.
In Section 4, we discuss the key and difficult points of the proposed method in this paper.
In Section 5, we summarize the work of this paper.

2. Methodology
2.1. Runway Extraction

As the most important part of the proposed method in this paper, the contents of
runway extraction mainly include region of interest extraction, feature extraction, and
candidate runway recognition. The main purpose of the feature extraction module is to
obtain the pairs of parallel line segments and the endpoints of the runway. In order to
extract airport runways in images with complex runway structures more completely and
accurately, we also adopt the parallel line segment grouping strategy in this paper. The
flowchart of the proposed runway extraction method is shown in Figure 1.
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Figure 1. The flowchart of the proposed runway extraction method.

2.1.1. Region of Interest Extraction

Affected by the complex background, there will be a large number of interfering short
line segments, which will make it difficult to locate the center axis of the runway and then
affect subsequent runway extraction. To reduce the interference of complex backgrounds,
the region of interest containing the runway is first extracted before feature extraction.
Specifically, the adaptive threshold fuzzy enhancement algorithm designed in our previous
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work [45] is used to process the image to enhance the contrast between the runway area
and the background, and then the Otsu threshold segmentation method is used to complete
the extraction of the region of interest containing the runway.

2.1.2. Feature Extraction

The main purpose of this part is to extract edge parallel line segment pairs and
endpoint coordinates of the runway. Feature extraction mainly consists of three stages:
(1) establishment of feature extraction model, (2) extraction of runway edge parallel line
segment pairs, and (3) extraction of runway endpoints. The implementation process of
feature extraction designed in this section is shown in Figure 2.
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Figure 2. The process of feature extraction: (a) the extraction of runway edge parallel line segments;
and (b) the extraction of runway endpoints.

1. Model of the feature extraction

First, we use the classic Canny [46] edge detection operator with an adaptive threshold
to extract edge points from the region of interest, and then extract the continuous edge con-
tours based on the 8-neighbor boundary tracking algorithm from the edge map. Then, we
use a Gaussian filter to smooth the curves to reduce the interference of image quantization
and noise on the calculation of curvature. After the operation of the filter, the geometric
features of continuous edges will be enhanced. Then, the short edges whose lengths are
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shorter than the given threshold are removed to reduce the interference of the background.
Hence, the continuous contour can be presented as C = {cm : (ui, vi), m = 1, 2, . . . n}, and
the curvature can be calculated as follows:

κ(s) =

∣∣ .
ui

..
vi −

..
ui

.
vi
∣∣( .

ui
2,+,

.
vi

2
)3/2 (1)

where ui, vi respectively, represent the horizontal and vertical coordinates of the i-th pixel
on the continuous contour. To simplify the calculation of the curvature, the derivative in
Equation (1) can be approximated in the form of an intermediate difference. The form of
intermediate difference can be expressed as:

.
ui =

(ui+1−ui)+(ui−ui−1)
2 =

ui+1−ui−1
2

.
vi =

(vi+1−vi)+(vi−vi−1)
2 =

vi+1−vi−1
2

..
ui =

.
ui+1−

.
ui−1

2 =
ui+2−2ui+ui−2

4
..
vi =

.
vi+1−

.
vi−1

2 =
vi+2−2vi+vi−2

4

(2)

After the calculation of the edge pixel’s curvature, our aim is to extract the sets of
line segments and the sets of corner points, respectively. Theoretically, the geometric
characteristics of a straight line with zero curvature can be used to identify and extract
straight line segments in continuous edges. However, due to the interference of digital
image quantization and noise, the actual curvature value of the edge straight line segment
after Gaussian smoothing will be greater than zero. And for corner extraction, a point
with a local curvature maximum in a continuous edge is regarded as a corner. Thus, the
key to this part is how to determine the curvature threshold of straight lines and corner
points. Referring to the algorithm proposed by the author [47], we establish the functional
relationship between angles and curvature values based on the intuition of first-order
geometric angles (as shown in Figure 3).
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The coordinate values of points shown in Figure 3 can be expressed as:
pi−2 = (−2, 2 cot(θi/2)), pi−1 = (−1, cot(θi/2))
pi = (0, 0)
pi+1 = (1, cot(θi/2)) , pi+2 = (2, 2 cot(θi/2))

(3)
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By combining Equations (2) and (3), the relationship between the curvature of the
edge point and the included angle of tangent lines can be established. Considering that
the curvature value of the edge point is associated with the Gaussian parameter σ and the
length Le of the continuous edge contours. The relationship between the curvature and the
included angle can be simplified as:

ki = G(θi, σ, Le) = K · cot(θi/2) (4)

where θi is the included angle of the tangent lines, σ is the Gaussian standard deviation, ki
is the curvature value of the edge point, K is the coefficient that is negatively correlated
with the parameter Le and σ.

2. Extraction of runway axis

The first step is to extract the set of edge line segments based on the feature extraction
model established in the previous stage. Referring to the algorithm [48] which was used
for straight line detection based on the consistency of gradient direction, we obtain the
angle threshold based on the angle tolerance τ between the gradient directions of adjacent
pixels. The included angle threshold θl of the tangent lines can be expressed as θl = π − τ
(as shown in Figure 3a). Combining with Equation (4), the average curvature threshold
Tline of a line segment can be obtained, and based on the threshold, we can obtain the set of
edge line segments as L = {li : (ui, vi), i = 1, 2, . . . n}.

Secondly, we need to screen pairs of parallel line segments located on both sides of the
runways from the set L. Since the damaged runway is often affected by interference factors
such as bomb craters, dust coverage, ablation, and taxiways, the detected line segments are
usually fragmented short line segments. Specifically, the line segments corresponding to
the long straight edge of the runway are few in number, short in length, and far apart from
each other. At the same time, the presence of interference objects such as taxiways, roads,
and building roofs around the runway will further increase the number of interference
line segments and make it more difficult to screen pairs of parallel line segments [19]. The
author proposed a line segment connection algorithm based on multi-feature constraints.
This method uses the longest line segment as the seed line segment and traverses all the
remaining line segments with the purpose of connecting the fragmented line segments
together, and then uses the parallel and the fixed width characteristics of the long straight
line segments along the edge of runways to position the runway. However, this algorithm
is difficult to effectively connect the edge segments with characteristics of short length
and long distance from each other. And it is easy to introduce interference of long line
segments outside the runway. Thus, we proposed an improved strategy to detect pairs
of parallel line segments along runway edges. This strategy first determines the main
direction of the candidate runway based on the parallel and distance constraints between
line segment pairs, and updates the parameters of straight line. Then we simplify the line
segment connection strategy and only use the vertical distance threshold to determine
whether to merge the line segments. At the same time, combined with the differences
in regional grayscale distribution on both sides of the line segment, pairs of parallel line
segments along runway edges are screened. The proposed strategy does not rely on the
long line segment characteristics of the runway edge, and the specific steps of the strategy
are described below.

Take the set of straight line segments L obtained in the first step as input, traverse the
set and calculate, respectively: (1) the direction angle of each line segment, (2) the vertical
distance between pairs of parallel line segments, and (3) the direction from the center point
of the straight line segment to the area with higher gray value on both sides of the line
segment and the vertical distance between the vertices of the high-brightness area. The
goal is to find the set of line segments LB ⊆ L that satisfy all the above constraints, and the
set LB can expressed as follows:

LB = {Li ∈ L| ∀K}, K = {K1, K2 and K3} (5)
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where K represents the set of conditions that must be satisfied for line segment selection,
and the constraint conditions of each straight line segment in the condition set K are defined
as follows:

(1) Parallel constraints. First, we fit each line segment in the set L based on the least
squares method, and calculate the slope and intercept parameters of each line segment.
Then the parallel line segments will be screened by setting the angle difference threshold
Tϕ of line segments (as shown in Figure 4). Referred to the experience of the author [15],
we set the threshold parameter to 0.05 radian. If the angle difference between two straight
line segments is less than the threshold Tϕ, the corresponding line segments are regarded
as parallel lines, and then we can obtain the set of parallel line segments as:

L1 =
{

Li, Lj ∈ L
∣∣ abs(ϕi − ϕj) ≤ Tϕ

}
(6)
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Then, in order to further distinguish multiple runways with different directions in
the same image, we group the set L1 of parallel line segments based on the threshold Tϕ.
Take all the parallel line segments that satisfy the threshold Tϕ constraint as a group, and
calculate the mean angle within each group as the main direction of the airport candidate
runway corresponding to the group. Finally, calculate and update the intercept parameters
of all straight line segments in each group based on the candidate direction angles.

(2) Distance constraints. Given the vertical distance threshold Tc, for line segments
whose vertical distance is less than the threshold, we consider them to belong to the same
long line segment and merge them. Then calculate and update the intercept parameters of
the merged long line segments, eliminate parallel line pairs that do not meet the runway
width threshold constraint (the threshold was determined by runway width and image
resolution) (as shown in Figure 4), and then we can obtain the set of candidate runway
edge parallel line segment pairs as:

L2 =
{

Li, Lj ∈ L1
∣∣ distance(Li, Lj

)
≈ Tw

}
(7)

(3) Regional feature constraints. Since the length of line segments was not taken into
account when screening parallel line segment pairs in this article, there will be false parallel
line segment pairs that do not belong to the runway after the operation of screening based
on parallel and distance constraints (as shown in Figure 5). In order to further eliminate
the false parallel line segment pairs, we introduce the grayscale difference features of the
areas on both sides of the line segment into the screening strategy.
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Figure 5. The sample graph of the screening of parallel line segment pairs: (a) the screening results
based on parallel and distance constraints (the interference pairs are marked with blue and yellow
circles); (b) the screening results combined with regional feature constraints.

The constraints of regional features take advantage of the high brightness characteris-
tics of the undamaged areas inside the runway, and the significant difference in brightness
on both sides of the runway edge. For the parallel line segment pairs obtained after satisfy-
ing the parallel and distance constraints (as shown in Figure 6), we construct triangular
areas on both sides of each line segment along the normal direction of the line segment
and calculate the average gray value of each area on both sides. The side with the larger
average gray value is considered to be the internal area of the runway, and the vector from

the midpoint of the line segment to the vertex of the triangle is the direction vector ⊥
→

AB
corresponding to the triangle area. For line segment pairs located on the edge of the runway,
the two corresponding direction vectors should have opposite directions, and the vertical
distance between the two vertices of the areas on both sides of the line segment should be
smaller than the actual width of the runway. The specific description of the constraints is
as follows:
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sponding to the triangular areas). Then the direction vector
→

CE and
→
cd should satisfy the

following formula:

L31 =

{
Li, Lj ∈ L2

∣∣∣∣ →CE ·
→
cd < 0

}
(8)

(b) Vertex distance. As shown in Figure 6, the direction vectors
→

CD and
→
ce also satisfy

the constraint of Equation (8), which cannot effectively eliminate the false pairs of parallel
line segments. Thus, we increase the constraint of the vertical distance between the two
vertices of the triangular areas inside the runway as follows:

L32 =
{

Li, Lj ∈ L2 | d1 < width
}

(9)

After the joint constraints of the above steps, the set of parallel line segment pairs
located on the continuous edge of the runway can be obtained as LB = L1 ∩ L2 ∩ L31 ∩ L32.

Lastly, based on the obtained set of parallel line segment pairs LB, calculate the
angle and intercept parameters of the central axes of all candidate runways to achieve the
preliminary positioning of the candidate runways. The set of central axes can be expressed
as follows:

Lc = {Li : (ϕi, ρi), i = 1, 2, . . . n} (10)

where Li is the central axis of a candidate runway, ϕi and ρi is the inclination angle and
intercept of the corresponding axis, respectively, n is the total number of candidate runway
central axes in the set Lc.

3. Extraction of runway endpoints

The first step is to extract the set of corner points based on the feature extraction model
established in the previous stage (as shown in Figure 3b). Generally, the included angle
between the neighborhood tangents of the runway vertex is approximately 90◦. Taking into
account the smoothing effect of the Gaussian function and the impact of damaged areas
such as craters on continuous edges of the runway, the maximum included angle threshold
θc between the neighborhood tangents of the corner point can be selected in the range of
90◦ ∼ 120◦. Then we can calculate the curvature threshold according to Equation (4) and
the set of corner points can be obtained as P = {pi : (ui, vi), i = 1, 2, . . . n}.

Secondly, we need to screen the endpoints of runways from the set of corner points
P. However, due to the influence of the complex background, there are a large number of
interfering corner points located at non-runway edges in the corner points set, which in-
creases the difficulty of screening the runway endpoints. Regarding corner point screening,
the author [49] proposed a roof contour extraction method based on corner point detection
and screening. This method first used the Harris corner detection algorithm to detect the
global corners, and then the set of corner points located at the edge of the roof was filtered
out based on the color space characteristics of the roof. Inspired by the method [49], we
first screen the set of corners located at the edge of the runway based on the grayscale
distribution characteristics and the geometric structure characteristics of the runway, and
then the corner points located at both ends of the runway’s central axis are the endpoints
of the runway. The specific steps of the strategy are described below.

Take the set of corner points P obtained in the first step as input, traverse the set and
calculate, respectively: (1) the vertical distance from each corner point to the central axis;
(2) the grayscale statistical characteristics of the areas on both sides of the edge where each
corner point is located; (3) the direction from the edge corner point to the high-brightness
area on both sides of the edge. The purpose is to find the set of corner point coordinates
that satisfies all the above constraints, which can be defined as follows:

PB = {Pi ∈ P| ∀K}, K = {K1, K2 and K3} (11)
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where K represents the set of conditions that must be satisfied for corner point selection,
and the constraint conditions of each corner point in the condition set K are defined
as follows:

(1) Distance constraints. Traverse the set of corner points P, and calculate the vertical
distance d from each corner point to the central axis of the candidate runway. Then use half
the width of the runway as the distance threshold Tdist = width/2, and filter out the set of
candidate corner points located on both sides of the candidate runway’s central axis, which
can be expressed as follows:

P1 = {Pi ∈ P | d ≤ Tdist } (12)

(2) Regional feature constraints. First, we select the inner and outer areas of the runway
along the tangent direction of the corner point, and the areas are represented by circular
areas (as shown in Figure 7a) in order to reduce the interference of the damaged area on the
regional characteristics. Based on the high brightness characteristics of the undamaged area
of the runway, we believe that the area with the maximum gray mean value in the corner
neighborhood is the inner area of the runway, and the opposite area is the corresponding
outer area. To simplify the calculations, we take the candidate corner point as the center
and R as the distance to select 8-neighborhood pixel coordinate points, and then take these
8-neighborhood pixel coordinate points as the center of the circle to construct circular areas,
respectively (as shown in Figure 7c). Among these eight circular areas, the area with the
largest grayscale average value is considered to be the inner area of the runway (as shown
in Figure 7b), and the area in the opposite direction is considered to be the outer area of
the runway. After the selection of the inner and outer areas of the runway, we will further
screen the corner points based on the regional characteristics.
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Figure 7. Screening of runway edge corner points: (a) illustration of the inner and outer areas
of the runway on both sides of the edge; (b) illustration of the high-brightness area in the corner
neighborhood and the template area within the runway; (c) instruction for selecting high-brightness
area in corner neighborhood.

According to the regional texture similarity of the runway [19], we need to select a
circular area �T inside the runway as the reference template area. To obtain the template,
slide along the central axis of the candidate runway, and select the reference template area
based on the maximum gray value of the circular area. Then, traverse the set of corner
points P1 and make a normalized cross-correlation operation between region�T and region
�B (as shown in Figure 7b). The calculation of the normalized cross-correlation coefficient
is as follows:

NCC = ∑
x

∑
y
(T(x, y)− T(x, y))(R(x + m, y + n)− R(x + m, y + n))

/
√

∑
x

∑
y
(T(x, y)− T(x, y))2

∑
x

∑
y
(R(x + m, y + n)− R(x + m, y + n))2

(13)
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where T(x, y) and R(x, y) represent the gray level at a pixel in the template region �T and
the region �B around the corner point, respectively, and T(x, y) represent the correspond-
ing mean gray value of the region around the corner point, R(x, y) represent the mean gray
value of the template region. Given the correlation coefficient threshold Tcoe f , eliminate
corner points whose correlation coefficient is less than the threshold, and then the set of
corner points that satisfy the threshold constraint can be obtained as follows:

P21 =
{

Pi ∈ P1

∣∣∣ NCC ≥ Tcoe f

}
(14)

Generally, there is an obvious grayscale difference between the inner and outer areas
of the runway, and the runway area has significant high-brightness characteristics in the
image. Thus, for each corner point, we also set the grayscale difference threshold Tdi f f
between the inner and outer areas of the runway and the grayscale threshold Tgray of the
inner area of the runway while screening through regional similarity to screen the corner
points at the edge of the runway. Then the set of corner points that satisfy the threshold
constraints can be obtained as follows:

P22 =
{

Pi ∈ P1

∣∣∣ Gin(x, y)/Gout(x, y) ≥ Tdi f f & Gin(x, y) ≥ Tgray

}
(15)

(3) Orientation constraints. After the screening operation of the above steps, there
will still be wrong corner points that satisfy the above constraints. As shown in Figure 7b:
O1 is a correct corner point located at the edge of the runway with the region �B1 inside
the runway, O2 is a wrong corner point with the region �B2 actually located outside the

runway, the vector
→

OT represents the direction vector from the corner point to the center of

the template area, and the vector
→

OB represents the direction vector from the corner point
to the center of the region �B. Theoretically, if the corner point is located at the edge of the

runway, the angle between vector
→

OT and vector
→

OB should be less than 90◦. Based on the
constraint of the orientation, the set of corner points can be obtained as follows:

P3 =

{
Pi ∈ P2

∣∣∣∣ →OB ·
→

OT < 0
}

(16)

After the joint constraints of the above steps, the set of corner points located at the
continuous edge of the runway can be obtained as PB = P1 ∩ P21 ∩ P22 ∩ P3, and the
coordinate points at both ends of the central axis in the set PB are used as the reference
points at both ends of the runway. Then, combined with the parameters of the runway
central axis, the endpoints of the runway can be calculated and represented as Pl and Pr.

2.1.3. Generate and Recognition of the Candidate Runway Extraction Results

In the previous section, we can finally obtain the central axis parameters and endpoint
coordinates of the candidate runway, respectively (as shown in Figure 2). By combining the
central axis parameters {θ, ρ} and the endpoint coordinates, we can calculate and obtain
the four vertex coordinates of the candidate runway (the width of the runway is used
as prior information). Then, we connect the vertices belonging to the same candidate
runway in sequence and fill the closed area to achieve the extraction of the runway area.
After screening the pairs of parallel line segments above, there will be incorrect pairs
of parallel line segments due to the influence of interference objects such as roofs and
roads outside the runway, which will lead to the existence of false results in the final
results of runway extraction. Based on the geometric structure characteristics and regional
high brightness characteristics of the runway, we are going to eliminate the false results
by imposing length constraints and rectangularity constraints on candidate runways:
(1) Generally, the runway length is 800–4000 m [15] and the length of the candidate runway

can be calculated as L =
√
(Pl(x)− Pr(x))2 + (Pl(y)− Pr(y))

2 based on the coordinates of
the runway endpoints Pl and Pr. Then, we can eliminate the candidate runways whose
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length L exceeds the interval. (2) On the other hand, we define the index of rectangularity
as R = S1/S2, where S1 denote the intersection area of the rectangular area of the candidate
runway extraction result and ROI and S2 denote the rectangular area of the candidate
runway, and the value range of the rectangularity index is [0, 1]. Here, we set the threshold
of the rectangularity index as TR = 0.5 and eliminate the candidate’s runways whose
rectangularity index is less than the threshold. Then, we can obtain the final runway
extraction results.

2.2. Crater Extraction

The bomb crater area often appears as a small dark area in the image, and has obvious
edge transition characteristics. Thus, we design a crater extraction model to extract the
crater areas inside the runway based on the runway extraction results.

Firstly, we use the blob detector (providing the center coordinates and the size of the
blob) designed by the author [50] to generate the initial set of candidate regions for the
crater, which can be expressed as {R : regions}. The blob detector can be applied to bomb
craters of any size and images of any scale as long as the parameters of the blob detector
are chosen appropriately. Next, to filter out the real crater areas from the set of candidate
areas, we establish a crater detection model by utilizing the characteristics of the grayscale
distribution consistency and edge high gradient amplitude of the bomb crater area, and set
the corresponding threshold TCrater. The model can be expressed as follows:

C = fg
1
n

n

∑
i=1
∇⊥Edgepi

+ fhmax

0, Ht −

√√√√ 1
N

N

∑
o=1

(po − µ)

 (17)

where ∇⊥Edgepi
represents the magnitude of the gradient amplitude component pointing

toward the center direction at the edge pixel of the current candidate crater area, n rep-
resents the total number of pixels involved in the calculation of a single crater edge, po
represents the gray value of a certain pixel in the current candidate crater area, µ represents
the grayscale mean value of all pixels in the candidate crater area, N represents the total
number of pixels in the candidate crater area, fg and fh represents the weighted factor
coefficients of the corresponding items in the model, respectively, Ht ensures that the
second term of the model has a maximum value in the crater area.

After the extraction of the bomb craters through the model, we need to determine
whether the craters were correctly extracted. Given the input post-damage image I, (xi, yi)
denote the center coordinates of the crater extracted by the proposed method, where xi
represents the column coordinates in the image, and yi represents the row coordinates
in the image. Let ri represent the radius of the extracted crater. (x̂i, ŷi) denote the center
coordinates of the ground-truth crater, where xi and yi represents the column coordinates
and row coordinates in the image, respectively. Let r̂i represents the radius corresponding
to the ground-truth crater. The constraints are defined as follows:√

(xi − x̂i)
2 + (yi − ŷi)

2/min(ri, r̂i) ≤ αx,y

abs(ri − r̂)/min(ri, r̂i) ≤ αr

(18)

where αx,y denote the error threshold of the position, and αr denote the radius error
threshold. If Equation (18) is satisfied, the craters are considered as correct craters.

Finally, taking the envelope rectangle of the crater areas detected above as input, we
use the classic active contour algorithm [51] to achieve precise extraction of the crater areas.

3. Results

In this study, all the experiments were performed in MATLAB 2021b under the Win-
dows 10 operating system, and the configuration of the computer was Intel Core I7-8750H
CPU @2.20GHz 16GB RAM. In order to verify the effectiveness of the method proposed
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in this paper, we divide the experiment into two parts: Experiment I and Experiment II.
The experiment I mainly focuses on the effectiveness of the runway extraction method
proposed in this paper. We conduct experimental analysis on the accuracy of runway
extraction and the calculation time of the runway extraction algorithm, and compare the
runway extraction method with typical representative methods [15,17]. Experiment II
mainly focuses on the effect of our method on extracting craters inside the runway, and we
verify the effectiveness of this method on post-damage test images.

3.1. Datasets and Parameters

In this study, we selected four typical satellite images #1~#4 downloaded from Google
Earth, and four post-damage satellite images #5~#8 with different degrees of damage from
the Internet, respectively (as shown in Figure 8). All eight images formed the test dataset
to verify the effectiveness of the airport runway extraction method, and the proposed
crater extraction method was then verified on two typical post-damage images. The
image size used in each airport image and the parameters used for corner screening are
shown in Table 1, and the corresponding spatial resolution of each image is approximately
between 2~5 m. For all the test images used in the article, our method only processes the
corresponding grayscale image.
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with red boxes; (c) The binary results of the proposed runway extraction method; (d) Ground truth.

Table 1. Image size and parameters used for corner detection.

Test
Images

Image Size
(Pixels)

Similarity
Threshold (Th1)

Gray Average
Threshold (Th2)

Gray Difference
Threshold (Th3)

#1 1024 × 768 0.3 0.6 1.3
#2 1317 × 727 0.3 0.6 1.3
#3 1920 × 1080 0.2 0.6 1.3
#4 1920 × 1080 0.3 0.6 1.2
#5 1101 × 781 0.2 0.5 1.3
#6 1051 × 801 0.3 0.5 1.3
#7 1122 × 840 0.3 0.5 1.3
#8 1130 × 806 0.4 0.5 1.3

In the dataset downloaded from Google Earth, the airports of #2 and #4 are military
airports and the rest airports are civil airports. At the same time, an important reason
why we select these test data is to comprehensively consider the diversity of geographical
backgrounds, such as roads, buildings, and so on; the complexity of the runway structure,
such as multiple parallel runways (#1–3), V-shaped runway (#4), X-shaped runway (#3); and
the incompleteness of runways in the post-damage images (#5–8), such as the distribution
of craters inside the runway, the coverage of large ablation areas, and so on. There will
be erroneous extractions, missed extractions or incomplete extraction of airport runways
because there are interferences from factors such as background objects that are similar to
the runway in shape features, missing features in the damaged runway area, and so on.
For crater extraction inside runways, two typical post-damage images were selected for
the experiments.

In the module of runway extraction, the similarity threshold Th1 and the grayscale
threshold Th2 and Th3 jointly determine the accuracy of edge corner detection, and the
accuracy of subsequent endpoint screening. Generally, a larger value of Th1 may result
in missed detection of edge corners. Considering that the regional texture similarity of
the runway will be reduced due to the factors of damage and in some other airports, the
center area of the runway is significantly worn due to the impact of aircraft takeoff and
landing, which will also reduce the regional texture similarity of runways. Therefore, in
order to more accurately screen the corner points located on the edge of the runway, the
value of Th1 is not less than 0.2. For the gray threshold Th2, since the overall brightness
of the damaged runway area will be relatively weakened, we set the gray threshold for
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the undamaged runways to 0.6 and the gray threshold for the damaged runways to 0.5.
At the same time, considering that there are obvious differences in grayscale between the
inner and outer areas of the runway, the characteristic of which can be used to screen the
edge corners of the runway, we set the threshold Th3 to 1.3 in this paper. By combining
the above three thresholds, the set of corner points located at the edge of the runway can
be effectively detected. In the module of crater extraction, in order to highlight the high
gradient amplitude characteristics of the crater edge, we set the parameter n representing
the total number of pixels involved in the calculation of a single crater edge to 12. The
purpose of the parameter Ht is to ensure that the model has a maximum value when a
crater is detected and it is set to 20 in this paper. In the same runway, the characteristics of
craters after strikes are relatively consistent, so in this paper, we set the threshold TCrater
to 50. According to whether the detection value of the model is greater than the given
threshold, the craters can be effectively extracted.

3.2. Evaluation Metrics

For the part of runway extraction, we use three quantitative indicators of correctness,
completeness, and overall quality to evaluate the performance of the proposed runway
extraction method. At the same time, we also compared the results of our method with the
state-of-the-art methods. The quantitative indicators are defined as follows [15]:

Correctness = TP/(TP + FP) (19)

Completness = TP/(TP + FN) (20)

Overall Quality = TP/(TP + FP + FN) (21)

where TP represents the total number of correctly extracted pixels of the runway, FP
represents the total number of wrongly extracted pixels, FN represents the total number of
pixels of the runway that were not successfully extracted.

For the part of crater extraction, we use the indicators of precision (P), recall (R) and
F-score to evaluate the performance of the proposed crater extraction method, and the
indicators can be calculated as follows [41]:

Precision = Tp/
(
Tp + Fp

)
(22)

Recall = Tp/
(
Tp + Fn

)
(23)

F1 = 2× P× R/(P + R) (24)

where Tp represents the total number of correctly extracted craters, Fp represents the total
number of wrongly extracted craters, Fn represents the total number of craters that were not
successfully extracted. All the ground truth data in this article were obtained by LabelMe.

3.3. Experimental Results and Comparison with State-of-the-Arts
3.3.1. Experiment I

The results of the proposed runway extraction method for test images #1–8 and
ground truth data are shown in Figure 8. The quantitative results of the proposed runway
extraction method are given in Table 2. From the runway extraction results in Figure 8, the
proposed runway extraction method almost achieves complete extraction of all the test
images (including images with complex distribution of runway structure and post-damage
images). At the same time, it can be seen from Table 2 that the average completeness of
the proposed runway extraction method in this paper reaches more than 90%, and the
completeness of runway extraction for each test image exceeds 90% except for image #7.
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The reason for the low runway extraction completeness of image #7 is that one end of the
runway was completely covered by the ablation area or dust after damage, which will
result in the absence of straight line segments and corner features on the edge of the runway.
However, except for the small area at one end of the runway, the runway extraction method
still achieved relatively complete extraction of the remaining runway area. And due to
the complete damage at the end of the runway, the take-off and landing functions of the
runway in this area have been totally lost. Therefore, the runway extraction results of
the proposed runway extraction method can effectively support the subsequent research
related to crater extraction and functional damage assessment of the runway.

Table 2. The quantitative results of the proposed runway extraction method.

Test Images Completeness Correctness Quality

#1 0.926 0.790 0.743
#2 0.907 0.931 0.850
#3 0.922 0.817 0.764
#4 0.967 0.829 0.806
#5 0.948 0.930 0.885
#6 0.905 0.920 0.838
#7 0.778 0.782 0.639
#8 0.964 0.786 0.764

Average 0.915 0.848 0.786

To further illustrate the effectiveness of the proposed runway extraction method, we
apply the runway extraction method in this article and the comparison methods [15,17] to
the representative images #2 and #6 (as shown in Figure 9) for comparative testing. The
reasons why we selected images #2 and #6 for comparative experiment are as follows: (1) the
runway structure (two parallel runway) and background in image #2 are relatively simple,
which makes it easier for the comparison methods [15,17] to extract the runways in image
#2; (2) the airport runway in image #6 has incomplete characteristics due to the influence of
craters distribution and explosion dust coverage, which makes it difficult for the comparison
methods [15,17] to extract the runways in image #6. In general, image #2 and image #6 can
better reflect the fairness of the comparative experiment. The quantitative results and the
computing time of the proposed runway extraction method and the methods [15,17] for
test images #2 and #6 are given in Table 3.

Compared with the state-of-the-art methods [15,17], our runway extraction method
is more accurate and effective. The runway extraction method proposed in [15] performs
runway extraction using multiple techniques of line segment detection, runway edge line
grouping and grayscale template matching of the chevron markings. The method [15]
relies heavily on very high-resolution remote-sensing images, which will increase the
calculation amount of the algorithm. Taking into account the fact that when the airport
runway is affected by factors such as low image resolution and battle damage, the chevron
markings at both ends of the runway may not exist or be unclear, which will cause the
chevron marking detection part of the method [15] to fail. Thus, we only use the part
of the runway extraction method which was based on morphological filtering and line
segment detection in [15] for comparison, and the extraction results of [15] are shown
in Figure 9b. Due to the absence of chevron markings at both ends of the runway, the
method [15] uses the minimum envelope rectangle of the screened line segments as the
runway extraction results, which will lead to incomplete runway extraction results or false
extraction results. For example, as shown in Figure 9b(#6), due to the influence of battle
damage, the line segments at the runway edge can not be effectively detected at one end
of the runway, which results in the minimum envelope rectangle of the line segments not
fully encompassing the runway area. As shown in Figure 9b(#2), since the screening of
parallel line segments in [15] is based on the Euclidean distance range (between 30~60 m),
the extraction results are prone to introduce interference areas such as adjacent taxiways.
The method [17] performs runway extraction based on the combination of line segment
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detection and level set evolution. The extraction results of [17] are shown in Figure 9c,
since the algorithm [17] constructs an energy function based on the brightness difference
between inner and outer areas of the runway, and obtains the target area through iterative
convergence. Therefore, the extraction results of [17] usually include non-runway areas
such as terminal buildings, taxiways, and aprons. In addition, the brightness of areas with
craters or ablation is low, which results in smaller grayscale differences between the inner
and outer areas of the runway. Therefore, the extraction results cannot completely cover
the entire runway area, as shown in Figure 9c(#6). As for the quantitative results (as shown
in Table 3): for test image #2, although the extraction completeness of [15] is more than 90%,
the extraction result also has false alarms, the extraction completeness of [17] is less than
80% and there are non-runway areas in the result; for image #6, the extraction completeness
of [15,17] is both around 60%, and neither of them can achieve complete extraction of the
runway area.
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Table 3. The quantitative results and computing time of our method and methods [15,17].

Indices Images Method [15] Method [17] Our

Completeness #2 0.916 0.793 0.907
#6 0.638 0.594 0.905

Correctness
#2 0.645 0.280 0.931
#6 0.886 0.424 0.920

Quality #2 0.609 0.261 0.850
#6 0.590 0.329 0.838

Running time (s) #2 13.99 25.81 2.11
#6 5.28 22.98 1.23

In the first step of our proposed runway extraction method, we first perform region
of interest extraction to greatly reduce the computational complexity of subsequent line
segment and corner detection. Then, the screening strategies of parallel line segment pairs
and endpoints in the proposed runway extraction method are mainly designed based on
geometric constraints. Although there are regional similarity calculations in the process
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of endpoint screening, the size of the region and the number of corner points that need
to be involved in the calculation are both small. And in practical applications, we do not
need to process very high-resolution images like [15], which will exponentially increase the
calculation amount of the algorithm. In general, our runway extraction method has high
operating efficiency (as can be seen in Table 3).

Overall, the proposed runway extraction method in this article performed well on
different test images (including post-damage images and images with complex runway
structure distribution), the average completeness of runway extraction result is more than
90%, and our method has the advantage of running time (as shown in Table 3).

3.3.2. Experiment II

The results of the proposed runway extraction method and crater extraction method
in this paper for representative test images #5 and #6 are shown in Figures 10 and 11,
respectively. To verify the effectiveness of the proposed crater extraction method, the result
obtained by the crater detection algorithm based on marked point processing and the
ground truth data of craters inside the runway obtained by manual annotation are also
presented in Figures 10 and 11. The quantitative results of the proposed crater extraction
method and the method [32] are given in Tables 4 and 5, respectively.
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Table 4. The quantitative results of the proposed crater extraction method.

Test Images Recall (R) Precision (P) F1-Score

#5 0.857 0.960 0.906
#6 0.875 0.778 0.824

Average 0.866 0.869 0.865

Table 5. The quantitative results of the method [32].

Test Images Recall (R) Precision (P) F1-Score

#5 0.357 0.042 0.075
#6 0.444 0.015 0.029

As can be seen in Figures 10 and 11, the experimental results of the proposed method
show that the runway extraction results and crater extraction results are consistent with
the real situation. At the same time, the overall quality of the proposed crater extraction
method in this paper is relatively high, as shown in Table 4. In contrast, the detection
results of the crater detection algorithm based on marker point processing [32] are not
ideal. The detection results of the method [32] include a large number of false targets in
the background, such as shadows, and also miss a large number of crater targets located
in the runway, as shown in Figures 10d and 11d. This may be because the crater target
is small and is easily interfered with by small areas in the background that have similar
characteristics to the crater, and the application of the algorithm [32] is limited in scenes
with complex backgrounds. For the extraction of craters in the runway, it is necessary to
further use the characteristics of the runway to constrain the search space, which is difficult
to accomplish only by the existing crater detection methods.

In general, the proposed method in this paper has good performance not only in
runway extraction but also in crater extraction. The average crater extraction precision of
the proposed crater extraction method in this paper is more than 80%, while the existing
representative methods perform poorly.

4. Discussion

As far as runway extraction is concerned, the incompleteness of the damaged airport
runway area brings challenges to the complete extraction of the runway area. For example,
as shown in Figure 8(#5–8), the distribution of a large number of craters inside the runway
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reduces the consistency of the grayscale distribution inside the runway. The coverage of
large black ablation areas will cause the runway areas to be incomplete and break the long
line segments at the edge, which will make it easier to be interfered with by short line
segments in the background while extracting runway edge line segments. Thus, our method
ignores the overall regional characteristics of the runway, and instead designs screening
strategies of edge line segment pairs and endpoints based on local regional characteristics
and shape characteristics of the runway. Then we perform a complete extraction of the
runway by calculating and linking vertex coordinates. This is also the first time that corner
detection and screening have been applied to runway extraction. In addition, the proposed
runway extraction method also performs well for images with complex distribution of
runway structure, such as images #1–4. For the extraction of craters, the crater extraction
results of our method are matched with the real situation, and the average crater extraction
precision and recall both reach more than 80%. However, it is difficult for the existing crater
detection methods to directly locate and extract craters inside the runway.

5. Conclusions

This paper proposes an effective method for extracting craters in airport runways.
This method first extracts the region of interest containing the undamaged area of the
runway based on the high brightness characteristics of the undamaged area of the run-
way to reduce the interference of complex backgrounds and damaged areas. Then the
multi- features of the runway such as the geometric structure characteristics, the grayscale
distribution characteristics of the undamaged runway areas and the grayscale difference
between the pixels in the inner and outer areas of the runway are combined to realize the
complete extraction of the runway. In addition, within the runway extraction results, we
establish the crater model by combining the grayscale distribution characteristics with the
shape characteristics of the craters to extract craters inside the runway. The two exper-
imental results show that for both damaged and undamaged airport runway areas, the
proposed runway extraction method can achieve complete and effective extraction, the
average completeness of runway extraction results is more than 90%, and the running
speed is much faster than the state-of-the-art methods. The craters inside the runway are
effectively extracted, and the average precision and recall of the crater extraction results is
more than 80%.

In our future work, we will focus on improving the crater extraction model to improve
the model’s ability to detect craters with different morphological characteristics (such as
adjacent craters and overlapping craters). In addition, since our current method mainly
focuses on obtaining the distribution of crater areas inside the runway, we will expand
crater extraction to the entire airport in future research. This is because, in the actual works
of battle damage assessment, the impact point distribution of the missiles and the degree of
damage play a key role in the formulation of strike strategy.
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