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Abstract: With the progressively deteriorating global ecological environment and the gradual escala-
tion of human activities, the survival of wildlife has been severely impacted. Hence, a rapid, precise,
and reliable method for detecting wildlife holds immense significance in safeguarding their existence
and monitoring their status. However, due to the rare and concealed nature of wildlife activities, the
existing wildlife detection methods face limitations in efficiently extracting features during real-time
monitoring in complex forest environments. These models exhibit drawbacks such as slow speed
and low accuracy. Therefore, we propose a novel real-time monitoring model called WL-YOLO,
which is designed for lightweight wildlife detection in complex forest environments. This model is
built upon the deep learning model YOLOv5s. In WL-YOLO, we introduce a novel and lightweight
feature extraction module. This module is comprised of a deeply separable convolutional neural
network integrated with compression and excitation modules in the backbone network. This design
is aimed at reducing the number of model parameters and computational requirements, while si-
multaneously enhancing the feature representation of the network. Additionally, we introduced a
CBAM attention mechanism to enhance the extraction of local key features, resulting in improved
performance of WL-YOLO in the natural environment where wildlife has high concealment and
complexity. This model achieved a mean accuracy (mAP) value of 97.25%, an F1-score value of 95.65%,
and an accuracy value of 95.14%. These results demonstrated that this model outperforms the current
mainstream deep learning models. Additionally, compared to the YOLOv5m base model, WL-YOLO
reduces the number of parameters by 44.73% and shortens the detection time by 58%. This study
offers technical support for detecting and protecting wildlife in intricate environments by introducing
a highly efficient and advanced wildlife detection model.

Keywords: real-time detection; forest wildlife; object detection algorithm

1. Introduction

Wildlife is an essential component of natural ecosystems, playing a crucial role in
regulating and balancing these ecosystems. Furthermore, it actively participates in the
Earth’s carbon cycle, contributing to the stability of ecosystems, species diversity, and the
overall health of the carbon cycle [1]. Unfortunately, due to the exponential growth in the
human population and the excessive pursuit of economic development, natural resources
have been excessively exploited. Additionally, human social activities have expanded
into the natural environment, leading to rapid and significant changes in the Earth’s
ecosystem [2]. Consequently, the diversity of wildlife is declining at an unprecedented rate,
with some species facing extinction [3]. Therefore, it is imperative to enhance the protection
and management of wildlife.

Detecting and identifying wildlife is a crucial aspect of wildlife protection and man-
agement. It not only improves our understanding of the current status of wildlife species
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and populations but also provides valuable information about changes in the natural
ecological environment, as evident through the survival of wildlife observed during the
detection process [4].

Traditional wildlife detection and identification methods rely on wildlife conservation
rangers collaborating with taxonomic experts [5]. These methods, including direct observa-
tion and capture–recapture, are currently widely used. However, they have drawbacks such
as being time-consuming, costly, and requiring specialized taxonomic experts to ensure
reliable identification results. Additionally, conducting traditional wildlife surveys faces
obstacles like the remoteness of some wildlife habitats and the presence of aggressive and
potentially dangerous animals that make close observation difficult [6]. Comparatively,
wildlife identification using GPS collars and environmental DNA sampling is less expensive
and poses less risk than manual census methods [7]. However, these approaches have
limitations. They cover smaller areas and allow for the surveying of fewer wildlife species.
Moreover, the use of GPS collars can cause harm to the animals themselves.

Advances in machine vision and monitoring equipment have shed new light on
wildlife identification and detection [8]. Monitoring equipment, including visible and
infrared cameras, can collect vast amounts of wildlife image data without requiring a
human presence [9]. Deep learning techniques, as the primary method used in target
recognition, which is the most researched field in machine vision, can be utilized to extract
the features of target wildlife using a large amount of image data, thereby recognizing the
species of wildlife [10]. With the continuous improvement of large-scale image datasets
and device arithmetic power, the superiority of deep learning has been recognized [11].
Deep convolutional neural networks have been more and more widely used in wildlife
detection and identification by virtue of its excellent feature extraction ability [12], which
can be broadly classified into two kinds. The first is a two-stage deep learning model based
on region suggestions, including Fast-RCNN, Mask-RCNN and Faster-RCNN, etc. The
second is a single-stage deep learning model, with the most representative being the You
Only Look Once (YOLO) deep learning model [13]. Each of these two models has its own
strengths and excels in different tasks.

Fast R-CNN is a new rapid target detection model proposed by Ross Girshcik et al.
from Microsoft Research [14]. This model generates a region of interest for potential
targets by processing images through convolution and maximum pooling layers to propose
features. It then compares the extracted feature vectors and ultimately identifies the most
probable target region. This method represents a significant advancement in terms of speed
and accuracy when compared to models like VGG16 and SPPNet. To enhance the accuracy
of Fast R-CNN, Shaoqing Ren and colleagues proposed integrating a fully convolutional
network called the Region Proposal Network into Fast R-CNN [15]. This addition aims
to produce high-quality regions of interest through end-to-end training while sharing
convolutional features with the baseline network to decrease the network’s computational
cost. In experiments, Faster R-CNN demonstrated a considerable enhancement in detection
frame rate and accuracy compared to the backbone network, making it more suitable for
target detection tasks.

Alekss Vecvanags et al. utilized RetinaNet and Faster R-CNN models as the backbone
network in monitoring wildlife activity in hoofed species [16]. The models were compared
with the YOLO model, and experiments showed that Faster R-CNN has a faster detection
speed compared to RetinaNet. However, as a two-stage model, the average detection speed
is still not as efficient as the single-stage YOLO model. Despite this, the YOLO model does
not perform as well as Faster R-CNN in small target detection. Each model has its own set
of advantages.

Mohamad Ziad Altobel and colleagues successfully remotely monitored wild tigers
using the Faster R-CNN model applied to the ATRW dataset for tiger detection [17]. After
comparing the results with the MobileNet and YOLOv3 models, it was found that the Faster
R-CNN model had a significant advantage in terms of accuracy. Jinbang Peng et al. utilized
Faster R-CNN for detecting wildlife targets in UAV images. The purpose was to address
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the challenge posed by the smaller and more scattered distribution of wildlife targets in
such images [18]. The experimental findings indicated that Faster R-CNN outperformed
other methods in terms of suppressing image background and detecting targets quickly. It
is evident that Fast R-CNN and Faster R-CNN outperform backbone networks like VGG
in target detection, being both quicker and more precise. However, thorough research
and experiments have revealed that there still exists a noticeable gap in detection speed
between Fast R-CNN and the YOLO model. Despite its complex background suppression
capabilities and unmatched detection accuracy, Fast R-CNN falls short in terms of detection
speed when compared to the YOLO model.

Mask R-CNN is an advanced model that builds upon the strengths of Faster R-CNN,
as proposed by Kaiming He et al. It is a highly adaptable framework for target instance
segmentation, effectively detecting targets within images [19]. In comparison to Faster
R-CNN, the increase in computational cost with Mask R-CNN is minimal. However, it
achieves greater accuracy in the task of instance segmentation, resulting in more precise
target detection. Jiaxi Tang et al. proposed a two-stage model based on the Mask R-CNN
model for detecting wildlife targets captured by trap cameras [20]. In the first stage, few-
shot object detection is used to identify the species and initially describe the target contour.
In the second stage, the feature extraction module of Mask R-CNN is utilized to carry out
contour approximation. An experiment proved that the method achieves good results in
fast contour outlining of wildlife, and it performs better in terms of FPS and mAP50 metrics
compared to the Mask R-CNN and PANet models.

Yasmin M. Kassim et al. have proposed a fast detection algorithm for small targets
in infrared video based on migration learning to solve the problem of small targets being
difficult to recognize in natural M.G. thermal imaging [21]. The algorithm utilizes Mask
R-CNN and DAF processes, and the experimental results show that the method achieves
better accuracy in target detection at higher frame rates.

Timm Haucke and others proposed the D-MASK-R-CNN model for recognizing wild
animal images with added depth information, achieving instance segmentation of wild
animal targets [22]. It is evident that Mask R-CNN outperforms Fast R-CNN in terms
of target detection accuracy and target contour approximation. However, they perform
similarly in terms of detection speed. In the context of wildlife target detection in complex
field environments, high detection accuracy is crucial, but equally important is the need for
fast detection speeds.

The YOLO algorithm, proposed in 2016 by Joseph Redmon et al., is a one-stage target
detection algorithm [23]. This algorithm converts the problem of target localization into a
regression problem. Moreover, the algorithm offers the advantages of speed and flexibility,
creating conditions for enhanced image processing [24]. After undergoing several iterations,
the YOLO model has been further improved. YOLOv5, being the fifth version of the YOLO
series and also the model with the most recent updates, is an efficient and accurate target
monitoring algorithm. Its performance in terms of speed, capacity, and accuracy has
witnessed significant improvements. The YOLOv5 model group consists of five sub-
models. Among these, the YOLOv5s model stands out for having the shallowest network
depth and width, the fewest parameters, and a faster inference speed compared to other
models, except for the edge device-specific variants [25]. The other models expand upon
and enhance the YOLOv5s model by increasing the network depth and width, resulting
in improved accuracy. However, this increased complexity also leads to higher hardware
requirements for computing devices [26]. Compared to two-stage deep learning models
like Fast R-CNN, the YOLO series of models do not require target extraction based on
candidate frames for recognition results. Instead, detection results are obtained directly
through image computation. The emergence of the YOLO model and its variants has
significantly improved the speed of detection and has also shown high accuracy [27].

William Andrew et al. proposed an offline automatic detection model based on the
YOLOv2 model in order to realize an unmanned aircraft platform capable of wildlife
recognition and reasoning, and demonstrated that the YOLO model has some potential
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for application in wildlife detection through a small-scale experiment in a farm environ-
ment [28]. Runchen Wei et al. used the YOLOv3 deep learning model as the base model
for Northeast tiger recognition and adopted channel pruning and knowledge distillation
to lighten the model. The experimental results showed that although the model accuracy
decreased, the model size and computation amount were greatly reduced, and the compre-
hensive performance was better than the previous target detection model [29]. Arunabha
M. Roy et al. designed a deep learning model for endangered wildlife identification based
on the YOLOv4 model and introduced a residual module in the backbone network for
enhancing the feature extraction capability, which outperformed the mainstream deep
learning models at a certain detection rate [30]. The YOLOv5 target detection algorithm
is known for its fast detection speed and light weight, making it ideal for improving the
efficiency of image data processing. However, using the YOLOv5 network directly to detect
targets in complex environments can lead to high leakage and false detection rates.

To address this issue, Mingyu Zhang et al. proposed an enhanced animal detection
model based on the YOLOv5s model by introducing the GSConv module, which combines
deep convolution, standard convolution, and hybrid channels, thus realizing the improve-
ment of classification detection accuracy in the presence of improved model detection
speed [31]. Similarly, Ding Ma et al. developed the YOLO-Animal model by incorporating
the YOLOv5s model and integrating the weighted bi-directional feature pyramid network
and attention module. This fusion with the YOLOv5s network significantly enhanced the
detection accuracy for small and fuzzy targets of wild animals [32]. YOLOv5s has achieved
improved results in various tasks due to its light weight.

Kaixuan Liu et al. developed an algorithm specifically for quickly identifying the rice
fertility period. Building upon the lightweight nature of YOLOv5s [33], the backbone net-
work was replaced with MobileNetV3 to enhance the model’s detection speed. Additionally,
the feature extraction network was replaced with GSConv to reduce the computational costs,
and a lightweight Neck network was constructed to decrease the complexity of the model
while preserving accuracy. Xinfa Wang et al. also utilized the YOLOv5 model to enhance it
for detecting small targets in tomatoes in agriculture [34]. MobileNetV3 was introduced
instead of the backbone network to improve efficiency. A small target detection layer was
added during small target detection to enhance accuracy, resulting in significant improve-
ments in both accuracy and detection speed based on experimental results. These advanced
studies highlight that YOLOv5s, as an outstanding lightweight model structure, can effec-
tively accommodate rapid target detection tasks. There is potential for further improvement
in terms of lightweight design, and by refining the feature extraction method, detection
accuracy can be enhanced while maintaining detection speed. This makes YOLOv5s more
suitable for detecting wildlife targets in complex forest environments.

In addition to the more popular single-stage and two-stage models such as YOLO
and Fast R-CNN, there are also other models that have shown excellent performance in
wildlife target detection tasks. For example, Lei Liu et al. addressed the issue of accurately
recognizing wildlife targets by proposing the Temporal-SE-ResNet50 network [35]. This
network not only utilizes ResNet50 to extract image features but also incorporates a residual
multilayer perceptron to capture temporal features. By fusing these features, the model’s
accuracy in recognizing animal categories is significantly improved, as demonstrated
by experiments showing a notable enhancement in accuracy compared to models like
ResNet50 and VGG16. While this approach has achieved impressive results, it is more
suitable for recognizing data collected by trap cameras, due to its large model scale and
challenges in meeting real-time detection demands after two-stage coding.

In summary, the YOLO series model has more evident advantages in detection speed
and model scale compared with a series of two-stage models like Fast R-CNN due to its
concise structure. However, there are still deficiencies in detection accuracy. It can be
observed that by integrating the feature extraction mechanisms of models with higher
detection accuracy, such as the attention mechanism, with the YOLO backbone network,
there is potential to enhance detection accuracy while maintaining fast detection speeds.
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Unlike conventional target recognition, wildlife recognition in complex forest environ-
ments is a challenge. This is due to several factors, such as dense tree growth, unpredictable
weather conditions, moving shadows, and distractions like rain and fog [36]. Additionally,
the natural camouflage of wild animals further complicates their identification in these
environments (Figure 1) [37]. As depicted in Figure 1, the targets within the green boxes
are the wildlife targets that must be identified. Each row in Figure 1 represents a differ-
ent situation in which a target is affected, including factors such as light, weather, and
more. Therefore, the primary challenge lies in developing models that can efficiently and
accurately detect and recognize animals against complex backgrounds.
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represents the wildlife target to be identified in the picture.

To address the aforementioned challenges, this study utilized public parks and ecolog-
ical reserves in China as the study area. We focused on gathering data on approximately
14 species of wildlife as our research objectives. In order to achieve real-time and accurate
detection of wildlife in intricate forest environments, we introduced the WL-YOLO model,
an enhanced version of the YOLOv5s detection model. By deploying the model on both
the server-side and mobile-side, real-time monitoring can be achieved through surveil-
lance cameras in national parks and by field workers using mobile devices, respectively.
The main contributions of this article are as follows:

(1) In the WL-YOLO model, we have integrated the MobileNetV3 module to reduce the
model parameters and improve the real-time detection speed, achieving a 44.73%
reduction in the number of parameters compared to the YOLOv5m model.

(2) Additionally, we have introduced the CBAM attention mechanism, which combines
spatial and channel aspects with the feature extraction module to participate in end-to-
end training. This attention mechanism has a better target focusing effect compared
to mechanisms that solely focus on the channel.
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(3) We have enhanced the scale of the model’s anchor frame, which is used for detect-
ing targets. This improvement enables the model to better concentrate its atten-
tion on elusive wildlife targets. Compared to the unimproved YOLOv5 model, this
model has a superior ability to focus on small targets and detect hidden targets in
complex environments.

In comparison to two-stage models like Fast R-CNN, the WL-YOLO model boasts a
smaller number of parameters, faster detection speed, and, simultaneously, better accuracy.

This article is organized as follows: Section 2 presents the wildlife dataset we collected
and used, as well as the designed wildlife detection and identification model. In Section 3,
the experimental results of the model are evaluated and analyzed. Section 4 provides a
summary and generalization of the wildlife detection and identification model for complex
forest environments, presented in conjunction with the experimental results. This section
also highlights the advantages and limitations of the model.

2. Materials and Methods
2.1. Study Area and Sample Plots

The wildlife image data collected and used in this paper are all from national parks
as well as ecological reserve areas within China, including the Giant Panda National
Park, Northeast Tiger and Leopard National Park, Three-River-Source National Park,
Xishuangbanna National Nature Reserve of Yunnan, Gongga Mountain National Nature
Reserve and other areas. The main focus of this paper is the study area, which primarily
encompasses the Giant Panda National Park and the Northeast Tiger and Leopard National
Park. This region boasts a diverse range of wildlife and a complex ecological environment,
covering an expansive area of 170,840 square kilometers. Notable examples of the key
national wildlife found here include the Amur tiger, the Amur leopard, the giant panda,
the golden monkey, and the red panda. The specific location of the study area is depicted
in Figure 2.

To maximize the collection of wildlife image data, we employed infrared and visible
infrared trap cameras. These cameras enabled us to capture an extensive array of images,
featuring diverse wildlife species set against complex backgrounds. The infrared cam-
eras and visible light cameras we used to collect data were primarily distributed in the
Giant Panda National Park and Northeast Tiger and Leopard National Park. We used
trap cameras to minimize the impact on wildlife and prevent damage to the equipment
by animals. Our staff regularly collected the memory cards from the equipment and
transmitted the data. In areas with good communication, we deployed infrared cameras
with 4G communication capability for real-time data transmission and identification.

The dataset used for the experiments consisted of 14 main categories: badger, black
bear, red panda, otter, red fox, marten, leopard, Amur tiger, leopard cat, Sika deer, weasel,
wild boar, and wolf. Figure 3 displays representative images from the training dataset
used in this paper. The dataset comprises a total of 14,000 image data, with 1000 images
per category. Each category includes 500 visible image data and 500 infrared image data.
Additionally, a small amount of video data has been included to test the model. This
means that the video data is converted frame-by-frame into image data to be input into
the model in order to test its target detection effect at higher frame rates. To ensure the
dataset’s versatility and diversity, we included images that exhibit various characteristics
such as limited or full light, high or low visibility, high levels of occlusion, and complex
backgrounds, among others. Furthermore, the dataset encompasses variations in terms
of image resolution, orientation, and grayscale. The subsequent section provides a more
detailed description of these specific aspects of variation.
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2.2. General Methodology

Our proposed method includes the following main steps: first, the collected wildlife
image data is preprocessed. This involves filtering out irrelevant data, converting the
data to a uniform format, and performing other necessary operations. This is performed
to create a strong foundation for accurately annotating the images. As the number of
images captured for each animal species may vary, the dataset was augmented using
various methods.

The goal was to ensure that there are at least 1000 images available for each species
of animal and achieve a balanced amount of image data for all animals. Furthermore, we
aimed to improve the quality of the image data by implementing deep learning algorithms
specifically designed for low-quality images. To accomplish this, we utilized the YOLOv5s
model as the foundation, retaining the Darknet53 feature extraction structure. Additionally,
we redesigned both the detection head and the feature extraction module of the model’s
backbone network, resulting in the creation of the WL-YOLO wildlife detection model.
To train, validate, and compare the performance of the WL-YOLO and other models such
as YOLOv5s, YOLOv5m, and Fast-RCNN, we fed the training dataset, test dataset, and
validation dataset into each model. The overall technical route is illustrated in Figure 4.

2.3. Dataset Construction

The process of constructing a wildlife dataset mainly involves acquiring data, prepro-
cessing it, augmenting it, enhancing data quality, converting data formats, and labeling
data. Due to the natural conditions of the complex forest environment and the limitations of
the data acquisition equipment, the collected wildlife data often include a large number of
aerial data and fuzzy images. These factors adversely affect the effectiveness of the model.
Therefore, the first step in constructing the dataset is to clean the dataset by removing
extraneous data and filtering out images that do not have the desired characteristics.
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All relevant models were trained and compared during the training and validation process.

Limited by the points of wildlife infestation, the frequency of infestation may differ.
Consequently, the number of wildlife images captured by our surveillance equipment for
each category may also differ. However, the balance of data for each category directly influ-
ences the effectiveness of the model. To address this, we have ensured that the amount of
wildlife images for all categories in the model is approximately 1000 pieces of data. Various
methods, including image rotation, panning, cropping, changes in lighting and darkness,
and changes to gray scale, have been employed to generate multiple representations of the
same image and augment the dataset.

Different kinds of wildlife image data were collected using various acquisition equip-
ment. As a result, the sizes of wildlife image data in the dataset are not uniform. The dataset
contains images of different resolutions, such as 1920 × 1080, 647 × 657, 474 × 392, and
others. However, our model requires a fixed input size. If the image is too large or too
small, it will impact the model’s ability to read the image features and affect the overall
performance of the model.

To address this issue, we decided to compress all of the original images to a stan-
dardized size of 224 × 224 pixels before performing image quality enhancement. In this
process, we first rescaled the shorter side of each image to ensure it matches a fixed length.
Then, we utilized the center cropping technique to crop the images to the same length. This
approach helps to maintain the efficiency and accuracy of our work. Furthermore, in order
to ensure uniformity across the dataset, we adjusted the width and height of all image data
to a consistent size.

Due to the sparse survival of certain animal species, it becomes challenging to collect
a large amount of image data. However, deep learning algorithms require a sufficient
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number of samples. Using augmented image methods excessively for quantity expansion
can result in the repetition of image features, which leads to overfitting models [38].

Therefore, for this specific part of the image data, we have designed an image quality
enhancement method based on deep learning techniques in order to enhance the fuzzy
images. We utilized the torch vision library provided by the PyTorch deep learning frame-
work for image quality enhancement. This method generates similar but not identical
training samples by enhancing the image quality [39]. This helps in expanding the size of
the training set. Additionally, it reduces the model’s reliance on specific attributes, thus
improving the model’s ability to generalize. A comparison of the number of images for
each type of animal before and after data expansion and enhancement is shown in Figure 5.
It can be observed that the amount of image data for each type of wildlife is well-balanced
after the implementation of data expansion and enhancement techniques, thereby meeting
the dataset quality standards required for model training and validation. To introduce a
certain level of error in the image data and also ensure its experimental value, as well as to
prevent overfitting to some extent, we applied a suitable amount of Gaussian noise to the
obtained image data.
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Figure 5. The figure illustrates a comparison of the number of animal images before and after data
augmentation. The blue bars represent the number of image data for each animal in the original
dataset, while the yellow bars represent the number of image data for each animal in the augmented
dataset. Upon comparing the dataset before and after augmentation, it is evident that the number
of images for each category in the enlarged dataset is more evenly distributed, with approximately
1000 images for each category.

By performing a series of operations, such as data cleaning, data expansion, and data
enhancement, on the dataset, we obtained the dataset that was used for model training.
Next, we needed to label the dataset. For the annotation process, we utilized the LabelImg
(v1.8.2) software to annotate the images with the wildlife category name and the relative
position of the wildlife target in each image. Traditional manual annotation methods
require significant human and material resources, which is why we adopted active learning
methods to accurately annotate 30% of the dataset manually. Additionally, we employed
the “Human-in-the-loop” interactive framework to automatically annotate the remaining
data [40], effectively reducing the amount of manual data annotation required.

After labeling all of the image data, we divided the dataset into a training set and a
test set with a 7:3 ratio. Additionally, we included a portion of video data that were not
part of the dataset as the model validation data. This allowed us to effectively compare the
performance of different models.
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2.4. WL-YOLO

To address the practical challenges associated with detecting wildlife targets in com-
plex field environments, this study suggests leveraging YOLOv5s for rapid target detection.
The focus is on improving accuracy and reducing the likelihood of omission and misdetec-
tion of wildlife targets in challenging environments, ultimately introducing a new method
and structure for enhanced detection capabilities. In this work, we have designed the
WL-YOLO model for detecting and recognizing wildlife in complex forest environments.
The WL-YOLO model has been developed using the YOLOv5s model as a foundation but
with specific modifications to suit our needs.

The architecture of the YOLOv5s model is depicted in Figure 6. The YOLOv5s model
network structure mainly consists of input, neck, backbone, and head modules [41]. The In-
put module primarily utilizes the mosaic method to enhance the input data. The mosaic
method generates new images by randomly cropping, combining, splicing, and scaling the
existing images. This data enhancement technique improves the model’s generalization
ability and overall performance [32]. The backbone is the core structure of the YOLOv5
model. It consists of Focus, Conv, C3, and SPP, and is responsible for extracting features
from multi-scale images. Compared to other models, the C3 module effectively reduces the
repetition of gradient information during network information transmission [42]. By ad-
justing the number and depth of C3 modules, the total number of parameters in the model
can be controlled.
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Figure 6. The YOLOv5 model structure diagram mainly consists of three components: the backbone,
neck, and head. These components contain modules such as CBS, CSP, and SPPF. The backbone
serves as the backbone network for feature extraction. The neck is situated between the backbone
and the head, and is used to further utilize the features extracted by the backbone in order to improve
the model’s robustness. The head is responsible for making predictions based on the output of the
network. Where different colored squares represent different types of network modules, light yellow
for CBS module, light green for CSP module, orange-red for SPPF module, blue for CBAM module,
orange for Concat module, purple for Upsample module and grey for Input and Detection module.

The neck network is primarily structured by SPPF and PANet. It consists of a series
of feature layers that fuse image features. By combining feature maps of various sizes
generated by the backbone network, the neck network obtains more contextual information.
This process increases the sensory field of the model and reduces information loss.

The head serves as the terminal of the model and is responsible for detecting images
with different scales. It corresponds to the three different sizes of feature maps in the
neck network.
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The difference between YOLOv5s and several other derived models lies in the fact
that depth_multiple and width_multiple are unique to YOLOv5s and do not include
repetitive modules [43]. These exclusive features contribute to its faster computation and
more efficient models. Additionally, the YOLOv5s model incorporates the innovative SPP
(Spatial Pyramid) Pooling module into its backbone [44]. This module effectively combines
feature maps of various sizes to create a comprehensive global feature description. As a
result, the model becomes highly resilient to challenges such as small objects, occlusion,
and changes in illumination. These characteristics make YOLOv5s an ideal choice for
wildlife identification tasks, particularly in intricate forest environments. In summary, the
YOLOv5s model is highly suitable for rapidly monitoring and identifying wildlife targets
in complex forest environments.

As the number of parameters in YOLOv5’s model decreases, the low-level features are
less mapped and the receptive field is smaller. This leads to a reduction in its deep feature
extraction ability. Additionally, due to the complexity of the wildlife target environment,
the model struggles to suppress invalid information such as background effectively. As a
result, YOLOv5s model faces challenges in achieving better results in recognition accuracy.
Moreover, YOLOv5s is not a top performer in terms of accuracy among the YOLOv5 series
models. The gap becomes even more evident when compared to the two-stage model with
higher detection accuracy. To address these limitations, we propose the WL-YOLO model,
which enhances the model in three key areas: backbone, neck, and head:

(1) To minimize redundancy in model parameters and enhance computational speed, we
have opted to utilize the lightweight network MobileNetV3 for the backbone structure
instead of the base network’s combination of Conv and C3 modules.

(2) In order to enhance the model’s ability to focus on small targets in complex environ-
ments and effectively ignore complex backgrounds, we have designed a novel C-C3
module. This module integrates an attention mechanism into the neck component of
the model, replacing the original C3 module.

Based on our enhanced model, we offer a real-time detection algorithm that is specifi-
cally designed for wildlife in intricate forest environments. This algorithm aims to greatly
enhance detection accuracy while also ensuring efficiency in detection.

In the backbone structure design of WL-YOLO, we introduced a lightweight network
called MobileNetV3 to address the issues of excessive model parameters in YOLOv5s,
which leads to slow recognition, high complexity, and poor real-time performance. The Mo-
bileNet family of networks is a convolutional network proposed by the Google team for
mobile devices [45]. It is designed to address the limitations of both memory and arith-
metic power. MobileNet suggests the utilization of deeply separable convolutional layers
instead of traditional convolutional layers. This approach helps in reducing computational
requirements and the model size. MobileNetV3 combines the deeply separable convolution
from MobileNetV1 with the inverted residual structure featuring linear bottlenecks from
MobileNetV2 [46]. It also incorporates a network search algorithm with a superimposed
SE Attention Mechanism module and a hard-Swish activation function. This combination
aims to decrease computational complexity while maintaining model accuracy intact.

We employed the deeply separable convolutional network in the MobileNetV3 model
to minimize redundancy in the feature maps generated by the backbone structure during
feature extraction. Similar to traditional convolution operations, the Depth Separable Con-
volution breaks down a complete convolution operation into two components: Depthwise
Convolution and Pointwise Convolution [47].

Each convolution kernel of Depthwise Convolution is responsible for one channel
of the input data, which undergoes the first convolution operation. Unlike conventional
convolution, Depthwise Convolution is performed entirely on the two-dimensional plane.
The number of convolution kernels is exactly the same as the number of channels in
the previous layer [48], resulting in N feature maps produced from an N-channel image.
However, this operation method does not effectively utilize the feature information from
different channels at the same spatial location due to the independent convolution operation
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of each channel. Therefore, it is necessary to generate new feature maps by combining
the N feature maps using Pointwise Convolution. The operation process is illustrated in
Figure 7. Pointwise Convolution is mainly responsible for the weighted combination of
feature maps generated by Depthwise Convolution in the depth direction [49]. The size
of the convolution kernel is 1 × 1 × N, the number of convolution kernels determines the
number of output feature maps, and its computational process is shown in Figure 7. When
the size of the input feature map is Dk × Dk × M, the size of the convolution kernel is DF
× DF × M, and the number of convolution kernels is N. When a convolution operation
is performed for each point in the corresponding feature map spatial location, a single
convolution requires a total of Dk × Dk × DF × DF × M operations because the feature
map spatial dimension contains a total of Dk × Dk points, and the amount of computation
to perform a convolution operation on each point is the same as the size of the convolution
kernel, i.e., DF × DF × M. Therefore, the total amount of computation, C1, is shown in
Formula (1) for the ordinary convolution of N channels:

C1 = Dk × Dk × DF × DF × M × N (1)
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And for deeply separable convolution, the total computation C2 is:

CD = Dk × Dk × DF × DF × M
CP = M × N × Dk × Dk

C2 = CD + CP = Dk × Dk × DF × DF ×+M × N × Dk × Dk

(2)

Compared to ordinary convolution, the ratio of depth-separable convolution to or-
dinary convolution is shown in Formula (3). This clearly demonstrates that the com-
putational efficiency of depth-separable convolution is significantly better than that of
ordinary convolution:

C2
C1

=
1
N

+
1

D2
F

(3)

However, the high efficiency of deep separable convolution comes at the expense of
low accuracy. To address this concern, the squeeze and extraction (SE) attention mechanism
module has been introduced into the MobilieNetV3 module. This module comprises a
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pooling layer, two fully connected layers, and a hard sigmoid activation function [50].
The original model utilizes sigmoid and swish functions as activation functions:

σ(x) =
1

(1 + e−x)
(4)

swish(x) = x × σ(x) (5)

The sigmoid and swish activation functions have been replaced with the hard-sigmoid
and hard-swish activation functions, as shown in Formula (8). In comparison to h-swish,
h-sigmoid has a lower computational and derivation complexity:

ReLU6(x) = min(max(x, 0), 6) (6)

h − sigmoid =
ReLU6(x + 3)

6
(7)

h − swish(x) = x · h − sigmoid =
x · ReLU(x + 3)

6
(8)

The SE module within the module pools information from the channels, generates
weights for each feature channel, and then multiplies these weights with the input feature
mapping elements to obtain the final feature mapping [51].

In the backbone, we utilize one convolutional module and eleven MobileNetV3 mod-
ules, which significantly decrease the parameter count and computational complexity of
the backbone. However, because of the extensive usage of MobileNetV3, although the
SE module can help suppress irrelevant features to some extent, it remains ineffective.
Therefore, prior to feeding the feature map into the neck part, we have introduced CBAM
(Convolution Block Attention Module) to enhance the feature representation of the target
amidst complex environments. CBAM is an efficient and lightweight attention mechanism
feed-forward convolutional neural network that primarily consists of channel attention and
spatial attention machines [52]. Firstly, the global average and global maximum in spatial
dimension are performed on the feature layer input from MobileNet. This process obtains
a rough global perceptual feature map by utilizing Global Average Pooling and Global Max
Pooling [30]. Based on the results of these two Pooling operations, the correlation between
multiple channels is constructed using a shared fully connected layer. Finally, the results
processed by the shared fully connected layer are fused and transmitted to the sigmoid
activation function module [53]. The overall structure of CBAM is shown in Figure 8.
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Figure 8. Schematic diagram illustrating the structure of the CBAM model, including the spatial
attention mechanism and the channel attention mechanism. The channel attention module operates
on the input features by performing global maximum pooling and global average pooling to generate
a weight matrix based on the channel. Subsequently, the spatial attention module calculates the
weight matrix based on the space.

When an intermediate feature mapping map F ϵ RC × H × W exists as an input,
CBAM derives a one-dimensional channel attention map Mc ϵ RC × 1 × 1 and a two-
dimensional spatial attention map Ms ϵ R1 × H × W according to the sequence, as shown
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in the two feature maps in the above figure, and the whole process can be summarized
as Formula (9):

F′ = MC(F)
⊗

F
F′′ = MS(F′)

⊗
F′ (9)

where ⊗ denotes the product of elements, i.e., the process of multiplying the correspond-
ing elements of two matrices to obtain a new matrix, in which the attention values are
propagated, with the values of the channel attention being propagated along the spatial
dimension, and the values of the spatial attention being propagated along the channel
dimension, with F′ representing the final input.

In the backbone module of WL-YOLO, we utilize the MobileNet module and con-
volution module to enhance the backbone module. Additionally, we employ CBAM to
significantly decrease the number of parameters without compromising accuracy. By in-
corporating CBAM at the end of the backbone part, all of the generated feature maps are
passed to CBAM, granting CBAM a global field of view. The structure of the backbone is
depicted in Figure 9.
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Figure 9. The backbone structure of WL-YOLO primarily comprises MobileNet and CBAM modules.
To improve the extraction of image features, 11 MobileNets are integrated for feature extraction.
Additionally, CBAM attention is incorporated at the end of the network to enhance the model’s
receptive field. The pink squares represent our new MobileNet module, the grey ones represent the
input module, the light yellow ones represent the Focus module, the light green ones represent the
convolution module, and the orange ones represent the CBAM module.

Similar to the backbone module, we have reconstructed the feature extraction unit in
the neck part of WL-YOLO. We have incorporated the CBAM attention mechanism with
the objective of achieving attentional learning at each layer of the feature map as it passes
through the neck part. This allows the attention mechanism to focus on each local feature.
The overall structure of the neck network is illustrated in Figure 10.

The neck part of the native model utilizes the C3 module to reduce the computa-
tional cost by imposing a bottleneck module after convolution, followed by reorganization.
Although this effectively reduces the computational cost, it also results in feature loss.
Therefore, in the neck part, we suggest replacing the previous bottleneck module with a
C-C3 module based on the attentional mechanism. This modification enhances the atten-
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tion capability of the mechanism without incurring additional computational costs. The
structure of the C-C3 module is depicted in Figure 11.
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ule and the CBAM module. To further extract the backbone processed features, multiple C3 modules 
Figure 10. Diagram of the neck structure of the WL-YOLO, which mainly consists of the C-C3 module
and the CBAM module. To further extract the backbone processed features, multiple C3 modules
fused with CBAM are added in the middle of the neck network. The light orange color represents
the C3 module, the light green color represents the Conv module, the orange-red color represents
the CBAM module, the blue color represents the Concat module and the purple color represents the
Upsample module.
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The overall structure of the model studied in this paper is shown in Figure 12. First,
we used Mosaic to enhance the input image. Then, the resulting enhanced graph was
used as the input to the model. After modeling the image data, the first layer performed
a convolution operation using a 6×6 size convolution kernel, which is equivalent to the
Focus module of the original model. The output of this layer is then passed to the backbone
module. In the backbone module, all of the convolution operations are replaced by DP in
the MobileNetV3 module. The neck module is responsible for feature fusion, and it uses the
C-C3 module to extract key features. Before the final prediction output image is produced,
NMS is used to eliminate the redundant prediction anchor frames.
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Figure 12. Schematic diagram of the overall structure of the WL-YOLO model. The overall network
architecture of the YOLOv5s is maintained, with the same backbone, neck, and head networks.
However, we have replaced these networks with new modules and changed the size of the detection
head in the head network. The pink squares represent our new MobileNet module, the grey ones
represent the input and output modules, the light yellow ones represent the Focus module, the
light green one represents the convolution module, the orange one represents the CBAM module,
the purple one represents the Upsample module, the light orange one represents the C3 module,
and the light blue one represents the Concat module, and the different colors represent different
network modules.

2.5. Experimental Environment and Parameters

The experimental session of this study was conducted using the PyTorch framework
on a remote server running Linux. The server was equipped with an Intel(R) Xeon(R)
Gold 6330 CPU @ 2.00 GHz, 80 GB of RAM, and an NVIDIA GeForce RTX 3090 (24 GB)
graphics card. Utilizing a GPU instead of a CPU for deep learning model training can
significantly reduce the training time. The experimental environment was configured
with a CUDA 11.3 parallel computing framework and CUDNN 8.2 deep neural network
acceleration library. The input image size was set to 640 × 640, the batch size was set to 16,
the learning rate was set to 0.001, and the training step size was set to 80. In order to avoid
differences in the model validation results due to the change of equipment, the training and
testing of the model as well as the validation were performed on the same remote server
(provided by AutoDL) to save time and avoid discrepancies. The detailed environment
configuration is shown in Table 1 and the training parameter settings are shown in Table 2.

Table 1. Experimental environment setup.

Parameters Value

CPU Intel(R) Xeon(R) Gold 6330 CPU @ 2.00 GHz
GPU NVIDA GeForce RTX 3090 (24 GB)
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Table 1. Cont.

Parameters Value

RAM 80
System Ubuntu 20.04
Python 3.8
PyTorch 1.11.0
CUDA 11.3
Cudnn 8.2

Table 2. Experimental model parameter settings.

Parameters Value

Dropout 0.005
Workers 8
Epoch 80

Batch_size 10
Momentum 0.937

Learning_rate 0.001

3. Results
Evaluation Indicators

To assess the effectiveness of the model, we utilized evaluation metrics such as pre-
cision, recall, average precision, and mean average precision. Precision measures the
probability that all positive samples detected by the model are indeed positive, while recall
indicates the probability of the model correctly identifying positive samples out of the total
number of actual positive samples. AP (average precision) is calculated by measuring the
area enclosed by the precision recall curve and the axes using integration to determine
the model’s performance on each category. Once the value of AP is obtained for each
category, the value of mAP (mean average precision) can be calculated by averaging the
AP of all categories. This provides an overall representation of the model’s performance
across all categories. In the experiments, we mainly used mAP (0.5) and mAP (0.5:0.95) as
the evaluation metrics. mAP (0.5) is the mAP when the IoU (intersection over union) is set
to 0.5, and mAP (0.5:0.95) denotes the mAP in the range of IoU critical values from 0.5 to
0.95. The formula for each metric is shown below:

preison =
TP

TP + FP
(10)

recall =
TP

TP + FN
(11)

mAP =
1
N

N

∑
i=1

APi (12)

where TP (true positive) denotes the number of positive samples correctly predicted by the
model. Similarly, FP (false positive) denotes the number of positive samples incorrectly
predicted by the model, and FN (false negative) denotes the number of negative samples
incorrectly predicted by the model.

In order to test the effect of light weighting the model and evaluate its performance
in complex forest scenes, we introduce additional evaluation metrics such as the number
of parameters in the model, frames per second (FPS), and FLOPs(G). FPS represents the
number of frames of image data processed by the model per second, while FLOPs(G)
represents the number of floating point operations performed by the model per second.

Finally, after a series of data processing operations such as data cleaning, enhancement,
and labeling, the rare wildlife dataset specifically used for WL-YOLO model training was
obtained, which contains a total of 14,953 pieces of data, and the details of the data are
shown in the following Table 3.
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Table 3. Information about the data contained in the dataset, including the quantity as well as the
type of data.

Wildlife Classes Quantities Typology

Amur Leopard 1089 visible image/infrared image
Amur Tiger 1121 visible image/infrared image

Badger 1199 visible image/infrared image
Black Bear 1071 visible image

Leopard Cat 1237 visible image/infrared image
Musk Deer 963 visible image/infrared image

Red Fox 638 visible image/infrared image
Red Panda 1191 visible image/infrared image

Otter 951 visible image/infrared image
Sika Deer 1365 visible image

Weasel 958 visible image/infrared image
Wild Boar 1150 visible image/infrared image

Wolf 1043 visible image/infrared image
Marten 977 visible image/infrared image

Total 14953

In the backbone network, we have implemented the CBAM attention mechanism.
However, due to the multiple options available for its introduction location, different
placement of the mechanism may result in varied model outcomes. Our goal is to enhance
the model’s focus on essential features. Therefore, selecting the optimal introduction
location for the CBAM attention mechanism module is essential. Prior to conducting large-
scale comparison experiments, we first conducted ablation experiments to test the different
introduction locations of CBAM. We organized four groups of comparison experiments
based on the placement of CBAM within the MobileNet networks. These groups included
placing CBAM at the beginning of all MobileNet networks, after the 3rd, 6th, and 9th
MobileNet networks, and at the end of the backbone network. These groups were labeled
as Group 1, Group 2, Group 3, and Group 4, respectively. The primary focus of the
comparison was on accuracy and detection speed in order to assess the impact of the
CBAM introduction location on the model’s effectiveness. The experimental results are
shown in Table 4.

Table 4. Comparative table of results of ablation experiments, each group representing a scenario
introduced by CBAM.

Evaluation Metrics Group 1 Group 2 Group 3 Group 4

mAP (0.5) 96.36 96.91 97.22 97.25
Precision 94.12 94.73 95.11 95.14

FPS 62 61 58 61

Through multiple comparison experiments, it is evident that placing the CBAM
mechanism at the end of the backbone network outperforms several alternative introduction
schemes in terms of overall performance. While some approaches show slightly faster
detection speeds for individual groups, there remains a noticeable gap in detection accuracy.
After conducting multiple rounds of experiments, it has been concluded that positioning
the CBAM mechanism at the end of the backbone network is the most effective solution
currently available.

We fed the produced dataset into WL-YOLO for training, testing, and validation.
To ensure the objectivity and fairness of the experimental results and avoid episodic results
caused by equipment or other factors, this study conducted ten training batches on the same
server with the same configuration. The results for all metrics were averaged, and they
consistently showed no significant deviation. As can be seen from Table 5, the WL-YOLO
model demonstrated excellent performance in wildlife category recognition across all
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categories, achieving recognition accuracies of over 90% in each category. Moreover, there
was minimal variation in performance between categories. A confusion matrix serves
as a vital tool for evaluating deep learning models, providing a more intuitive means
of comparing the classification results against the actual predictions. In this particular
experiment, a confusion matrix was primarily utilized to visually evaluate the performance
of WL-YOLO detection, as depicted in Figure 13.

Table 5. Accuracy of WL-YOLO model for recognition of different species.

Wildlife Classes Precision

Amur Leopard 0.9621
Amur Tiger 0.9931

Badger 0.9622
Black Bear 0.9916

Leopard Cat 0.9826
Musk Deer 0.9932

Red Fox 0.9929
Red Panda 0.9935

Otter 0.9433
Sika Deer 0.9838

Weasel 0.9820
Wild Boar 0.9712

Wolf 0.9107
Marten 0.9910
Total 0.9632
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Figure 13. Confusion matrix of WL-YOLO training outputs. The accuracy of the predictions for each
category is indicated, and it can be seen that for most of the wildlife categories, the model’s predictive
accuracy can be maintained at a high level.

In this experiment, the WL-YOLO model was trained to detect and classify rare wild
animals, and the R_Curve, P_Curve, F1_Curve, and PR_Curve graphs during the training
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process are shown in Figure 14, and these curves demonstrate the ability of the WL-YOLO
model to learn the features of various types of animals. P_Curve and R_Curve represent the
accuracy and recall of the model in different categories of animal recognition, respectively,
F1_Curve represents the accuracy of the model in recognizing different types of animals,
and PR_Curve represents the value of mAP (0.5).
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Figure 14. Changes in P_Curve, R_Curve, F1_Curve, and PR_Curve during the WL-YOLO
training process.

As shown in the figure above, the different colored curves represent various wildlife
species. It can be observed from these curves that the model exhibits high values for
precision, F1, and recall when the confidence is around the equilibrium point. This provides
evidence that the model’s training has yielded improved results.

Deep learning-based target detection algorithms are mainly categorized into two
types: one-stage and two-stage. The two-stage algorithm first generates candidate regions
and then utilizes a convolutional neural network for classification and detection. This
approach is primarily represented by the Faster R-CNN model. On the other hand, the
one-stage algorithm is represented by the YOLOv5m model. To demonstrate the superior
computational efficiency and improved wildlife detection performance of the WL-YOLO
model, we compared it to various models. These models included the original YOLOv5
series model, a well-known one-stage algorithm, along with its variants—YOLOv5m-
MobileNetV3 and YOLOv5m-CBAM. Additionally, for a two-stage algorithm perspective,
we also considered the Faster R-CNN model as a representative example. We inputted
the same dataset into the comparison model for training. We then adjusted each model’s
parameters to optimize them. In order to provide a more objective and comprehensive
comparison, we evaluated the models based on the following facets: mAP (mean average
precision), precision, parameters, FLOPs (floating operations per second—in billions), and
FPS (frames per second). The results of the comparison are presented in Table 6.

By analyzing the table, we can see that Faster R-CNN, as a representative model
of the two-stage algorithm, does have certain advantages in terms of detection accuracy,
thanks to its excellent feature extraction capability. However, it is limited by the fact that it
consumes a significant amount of computation power and time in generating the region
of interest. Consequently, its performance in speed indexes such as FPS is poor, leading
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to the conclusion that it is not well-suited for real-time detection of wildlife in a complex
forest environment.

Table 6. Comparison of the performance of YOLOv5 series models as well as improved models and
Faster R-CNN models under different evaluation metrics.

Method Parameters Precision mAP (0.5) FLOPs (G) FPS Model Size (MB)

YOLOv5m 20923851 94.76 96.76 48.2 41 44.1
YOLOv5l 46563709 94.81 95.11 109.3 49 98.14
YOLOv5s 7025023 82.2 88.13 15.9 24.9 14.99
YOLOv5x 8620033 91.23 92.72 8.2 40 32.22
YOLOv5n 4872157 82.51 88.52 4.6 34 17.1

YOLOv5m-MobileNetV3 9843512 91.77 94.77 37.1 52 35.8
YOLOv5m-CBAM 20933752 95.16 95.73 54.1 47 44.17
YOLOv5s-CBAM 7623411 84.14 87.12 14.1 23 27.17

YOLO-animal 7611245 83.17 85.52 7.5 41 26.91
WD-YOLO 7027423 92.60 88.40 4.4 40 27.14

Mask R-CNN 24673210 94.73 95.71 52.1 34 55.01
Fast R-CNN 230000000 95.61 96.42 44.7 35 542.75

Faster R-CNN 230689024 95.92 97.74 97.2 34 584.37
WL-YOLO 3882873 95.14 97.25 3.7 61 8.5

And when compared to the YOLOv5 series models, WL-YOLO not only achieves a
new breakthrough in rapid detection but also enhances accuracy while reducing the rates
of misses and false detections.

Figure 15 illustrates the fluctuation of the loss function throughout the training of
both the wildlife detection model, WL-YOLO, and the main comparison model. It is
evident that the WL-YOLO model stabilizes after 80 epochs. Additionally, in comparison to
several other models, the loss function of WL-YOLO exhibits minimal fluctuations during
training, indicating a faster convergence speed in the pre-training process. While several
other models have larger final loss values or more drastic fluctuations, it is clear that
our proposed WL-YOLO model is easier to train, converges faster, and demonstrates its
effectiveness from a computational standpoint.
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Figure 15. Upon comparing the changes in loss function among WL-YOLO, Faster R-CNN, and
YOLOv5m variants of the model, it is evident that the WL-YOLO model converges faster when
compared to the other models (The light pink line in the figure represents the variation of the loss
function during the actual training of the WL-YOLO model, and in order to make it look more
intuitive, we have increased the smoothing, which is shown by the orange line on the way).

To better showcase the ability of WL-YOLO in detecting wildlife targets, categorizing
wildlife target categories, and detecting concealed wildlife targets in complex backgrounds,
we created a dedicated test dataset. This dataset consists exclusively of wildlife image
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data captured in complex forest environment backgrounds. The specific detection results
can be observed in Figure 16. As seen in the figure, WL-YOLO successfully detects the
wildlife targets present in the image data. This includes instances where the background
environment is cluttered, the target’s pattern is concealed, and the lighting conditions are
poor. WL-YOLO exhibits superior performance in handling these challenges. Furthermore,
when there are multiple wildlife targets in the image, the model can accurately identify and
select all targets by automatically determining the suitable anchor frame based on the size
of the targets.
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Figure 16. The WL-YOLO model was tested for its practical applications. In this experiment,
we deliberately selected wildlife detection scenarios under various conditions, such as low light,
incomplete targets, multiple targets in the scene, and blurred targets. It is evident that WL-YOLO can
achieve superior results in wildlife target detection tasks across a range of conditions.
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4. Discussion
4.1. The Advantages of Our Approach

The development of deep learning has introduced new methods and opportunities for
wildlife conservation [54]. A key challenge in achieving effective wildlife conservation is
the rapid and accurate detection of wildlife in complex forest environments [4]. To address
this issue, we propose a fast wildlife detection model called WL-YOLO, which is specifically
designed for such intricate forest environments. The WL-YOLO model is based on the
widely used one-stage algorithm, the YOLO model. It can be observed from the experiments
that in the task of wildlife target detection in complex forest environments, the search and
detection of targets is somewhat hindered by factors such as ambient light and obstacles.
However, due to our redesigned feature extraction module, our WL-YOLO model shows
certain advantages in detection speed compared to two-stage models like Fast R-CNN,
and it exhibits no obvious defects in accuracy. With its lightweight model setup, our
model can be seamlessly deployed on mobile devices for wildlife conservationists to utilize
in the field.

The current mainstream target detection and recognition models have demonstrated
excellent performance [16]. However, the requirements of the wildlife detection task differ
from regular target recognition tasks. Most real-time monitoring of wildlife takes place in
complex forest environments. To protect wildlife effectively, the target size, completeness,
and clarity of wildlife image data can vary significantly [55]. Therefore, the model needs
to have a strong ability for fast detection and be capable of detecting targets in complex
environments. Our WL-YOLO model not only inherits the advantages of the lightweight
structure found in the YOLO series but also significantly reduces the model’s parameters
by utilizing the outstanding low-cost computational performance of MobileNetV3. As a
result, the training cost is greatly reduced [56]. Although we have reduced numerous
parameters and eliminated unnecessary structures, incorporating the redesigned C-C3
module and constructing the feature extraction network enhances the model’s recognition
accuracy. It also improves its ability to detect and identify small or hidden wildlife in
complex backgrounds. Overall, our model demonstrates better performance and is better
suited for the task of detecting wildlife in complex forest environments.

4.2. Limitations and Potential Improvements

Compared to traditional machine learning methods, deep learning-based recognition
methods have certain limitations. They rely on a large number of datasets and their accuracy
is not as high as traditional machine learning methods. However, the deep learning method
eliminates the need for manual screening of features and reduces the need for staff and
resources to analyze the features. Additionally, with the continuous development of wildlife
monitoring equipment such as trap cameras and long-range drones, there will be a greater
amount of more comprehensive image data available. As a result, the recognition effect of
the deep learning model will improve along with the quality of the data.

At this stage, our wildlife detection task still relies solely on wildlife image data
features. However, there is a lot of additional expert knowledge that can be leveraged in
enhancing the wildlife detection and classification task. This includes information such as
animal body size, habitat details, DNA barcoding, and more. In comparison to improving
the model structure alone, incorporating expert knowledge can significantly boost the
model’s performance. However, the current model lacks scalability and does not allow
for the utilization of expert knowledge from other modalities as additional features to
aid recognition.

Currently, we have achieved some results in model light weighting by reducing the
number of parameters and computation required by the model. However, there are still
more effective ways to improve computational efficiency and achieve better performance in
terms of accuracy. These methods include, but are not limited to, model distillation, pruning,
and other techniques that may yield superior performance. Additionally, according to the
experimental results, it is evident that the current model can only achieve better results in
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the case of small targets or partially occluded objects. It shows better convergence speed
and accuracy in these scenarios. However, when the target is only visible in a small part
or is highly occluded, the performance may not be as good as high-precision models like
the two-stage Fast R-CNN. Therefore, further improvements need to be implemented in
subsequent iterations.

5. Conclusions

In this paper, we propose a lightweight deep learning method for real-time detec-
tion of wildlife in complex forest environments. Our approach involved constructing a
large-scale image dataset of rare wildlife, which included both visible and infrared image
data. The goal was to enable fast and accurate detection of wildlife in these challeng-
ing environments. In this study, we have innovatively improved the YOLOv5s model
by utilizing the lightweight structure of MobileNetV3 as a replacement for the backbone
feature extraction module in the YOLO model. Additionally, we have redesigned the
feature extraction module C_C3 in the neck, combining the attention mechanism with the
convolutional neural network. This improvement enables the model to effectively focus
on wildlife targets, including smaller and incomplete ones, which aligns with the actual
work requirements of frontline field workers involved in wildlife detection. Compared to
the YOLOv5s model, which has the smallest number of parameters among the YOLOv5
series models, the WL-YOLO model has 44.73% fewer parameters, 145.81% faster detection
speed, and 16.4% higher accuracy. After a series of tests and validations, it has been proven
that WL-YOLO outperforms other models in terms of accuracy, lightweight design, and
detection speed. The findings of this paper offer technical support for the prompt detection
of wildlife by frontline field workers and also serve as a theoretical reference for optimizing
the relevant model. In our future work, we will further explore the optimization techniques
for the model and conduct research on the dynamic expansion method of the extensive
wildlife dataset. This will enable us to achieve real-time updates on the wildlife species
that can be identified by the model.
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