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Abstract: Driven by deep learning, three-dimensional (3-D) target reconstruction from two-
dimensional (2-D) synthetic aperture radar (SAR) images has been developed. However,
there is still room for improvement in the reconstruction quality. In this paper, we propose
a structurally flexible occupancy network (SFONet) to achieve high-quality reconstruction
of a 3-D target using one or more 2-D SAR images. The SFONet consists of a basic network
and a pluggable module that allows it to switch between two input modes: one azimuthal
image and multiple azimuthal images. Furthermore, the pluggable module is designed
to include a complex-valued (CV) long short-term memory (LSTM) submodule and a
CV attention submodule, where the former extracts structural features of the target from
multiple azimuthal SAR images, and the latter fuses these features. When two input modes
coexist, we also propose a two-stage training strategy. The basic network is trained in the
first stage using one azimuthal SAR image as the input. In the second stage, the basic
network trained in the first stage is fixed, and only the pluggable module is trained using
multiple azimuthal SAR images as the input. Finally, we construct an experimental dataset
containing 2-D SAR images and 3-D ground truth by utilizing the publicly available Gotcha
echo dataset. Experimental results show that once the SFONet is trained, a 3-D target can
be reconstructed using one or more azimuthal images, exhibiting higher quality than other
deep learning-based 3-D reconstruction methods. Moreover, when the composition of a
training sample is reasonable, the number of samples required for the SFONet training can
be reduced.

Keywords: three-dimensional target reconstruction; 2-D SAR image; complex-valued
attention mechanism; complex-valued long short-term memory; structurally flexible
occupancy network

1. Introduction
Synthetic aperture radar (SAR) offers high-resolution imaging capabilities for all-day

and all-weather conditions. Therefore, it has been widely used in civilian and military
fields. For three-dimensional (3-D) SAR target reconstruction, radar can obtain both the
3-D geometric shapes and positions of targets, which are extremely useful for traffic control,
urban management, military strikes, and rescue. Before deep learning technology was
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used in SAR target reconstruction, tomography SAR (TomoSAR) [1], which enabled the
high-resolution imaging of targets in the azimuth and height directions, was the focus. In
recent years, 3-D target reconstruction based on deep learning has developed rapidly [2–4].
However, there are still some issues regarding 3-D target reconstruction based on TomoSAR
and deep learning.

Tomographic SAR is mainly divided into multi-pass SAR and array SAR. Multi-pass
SAR has made significant progress in regards to the platform, imaging algorithms, and
imaging geometry. In terms of the platform, it has been expanded from airborne [5] and
spaceborne [6,7] to unmanned aerial vehicles (UAV) [8,9]. In terms of imaging algorithms,
they have been extended from employing spectral estimation [10] to the use of compressive
sensing (CS) [11,12]. In terms of imaging geometry, the flight trajectory of radar has been
extended from lines to circles [13–15]. Thanks to these advancements, multi-pass SAR
has been applied for urban areas [16,17], forests [18–20], glaciers [21], etc. However, the
increasing number of flights significantly increases the imaging time, leading to poor
timeliness and decoherence. Array SAR can be further divided into down-looking array
SAR and array interferometric SAR. In the early stages, some airborne down-view imaging
systems were developed [22,23], and the corresponding imaging algorithms were also
studied [24]. However, the down-looking array SAR suffered from a narrow mapping
bandwidth and low cross-heading resolution. In the later stages, array interferometric
SAR was extensively studied [25–32]. Based on multi-input and multi-output technology,
it adopted cross-heading array antennas to generate multiple equivalent phase centers.
Therefore, a single flight could obtain multi-channel data for 3-D imaging [26]. Array
interferometric SAR has also been improved regarding the transmitted signal waveform,
the channel numbers in the hardware system, imaging algorithms, imaging geometry,
etc. The orthogonal frequency-division multiplexing chip waveform was used to avoid
intra-pulse interferences [27]. The channels could be reduced to three when adopting
an asymptotic 3-D phase unwrapping method [28]. The CS-based imaging algorithms
obtained high-quality reconstruction results [29,30]. The flight trajectory of the radar could
comprise two lines [31] or one circle [32]. Although array interferometric SAR offers good
coherence and vital timeliness, the cost, weight, and complexity of the hardware system
sharply increase as the number of channels increases.

Deep learning-based 3-D reconstruction technologies have been proposed to address
the problems in TomoSAR. These could be divided into three categories according to
their implementations and purposes in 3-D reconstruction. The first category involved
post-processing the existing TomoSAR imaging results using the deep neural network to
improve reconstruction quality [33]. This method undoubtedly increased imaging time.
The second category involved replacing the 3-D TomoSAR imaging process with deep
neural networks [34–37], model adaptive deep networks [38], etc. For example, deep
neural networks were considered alternatives to the depth unfolding of the CS-based
algorithms [34–37]. The disadvantage of these methods was that each range-azimuthal res-
olution unit was processed separately, without fully utilizing the structural characteristics
of the target, unless some structural constraints were added to the network. In addition,
each imaging process still required a large amount of multi-flight or multi-channel echo
data. The third category involved directly reconstructing 3-D targets from two-dimensional
(2-D) images, such as 3-D point generation networks [39,40], neural radiance fields [2–4],
and pixel2mesh [41]. These networks extracted complete target features from 2-D SAR
images. Once the deep model was trained, a 3-D target could be reconstructed from one or
more images, without requiring multi-flight or multi-channel echo data. Obviously, the
third category offers more advantages regarding the saving of hardware resources than do
the other two categories.
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In computer vision, numerous 3-D reconstruction methods were based on 2-D images.
They were divided into explicit and implicit representation methods. The explicit represen-
tations further included voxel [42], point cloud [43], and mesh [44]. Voxel-based methods
consumed a large amount of memory; point cloud-based methods could not represent
the target surface; mesh-based methods could not be used for any topology structure.
The implicit methods [45,46] involved learning a continuous mathematical function to
determine whether a point in the target space belonged to the target. These methods could
describe complex topological structures and continuous surfaces, thus obtaining high-
quality reconstruction results. In addition, they required fewer parameters in the model
training than did the explicit methods. The occupancy network (ONet) was an implicit
method representing 3-D surfaces as continuous decision boundaries for the classifier [45].
It significantly reduced memory during the network training and allowed for arbitrary
resolution reconstruction results by employing refinement methods in the subsequent
inference process. In this paper, a structurally flexible occupancy network (SFONet) is
proposed to reconstruct a 3-D target using one or more 2-D SAR images. We summarize
our contributions as follows.

1. A SAR-tailored SFONet is proposed to reconstruct a 3-D target using one or more
azimuthal images as the input. It includes a basic network and a pluggable module. In
the basic network, a lightweight complex-valued (CV) encoder is designed to extract
features from 2-D CV SAR images. The pluggable module is designed to include a
CV long short-term memory (LSTM) submodule and a CV attention submodule. The
former extracts structural features of the target from multiple azimuthal images, and
the latter fuses these features.

2. A two-stage training strategy is also proposed when two input modes of the SFONet
coexist. The basic SFONet is trained using one azimuthal image as the input, and then
the pluggable module is trained using multiple azimuthal images as the input. This
strategy saves training time and allows the second stage to focus on mining the target
structure information implied in multiple azimuthal SAR images.

3. One dataset containing 2-D images and 3-D ground truth is constructed using the
Gotcha echo dataset. Comparative experiments with other deep learning methods
and ablation experiments are implemented. The number of CV LSTM layers and
refinement times in the reference are also analyzed. Additionally, the roles of CV
LSTM and CV attention and the composition of the training samples are discussed.

The remainder of this paper is organized as follows. Section 2 introduces related works
concerning the original ONet and LSTM. Section 3 presents the detailed structure of the
SFONet and illustrates the processes of model training and inference. Section 4 implements
the experiment and analyzes the experimental results. Section 5 discusses the roles of the
pluggable module and the composition of the training samples. Finally, Section 6 provides
the conclusion.

2. Related Work
2.1. Occupancy Network

The ONet was first proposed by Mescheder et al. [45]. It represents the surface
reconstruction of a 3-D target as the continuous decision boundaries for a binary classifier.
It does not predict an explicit representation with a fixed resolution. Instead, it predicts
the probability of being occupied by the target for each point p ∈ R3 sampled from a
unified target space, significantly reducing memory. In the training stage, the ONet can be
approximated as an occupancy function fθ , where θ represents the network parameters.
The function’s inputs usually include the observed values x ∈ X and the point position
p ∈ R3. They can also be abbreviated as (p, x) ∈ R3 ×X . The function’s output is an RV
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number between 0 and 1, representing the occupancy probability. Therefore, the occupancy
function can be represented by fθ : R3 ×X → [0, 1] . In the inference, one unit space is
discretized into voxel units at a specific resolution. Then, the ONet is used to evaluate the
occupancy of vertices for each voxel unit. Furthermore, the octree algorithm [47] can be
used in refining the voxels, and the ONet evaluates the newly added vertices of the refined
voxels until the required resolution is achieved. At last, the marching cubes algorithm [48]
can extract a smooth 3-D surface mesh.

Recently, various variants of ONet have emerged. The convolutional ONet allowed for
the 3-D reconstruction of a large-scale scene rather than a single target [49]. The dynamic
plane convolutional ONet enabled the learned dynamic plane to capture rich features in
the direction of maximum information for 3-D surface reconstruction [50]. So far, the ONet
has been applied to the 3-D building reconstruction from a 2-D satellite image [51]. To our
knowledge, the ONet has not been used in 3-D SAR target reconstruction.

2.2. LSTM

LSTM is a type of time-recursive network (RNN) [52]. It better handles long-term
dependencies in sequences by introducing one cell state and three gates (i.e., forget gate, input
gate, and output gate). The forget gate controls the amount of forgotten information from the
previous cell; the input gate controls the amount of information newly added to the current
cell; the output gate controls the amount of output information. LSTM has been successfully
used in language, speech, and images, capturing the long-time dependencies of these signals.

In recent years, LSTM has been extensively applied in SAR image interpretation. For
change detection based on interferometric SAR time series, LSTM captured changes in
urban areas and volcanoes [53]; bidirectional LSTM (Bi-LSTM) achieved anomaly detec-
tion and the classification of sinkholes [54]. For moving target detection (MTD), Bi-LSTM
suppressed the missing alarms by tracking the shadows of targets [55], and the trajectory
smoothing LSTM helped to refocus the ground-moving targets [56]. For target recognition,
LSTM helped to improve the classification performance by fusing features extracted from
SAR images with adjacent azimuthal angles [57] or learning the long-term dependent
features from sequence SAR images [58]. For the land cover classification based on polari-
metric SAR (PolSAR) images, LSTM was used to obtain spatial-polarimetric features in
adjacent pixels to improve classification accuracy [59].

3. Methodology
We first present the overall architecture of the proposed SFONet. Then, we introduce

the detailed structure of each module in this framework, illustrate the detailed training
process, and provide the inference process from 2-D SAR images to a 3-D target.

3.1. Framework of the Structurally Flexible Occupancy Network

The framework of the SFONet is shown in Figure 1. We divide it into two branches
using the gray dashed line in the middle. The upper branch is used for feature extraction
from 2-D SAR images, while the lower branch is used to predict a probability set of points
sampled from the unit target space. The upper branch includes a lightweight CV encoder
and a pluggable module (in the orange dashed box). Furthermore, the pluggable module
comprises a CV LSTM submodule and a CV attention submodule. When the input is one
azimuthal image, only the CV encoder extracts features. The pluggable module is used
for further feature extraction and fusion when the inputs are multiple azimuthal images.
We uniformly denote the inputs of this branch as {X1, X2, . . . , Xn, . . . , XN} (N ≥ 1) and
the output feature vector as c. The lower branch includes an RV perceptron and an RV
decoder. The input of the RV perceptron is the encoded feature vector c, and the outputs
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are parameters γ and β used for the CBN of the RV decoder. For the RV decoder, the inputs
are random sampling points in the unit target space, some of which come from the target
(represented by red dots), and the others are outside the target (represented by blue dots).
The whole sampling point set is denoted as {p1, p2, . . . , pm, . . . , pM} (M >> 1), and the
3-D coordinates of each sampling point pm as (xm, ym, zm). The output of the RV decoder
is the occupancy probability set {P1, P2, . . . , Pm, . . . , PM}, where each element has a value
between 0 and 1. Additionally, the true occupancy probability of each sampling point is
either 0 (for a blue dot) or 1 (for a red dot).
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Figure 1. Framework of SFONet. It includes a CV encoder, a pluggable module (consisting of a CV
LSTM submodule and a CV attention submodule), an RV perceptron, and an RV decoder.

From another perspective, we divide the SFONet into a basic network and a pluggable
module. When the input is one azimuthal image, the basic network is used. It includes a
CV encoder, an RV perceptron, and an RV decoder. When the input is the composition of
multiple azimuthal images, the pluggable module is added to the basic network. Compared
with the original ONet, improvements in the SFONet (in the background light-blue area)
are as follows. (1) The input of SFONet can be one or more 2-D images. (2) The encoder
is lightweight and extends to the CV domain, suitable for small CV SAR datasets. (3) A
pluggable module is designed to extract the structural features of the target from multiple
azimuthal SAR images.

3.2. CV Encoder

Unlike optical image datasets, SAR datasets are always small. Moreover, CV SAR data
contain amplitude and phase information. Therefore, we design a lightweight CV encoder
to extract features from one or multiple azimuthal SAR images. As shown in Figure 2,
the operations include convolution, adaptive average pooling, full connection (FC), and
ReLU. The FC operation further includes multiplication and addition. Although all these
operations are CV, they can be converted to the corresponding RV operations.

Remote Sens. 2025, 17, x FOR PEER REVIEW 6 of 29 
 

 

224

1

224

16

224

16

112

32

112

32

56

64

56

64

28

128

28

128

14

256

14

256

7

512

1

512

1

256

CV Conv/3*3/s=1/CReLU CV Conv/3*3/s=2/CReLU CV Adaptive average pool CV FC
 

Figure 2. Architecture of CV encoder. 

F is a CV feature vector, W is a CV weight vector, and b is a CV bias. Then, the CV 
operations mentioned above can be represented by 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( )( ) ( )( )( )
( ) ( )( ) ( )( )( )

* * *

ReLU ReLU ReLU

i

i

C i

CAdaptAvgPool AdaptAvgPool i AdaptAvgPool

 ∗ + = ℜ ∗ℜ − ℑ ℑ + ℜ + ℜ ℑ + ℑ ℜ + ℑ

 ⋅ + = ℜ ⋅ℜ − ℑ ⋅ℑ + ℜ + ℜ ⋅ℑ + ℑ ⋅ℜ + ℑ


= ℜ + ℑ


= ℜ + ℑ

W F b W F W F b W F W F b

W b W F W F b W F W F b

F F F

F F F

F
 (1)

where ∗  denotes the convolution operation, ( )Re LUC ⋅  denotes the CV ReLU activa-

tion, and ( )CAdaptAvgPool ⋅ and ( )AdaptAvgPool ⋅  denote the CV and RV adaptive av-

erage pooling operations, respectively. 

3.3. CV LSTM 

Multiple azimuthal SAR images contain richer structural information about the tar-
get than does a single SAR image. Thus, we design a two-layer CV LSTM to extract the 
structural features of the target from multiple azimuthal SAR images. As shown in Figure 
3a, the input of CV LSTM is one azimuthal feature set { }1 2 n NY ,Y ,...,Y ,...,Y  , obtained 

through the CV encoder, and the final output is a sequence feature set 
{ }1 2 n Nh ,h ,...,h ,...,h . The architecture of each CV LSTM cell is shown in Figure 3b, which 

is the same as that of the RV LSTM. There are also three gates: the forget gate, the input 
gate, and the output gate. Unlike the RV LSTM, all operations involved in these gates are 
CV. 

...

CV LSTM Cell

CV LSTM Cell

CV LSTM Cell

CV LSTM Cell

CV LSTM Cell

CV LSTM Cell

1st layer

...... ...

Y1

Y2

YN

h1

h2

hN

2nd layer

h1 
N-1,c1 

N-1 

h1 
0 ,c1 

0  

h1 
1 ,c1 

1  

h1 
2 ,c1 

2  

h1 
N,c1 

N 

h2 
0 ,c2 

0  

h2 
1 ,c2 

1  

h2 
2 ,c2 

2  

h2 
N-1,c2 

N-1 

h2 
N,c2 

N 

h1 
1  

h1 
2  

h1 
N 

 

Ct-1

ht-1

yt

Cσ 

ft

Cσ Ctanh Cσ 

Ctanh

it ot

ht
Ct

ht

Forget Gate Input Gate Output Gate

tC′

 
(a) (b) 

Figure 3. (a) A two-layer CV LSTM. (b) Architecture of a CV LSTM cell. 

Figure 2. Architecture of CV encoder.



Remote Sens. 2025, 17, 347 6 of 26

F is a CV feature vector, W is a CV weight vector, and b is a CV bias. Then, the CV
operations mentioned above can be represented by

W ∗ F + b = ℜ(W) ∗ ℜ(F)−ℑ(W) ∗ ℑ(F) +ℜ(b) + i(ℜ(W) ∗ ℑ(F) +ℑ(W) ∗ ℜ(F) +ℑ(b))
W·F + b = ℜ(W)·ℜ(F)−ℑ(W)·ℑ(F) +ℜ(b) + i(ℜ(W)·ℑ(F) +ℑ(W)·ℜ(F) +ℑ(b))
CReLU(F) = ReLU(ℜ(F)) + i(ReLU(ℑ(F)))
CAdaptAvgPool(F) = AdaptAvgPool(ℜ(F)) + i(AdaptAvgPool(ℑ(F)))

(1)

where ∗ denotes the convolution operation, CReLU(·) denotes the CV ReLU activation, and
CAdaptAvgPool(·) and AdaptAvgPool(·) denote the CV and RV adaptive average pooling
operations, respectively.

3.3. CV LSTM

Multiple azimuthal SAR images contain richer structural information about the target
than does a single SAR image. Thus, we design a two-layer CV LSTM to extract the struc-
tural features of the target from multiple azimuthal SAR images. As shown in Figure 3a, the
input of CV LSTM is one azimuthal feature set {Y1, Y2, . . . , Yn, . . . , YN}, obtained through
the CV encoder, and the final output is a sequence feature set {h1, h2, . . . , hn, . . . , hN}. The
architecture of each CV LSTM cell is shown in Figure 3b, which is the same as that of the
RV LSTM. There are also three gates: the forget gate, the input gate, and the output gate.
Unlike the RV LSTM, all operations involved in these gates are CV.
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To avoid redundant introductions of some CV operations, we list the following com-
mon CV operations involved in the three gates: multiplication, addition, and activation.
Since CV multiplication and addition are given in (1), here, we only define two CV activa-
tion functions, as follows:{

Cσ(·) = σ(ℜ(·)) + iσ(ℑ(·))
Ctanh(·) = tanh(ℜ(·)) + itanh(ℑ(·))

(2)

where Cσ(·) is a CV sigmoid function; Ctanh(·) is a CV tanh function; σ(·)σ(·) and tanh(·)
are their corresponding RV functions.
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Then, all the CV operations involved in the three gates can be represented by

ft = Cσ(W f ·[ht−1, yt] + b f )

it = Cσ(Wi·[ht−1, yt] + bi)

C′
t = Ctanh(Wc·[ht−1, yt] + bc)

Ct = ft·Ct−1 + it·C′
t

ot = Cσ(Wo·[ht−1, yt] + bo)

ht = ot·Ctanh(Ct)

(3)

where ft, it and ot are the CV control signals of the forget gate, the input gate, and the
output gate, respectively; Ct−1 and Ct are the CV states of the previous cell and the current
cell, respectively; C′

t is the new CV candidate value for the current cell state; W f , Wi, Wc,
and Wo are the learnable CV weights; b f , bi, bc, and bo are the learnable CV biases; ht is the
current output.

3.4. CV Attention

As shown in Figure 3a, the last time step output hN of CV LSTM integrates more
azimuthal information than the other time step outputs. However, other time step outputs
still contain additional information that the last time step output does not possess. Inspired
by Ref. [60], the CV attention submodule shown in Figure 4 is designed to fuse features from
all the time steps. In this submodule, we sequentially obtain attention activations, attention
scores, weighted features, and aggregated features. The detailed process is as follows:
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First, we obtain CV attention activation values. The input setA = {h1, h2, . . . , hn, . . . , hN}
is from the CV encoder. For each feature vector hn ∈ C1×D (D is the feature dimension), the
attention activation bn can be calculated through a CV FC with the shared weight W,

bn = g(hn, W) = hnW (4)

where W ∈ RD×D, bn ∈ R1×D, and g represents CV FC.
Second, we obtain CV attention scores. Considering that bn =

[
b1

n, b2
n, . . . , bd

n . . . , bD
n

]
is a CV vector, we take the modulus and then use the softmax function to normalize the d-th
(d = 1, 2, . . ., D) dimensional feature value. The d-th dimensional value sd

n of the attention
score vector sn =

[
s1

n, s2
n, . . . , sd

n . . . , sD
n

]
can be expressed by

sd
n =

e|b
d
n |

N
∑

j=1
e|b

d
j |

(5)

where |·| represents the modulus operation.
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Third, the original feature vector hn is weighted by the corresponding attention score
vector sn on each dimension to yield a new feature vector cn. It can be expressed by

cn = hn·sn (6)

where cn =
[
c1

n, c2
n, . . . , cd

n, . . . , cD
n

]
.

Finally, the weighted features are summed up on each feature dimension to obtain
the aggregated feature vector, and the modulus is calculated to match the subsequent RV
perceptron. The final output is denoted as c =

[
c1, c2, . . . , cd, . . . , cD

]
(c ∈ C1×D), and then

the d-th dimensional value of the output c can be written by

cd =

∣∣∣∣∣ N

∑
n=1

cd
n

∣∣∣∣∣ (7)

3.5. RV Perceptron and Decoder

The architectures of both the RV perceptron and the RV decoder are shown in Figure 5.
For the RV perceptron, the main operation is a one-dimensional (1-D) convolution. Its
input is the encoded feature vector c, and its outputs are the parameters γ and β, which are
used for CBN in the RV decoder. The RV decoder mainly consists of five residual blocks,
and the operations in each block comprise 1-D convolution, CBN, ReLU, and addition.
Beyond these residual blocks, one CBN, 1-D convolution, and sigmoid operation exist at
the end. The inputs of the RV decoder are the 3-D coordinate positions of the sampling
points in the unit target space, and the output is a set of occupancy probabilities for all the
sampling points.
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The CBN mentioned above guides good 3-D target reconstruction using the aggregated
feature vector c. The calculation formula can be expressed by

Fo = γ
Fi − µ√
σ2 + ε

+ β (8)

where Fi and Fo represent the features before and after CBN, respectively; µ and σ2 represent
the mean and variance of Fi, respectively; ε represents an arbitrarily small number close to 0.

After the last 1-D convolution operation in Figure 5, we can obtain the final output
feature vector F f inal , with a size of 1 × M. Fm

f inal is the feature value of the m-th (m = 1,
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2, . . ., M) sampling point. Then, the sigmoid function is used to calculate the occupancy
probability Pm. The calculation formula can be expressed by

Pm =
1

1 + exp
(
−Fm

f inal

) (9)

3.6. Training

A two-stage strategy is proposed for the training of the SFONet when its two input modes
coexist. The basic network is trained first, and then the pluggable module is trained. This
strategy not only saves time but also improves performance. The reasons for the improvement
can be explained in the two stages. In the first stage, one azimuthal image corresponds to
a 3-D ground truth, resulting in no blurring. The second stage can focus on extracting the
structural features from multiple azimuthal images and performing feature fusion.

In the first stage, the parameter set of the basic network is Θbase, the batch size is B,
the i-th (i = 1, 2, . . ., B) image in a training batch is Xi, and f is the mapping function of
the basic network. For the j-th (j = 1, 2, . . ., M) sampling point in the i-th target space, it
is denoted as pij and its true occupancy probability as Oij. Then, the cross-entropy loss
function can be calculated by

L1(Θbase) =
1
|B|

|B|

∑
i=1

M

∑
j=1

L( fΘbase(pij, Xi), Oij) (10)

The parameter set Θbase is updated by ascending the stochastic gradient ∇ΘbaseL1(Θbase).
In the second stage, the parameter set Θbase is fixed. The parameter set of the pluggable

module is ΘLSTM+Atten, the i-th (i = 1, 2, . . ., B) image set in a training batch is Xi =

{Xi1, Xi2, . . . , XiN}, and f ′ is the mapping function of the SFONet with the pluggable
module added. Then, the cross-entropy loss function is rewritten as

L2(ΘLSTM+Atten) =
1
|B|

|B|

∑
i=1

M

∑
j=1

L( f ′ΘLSTM+Atten
(pij,Xi, Θbase), Oij) (11)

The parameter set ΘLSTM+Atten is updated by ascending the stochastic gradient
∇ΘLSTM+AttenL2(ΘLSTM+Atten).

The two-stage training process can be summarized in Algorithm 1. The calculation
formulas of the training loss can also apply to the validation loss. Since these formulas are
not divided by the number of points, the maximum value of the training or validation loss
may be greater than 1. In Section 4.4, we provide the validation loss curves.

Algorithm 1 Two-Stage Training
Stage 1:
Inputs: Batch size B, Number of sampling points M
for the number of iterations do

• Choose images {X1, . . . , Xi, . . . , XB} as a batch, sample M points in the i-th (i = 1, 2, . . .,
B) 3-D unit target space, and obtain the true occupancy probability Oij of the j-th (j = 1,
2, . . ., M) sampling point.

• Predict the occupancy probability of the sampling point pij.
• Calculate the loss function in (10) and update the parameter set Θbase.

Output: Θbase
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Algorithm 1 Cont.
Stage 2:
Inputs: Batch size B, Number of sampling points M, Parameter set Θbase
for the number of iterations do

• Choose image sets {X1, . . . ,Xi, . . . ,XB} as a batch, sample M points in the i-th (i = 1, 2,
. . ., B) 3-D unit target space, and obtain the true occupancy probability Oij of the j-th
(j = 1, 2, . . ., M) sampled point.

• Predict the occupancy probability of the sampling point pij.
• Calculate the loss function in (11) and update the parameter set ΘLSTM+Atten.

Output: ΘLSTM+Atten

3.7. Inference

The inference uses the trained SFONet to reconstruct a 3-D target from a test sample.
The composition of a test sample is the same as that of a training sample, which can be one
or multiple azimuthal images. Figure 6 shows the detailed inference process. It includes
three steps: the initial 3-D reconstruction of the target, the refinement of the reconstructed
target, and the mesh extraction.
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In the first step, a unit volume space, different from the unit target space in the
training stage, is discretized into multiple voxels at an initial resolution, and the vertices
of each voxel are also called grid points. Then, the SFONet fΘ(p, X) is used to evaluate
the occupancy status of each grid point p. If fΘ(p, X) ≥ τ (τ is a threshold), mark the grid
point as occupied; otherwise, mark it as unoccupied. When a voxel has more than two
adjacent grid points with different occupied states, this voxel is marked as active, which
means that this voxel may be the boundary location of the target. All the activated voxels
form the initial 3-D reconstruction target.

In the second step, the initial reconstruction results are refined using the classic octree
algorithm. Each activated voxel in the first step is subdivided into eight sub-voxels. Then,
fΘ(p, X) is used to evaluate the occupancy probability of each new grid point for each
sub-voxel. All the newly activated sub-voxels form the refined target. Repeat the occupancy
evaluation of the new grid points and the subdivision of voxels T times until the desired
resolution is achieved.

In the final step, the marching cubic algorithm extracts the final 3-D mesh, since
the mesh representation exhibits a better visualization effect than does the voxel. This
extraction obtains the approximate iso-surfaces by using

{
p ∈ R3| fΘ(p, X) = τ

}
.

The inference process can be summarized in Algorithm 2.
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Algorithm 2 Inference
for the number of test samples do
• Discretize a unit cube into voxels, and the vertices of each voxel are grid points.
• Evaluate the occupancy probability of each grid point p by using the SFONet fΘ(p, X).

If fΘ(p, X) ≥ τ (τ is a threshold), p is marked as occupied; otherwise, it is marked as
unoccupied.

• Mark the activated voxel and form an initial 3-D reconstruction target.
for the number of refinement iterations do
• Use the octree algorithm to subdivide each activated voxel into eight sub-voxels,

producing new grid points.
• Evaluate the occupancy probability of each new grid point.
• Mark the activated sub-voxel and form a refined 3-D reconstruction target.

• Use the marching cubes algorithm to extract approximate iso-surfaces under the
condition

{
p ∈ R3| fΘ(p, X) = τ

}
, and obtain the final 3-D target mesh.

4. Experiments and Analysis
We construct a dataset that includes 2-D images and 3-D ground truth using the

Gotcha echo data. Then, we conduct comparative experiments, ablation experiments, and
experiments on parameters such as the number of CV LSTM layers and the number of
refinement iterations in the inference.

4.1. Dataset

The Gotcha echo data [61] were collected by the airborne fully polarimetric radar
system. The observed area was a parking lot, where many civilian cars and industrial
vehicles were parked, as shown in Figure 7a. The imaging geometry is shown in Figure 7b,
where the radar flew eight passes around the target area in a circular trajectory. During
the data collection on each pass, the azimuthal interval is about 1 degree. We use the HH
polarimetric SAR data collected from the first circular pass for imaging. The imaging result
is shown in Figure 7c.

Aiming to construct a 2-D image dataset for 3-D reconstruction, we divide the whole
aperture of each pass into 36 sub-apertures, each with an azimuthal angle of 10 degrees.
With these sub-aperture echoes, 1152 sub-aperture images of the entire scene are obtained.
Then, we crop slices of seven cars for each sub-aperture image, with the brands shown in
Figure 7d. Finally, a total of 8064 slices can be obtained, each containing only one car. To
form the 3-D ground truth, we download CAD models of seven vehicles from publicly
available dataset websites and normalize their size.

In the following experiments, the data portioning is listed in Table 1. The training
set includes 3024 slice images of seven cars from the first three passes. The validation set
includes 1008 slice images from the fourth pass. The test set includes 4032 slice images
from the fifth to the eighth pass. It is worth noting that the two input modes of the
SFONet share the same data partitioning, but the compositions of their training samples
are different. For the single-input mode, each training sample includes only one azimuthal
slice image. For the multiple-input mode, each training sample comprises multiple slice
images from the same pass but different azimuthal angles. In addition, the composition of
each validation or test sample is kept consistent with the corresponding training sample in
the two input modes.
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Figure 7. (a) Optical photos of a parking lot; (b) imaging geometry; (c) 2-D SAR imaging result;
(d) brands of seven cars.

Table 1. Data partitioning.

Training Set Validation Set Test Set

Pass number 1, 2, 3 4 5, 6, 7, 8

Number of images 3024 1008 4032

4.2. Implement Details and Evaluation Metrics

All the experiments are implemented on a computer with an Intel Xeon(R) W-2235
CPU and an NVIDIA GeForce RTX 3090 GPU. The computer’s memory is 64 GB, and
the graphics memory is 24 GB. The operating system is Ubuntu 20.04, the deep learning
framework is Pytorch 1.12.1, and the programming language is Python 3.8.16. The libraries
CUDA 11.3 and CUDANN 8.2.0 are used. During the network training, the Adam optimizer
is used. The batch size is set to 16, and the learning rate is set to 10−4.

We use intersection and union ratio (IoU), chamfer-L1 distance (CD), and normal
consistency (NC) [45] to evaluate the reconstruction performance quantitatively. Since both
the predicted and ground truth mesh are normalized in the 3-D unit space, we randomly
sample some points in the space. Suppose that Mpred and MGT represent sets of sampling
points inside or on the surfaces of the predicted and ground truth mesh, respectively. Then,
the volume IoU can be calculated by

IoU
(
Mpred,MGT

)
=

∣∣∣Mpred ∩MGT

∣∣∣∣∣∣Mpred ∪MGT

∣∣∣ (12)

Assume that ∂Mpred and ∂MGT represent the surfaces of the predicted mesh and the
ground truth mesh, respectively. p and q represent sampling points on ∂Mpred and ∂MGT,
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respectively. n(p) and n(q) represent the normal vectors on ∂Mpred and ∂MGT.proj1(q)
and proj2(p) represent projections of q and p on ∂Mpred and ∂MGT, respectively. ⟨•, •⟩
represents the inner product. Then, the CD and Nc can be calculated by

CD
(
Mpred,MGT

)
=

1

2
∣∣∣∂Mpred

∣∣∣
∫

∂Mpred

min
q∈∂MGT

∥p − q∥dp +
1

2|∂MGT|

∫
∂MGT

min
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∫
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The mean IoU (mIoU), mean CD (mCD), and mean NC (mNC) represent the average
IoU, CD, and NC of multiple reconstructed targets, respectively.

4.3. Comparative Experiments

We compare two input modes of the SFONet. Each training or test sample has only one
azimuthal image in one input mode. In the other input mode, each training or test sample
consists of three equally spaced images in the azimuth, with an interval of 120◦. The three
indicators obtained for each car are shown in Table 2. Except for the Ford Taurus Wagon,
the IoU of each car is higher than 0.9, the CD is lower than 0.071, and the NC is higher
than 0.088, regardless of the input modes. The reason is that the details on the surface of
the Ford Taurus Wagon model are more complex than those of other car models. When
the number of azimuthal images in one sample changes from 1 to 3, the relative growth
rates for mIoU and mNC are 2.53% and 0.65%, respectively, and the relative reduction rate
for mCD is 21.44%. Using three azimuthal images as the input yields better metrics than
one azimuthal image because significantly more structural information is implied in three
azimuthal images than in one.

Table 2. Results under different input modes.

Category
IoU ↑ (×10−2) CD ↓ (×10−2) NC ↑ (×10−1)

1 3 1 3 1 3
Azimuth Azimuths Azimuth Azimuths Azimuth Azimuths

1 95.63 97.44 4.17 3.05 9.53 9.58
2 87.05 89.40 13.99 12.45 8.51 8.59
3 94.28 93.49 5.29 5.55 9.40 9.37
4 90.11 93.39 7.08 4.88 9.26 9.35
5 90.60 94.16 6.82 4.92 8.85 8.91
6 94.13 97.17 4.75 2.94 9.63 9.72
7 91.78 94.90 5.60 3.65 9.49 9.58

mean 91.94 94.27 6.81 5.35 9.24 9.30

Then, we also compare the proposed SFONet with other deep learning-based meth-
ods. When the input is one azimuthal image, Pixel2Mesh (P2M) [44], lightweight P2M
(LP2M) [41], and ONet [45] are used for comparison. Specifically, the ONet’s encoder is
lightweight enough to match the small SAR datasets. When the input is three azimuthal
images, R2N2 [42] and LRGT+ [62] are used for comparison. The values of mIoU, mCD,
and mNC obtained by all these methods are shown in Table 3. Only the values of mIoU are
calculated for R2N2 and LRGT+, since they are voxel-based representations. Moreover, the
visualizations of the 3-D reconstruction results are all shown in Figure 8.



Remote Sens. 2025, 17, 347 14 of 26
Remote Sens. 2025, 17, x FOR PEER REVIEW 16 of 29 
 

 

P2M 
(1 azimuth) 

       

LP2M 
(1 azimuth) 

       

ONet 
(1 azimuth) 

       

SFONet  
(1 azimuth) 

       

R2N2 
(3 azimuths) 

       

LRGT+ 
(3 azimuths) 

       

SFONet 
(3 azimuths) 

       

Ground truth 

       

 (a) (b) (c) (d) (e) (f) (g) 

Figure 8. Visualization of seven cars. (a) Chevrolet Malibu. (b) Ford Taurus Wagon. (c) Nissan Sentra. (d) Toyota Camry. (e) Hyundai Santa Fe. (f) Nissan Maxima.
(g) Chevrolet Prizm. The 3-D reconstruction methods used from top to bottom are P2M, LP2M, basic SFONet, R2N2, LRGT+, and SFONet with the pluggable module.
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Table 3. Results of different deep learning-based methods.

Methods mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

P2M (1 azimuth) 68.17 18.39 8.35

LP2M (1 azimuth) 78.56 8.52 8.89

ONet (1 azimuth) 90.10 7.48 9.16

SFONet (1 azimuth) 91.94 6.81 9.24

R2N2 (3 azimuths) 75.14 - -

LRGT+ (3 azimuths) 75.27 - -

SFONet (3 azimuths) 94.27 5.35 9.30

Table 3 shows that the proposed SFONet achieves better metrics than those of the
other methods when using one or three azimuthal images as the input. We explain the
reasons by combining the visualization results. In Figure 8, the P2M obtains coarse 3D
reconstruction results, with some holes on the surfaces of cars. Although the LP2M can
eliminate this phenomenon, it lacks details for each car’s surface. These two methods are
based on the deformation of a random ellipsoid, so it is challenging for them to obtain
complex topological structures. The ONet can obtain some details, such as rearview mirrors
(in the red dashed ellipse) and wheels with textures (in the blue dashed ellipse), but the
reconstructed surfaces are not smooth enough. However, the basic SFONet, using one
azimuthal image as the input, can improve the smoothness of surfaces, such as the backs
of cars (in the green dashed ellipse). The reason is that the SFONet uses a CV encoder,
which can extract the target information implied in the phase data. Furthermore, the
target shapes reconstructed by R2N2 and LRGT+ are correct, but these two voxel-based
representations exhibit poor visualization. The SFONet with the pluggable module, using
three azimuthal images as the input, can reconstruct smooth surfaces and provide sufficient
details, such as the roof of a Ford Taurus Wagon and the rears of some other cars (in the
purple dashed ellipse). In summary, the SFONet offers significant advantages in regards to
detail reconstruction.

4.4. Ablation Experiments

The lightweight ONet is used as the baseline. Then, the RV encoder is extended to a
CV type to obtain the basic SFONet. The baseline and the basic SFONet use one azimuthal
image as the input. Subsequently, we add the CV LSTM, CV attention, and both the CV
LSTM and CV attention to the network. These three cases use three azimuthal images as
their inputs. In Table 4, we list three metrics for five cases. The results indicate that the CV
encoder can perform better than the RV type because the phase data of the SAR images
also contain rich target information. Moreover, the CV LSTM or CV attention can improve
all three metrics. This is because the CV LSTM can extract structural features, and the CV
attention module can fuse these features (discussed in Section 5.1). As expected, when both
the CV LSTM and CV attention modules are added into the network simultaneously, the
highest mIoU and the lowest mCD are achieved.
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Table 4. Results of ablation experiments.

Baseline CV
Encoder

CV
LSTM

CV
Attention

mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

✓ 90.10 7.48 9.16
✓ ✓ 91.94 6.81 9.24
✓ ✓ ✓ 94.07 5.54 9.30
✓ ✓ ✓ 93.95 5.61 9.30
✓ ✓ ✓ ✓ 94.27 5.35 9.30

The validation loss curves for five cases are shown in Figure 9a, and the validation
mIoU curves are shown in Figure 9b. All these curves can converge. The blue vertical
dashed line in the middle of these curves divides the validation process into two stages:
the first stage on the left and the second on the right. For the three cases using three
azimuthal images as their inputs, the validation loss or mIoU curves in the first stage are
the same as those in the basic SFONet due to the two-stage training strategy. The orders of
the convergence values of all the validation loss or mIoU curves are consistent with the
reconstruction performance reflected by the three metrics in Table 4.
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4.5. The Number of CV LSTM Layers

The number of CV LSTM layers is selected mainly based on computing resource
consumption and reconstruction performance. As the number of layers increases, the
computational load increases. In addition, when the numbers of layers in CV LSTM are 1,
2, and 3, respectively, three metrics are given in Table 5. The results indicate that all three
metrics reach their optimal values when the number of layers is 2. Therefore, we set the
layers of CV LSTM to 2 in previous experiments.

Table 5. Results of different CV LSTM layers.

Number of CV
LSTM Layers

mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

1 93.51 5.74 9.27
2 94.27 5.35 9.30
3 94.22 5.52 9.30

4.6. The Number of Refinement Iterations in the Reference

The SFONet can obtain reconstruction results of any resolution through refinement
in the reference process. However, the parameters to be calculated increase sharply with
the increase in refinement iterations. Taking the Camry as an example, the numbers of
refinement iterations T are 0, 1, 2, 3, and 4, respectively, and then the three metrics, the
elapsed time, and the parameters are shown in Table 6. When T increases from 0 to 2, the
improvement in the three metrics is significant. Afterwards, the performance improvement
is relatively small when T increases from 2 to 4. On the other hand, as T increases, the
number of grids increases exponentially, leading to a sharp increase in computation time
and parameters. Therefore, we set the refinement iterations T to 2 in previous experiments
to balance the reconstruction quality and computing resource consumption.

Table 6. Results of different refinement iterations.

Number of
Refinement
Iterations

mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

Elapsed
Time Parameters

0 90.34 7.93 9.0 1.84 s 81 KB
1 93.59 5.84 9.23 1.92 s 371 KB
2 94.27 5.35 9.30 2.22 s 1602 KB
3 94.36 5.25 9.31 3.97 s 6638 KB
4 94.36 5.23 9.31 15.02 s 28,252 KB

In Figure 10, we also provide visualization results of a wheel and partial surface when
T increases from 0 to 4. If the results are not refined (T = 0), the reconstruction results of
seven cars are poor. With the increase in T, the wheel’s texture becomes clearer and the
surface smoother.
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Figure 10. Partial visualization of reconstruction results at different refinement levels. (a) Chevrolet Malibu. (b) Ford Taurus Wagon. (c) Nissan Sentra. (d) Toyota
Camry. (e) Hyundai Santa Fe. (f) Nissan Maxima. (g) Chevrolet Prizm.
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5. Discussion
We discuss the roles of two submodules: CV LSTM and CV attention. We also analyze

the influences of various compositions of training samples, including the azimuthal interval,
the number of images, the number of passes, and the number of sub-apertures per pass,
and then discuss the reasonable composition of one training sample.

5.1. Roles of CV LSTM and CV Attention

The cosine similarity is used to discuss the roles of CV LSTM and CV attention. The
cosine similarity between two 1-D vectors a and b can be defined as

S =
a•b

∥a∥∥b∥ (15)

where • denotes the dot-product, and ∥·∥ denotes the modulus of a vector. For two image
matrices, their cosine similarity can also be calculated by (15) after flattening them into two
1-D vectors.

We obtain 36 azimuthal images of the Camry using HH polarimetric SAR data from
the fifth pass and calculate the cosine similarity values between the 2-D SAR images in
two cases. The first case is used to divide 36 images into 12 test samples, and each test
sample includes three adjacent azimuthal images. For each test sample, we calculate the
cosine similarity value between each azimuthal amplitude image Ii (i = 1, 2, 3) and the
synthetic amplitude image I after the coherent accumulation of three images. The synthetic
amplitude image of the first test sample is shown in Figure 11a. All the cosine similarity
values of 12 test samples are shown in Figure 11c (in blue). The second case is used to
calculate the cosine similarity value between each azimuthal image Ii (i = 1, 2, . . ., 36) and
the synthetic amplitude image I′ after the coherent accumulation of 36 images. The image
I′ is shown in Figure 11b. All the cosine similarity values are shown in Figure 11c (in red).

Comparing Figure 11a with Figure 11b, there is more deterministic structural infor-
mation about the target in Figure 11b than in Figure 11a. Correspondingly, the similarity
values (in red) are smaller than those (in blue) in Figure 11c. This indicates that the cosine
similarity value between one azimuthal image, with a certain degree of randomness, and
the synthetic image decreases with the increasing deterministic structural information
implied in the synthetic image.

Then, we illustrate the role of CV LSTM by using the above conclusion. The above
36 azimuthal images of the Camry are still used. Suppose that each input of the SFONet
is a test sample consisting of three azimuthal images. For each image Ii (i = 1, 2, 3), the
corresponding feature vector Fi can be obtained after the CV encoding. When the CV LSTM
is added into the SFONet, the fusion feature after CV LSTM and CV attention is denoted
as F. We calculate the cosine similarity value between each feature vector Fi (i = 1, 2, 3)
and F for each test sample. All the cosine similarity values of 12 test samples are shown
in Figure 11d (in red). When the CV LSTM is not added to the SFONet, the fusion feature
vector after the CV attention is denoted as F′. We also calculate the cosine similarity value
between each feature vector Fi (i = 1, 2, 3) and F′ for each test sample. All the cosine
similarity values of 12 test samples are shown in Figure 11d (in green). From Figure 11d,
we can deduce that the CV LSTM can obtain rich structural information about the target,
since the cosine similarity values in red are much smaller than those in green.

We illustrate the role of CV attention in the same way. When the CV attention is added
to the network, all the cosine similarity values of 12 test samples are shown in Figure 11e
(in red), which are the same as those shown in Figure 11d (in red). When the CV attention
is not added to the network, the final output feature vector F′′ comes from the last time
step of the CV LSTM. We calculate the cosine similarity values between the feature vectors
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Fi (i = 1, 2, 3) and F′′ for each test sample, and all the cosine similarity values of 12 test
samples are shown in Figure 11e (in cyan). From Figure 11e, we can deduce that the CV
attention further obtains a small amount of structural information from other time steps
of the CV LSTM, since the cosine similarity values in red are slightly smaller than those
in cyan.
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5.2. Influence of the Composition of Training Samples

When one training sample consists of multiple azimuthal images, both the azimuthal
interval between two adjacent images and the number of images affect the reconstructed
performance. In addition, the number of passes and training samples per pass can also
affect the reconstruction performance.

5.2.1. Influence of the Azimuthal Interval

All the images obtained from the first three passes are used as training samples,
and each contains three images with equal azimuthal intervals. The azimuth intervals
between two adjacent images are taken as 10◦, 30◦, 60◦, 90◦, and 120◦, respectively, and
then three mean metrics on the same test sample are listed in Table 7. The results show
that the reconstruction performance improves as the azimuthal interval increases. When
the azimuthal interval is changed from 10◦ to 120◦, the relative growth rates for mIoU and
mNC are 1.45% and 0.54%, respectively, and the relative reduction rate for mCD is 12.3%.
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The reason is that when the azimuthal interval is small, information redundancy exists
in these azimuthal features extracted from three images, and the overall information is
limited. However, when the azimuthal interval is large, CV LSTM can extract rich structural
features to improve 3-D reconstruction performance.

Table 7. Influence of the azimuthal interval.

Azimuthal Interval mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

10◦ 92.92 6.10 9.25
30◦ 93.32 5.85 9.26
60◦ 93.90 5.56 9.28
90◦ 94.10 5.41 9.29
120◦ 94.27 5.35 9.30

5.2.2. Influence of the Number of Images

The training samples are obtained from the first three passes, and each training sample
contains multiple images with an equal azimuthal interval of 10◦. The numbers of images
are taken as 1, 2, 3, and 4, respectively, and then three metrics for the same test sample
are listed in Table 8. The performance improves as the number of input images increases.
When the number is changed from 2 to 4, the relative growth rates on mIoU and mNC are
1.36% and 0.22%, respectively, and the relative reduction rate using mCD is 12.9%. This is
because when the azimuthal interval is fixed, there are more images, and richer structural
information can be extracted.

Table 8. Influence of the number of images.

Number of Images mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

1 91.94 6.81 9.24
2 92.78 6.26 9.24
3 92.92 6.10 9.25
4 93.19 5.93 9.26

5.2.3. Influence of the Number of Passes

Each training sample is fixed to contain three images with an equal azimuthal interval
of 120◦. The numbers of passes are taken as 1, 2, and 3, respectively, and then three metrics
for the same test sample are listed in Table 9. Although the reconstruction performance
gradually improves as the number of passes increases, this improvement is insignificant.
When the number is changed from 1 to 3, the relative growth rates of mIoU and mNC are
0.37% and 0.54%, respectively, and the relative reduction rate of mCD is 3.78%. The reason
is that when test samples in one pass can obtain sufficient information about the target,
much of the information from the other passes will become redundant. At this point, the
number of passes required for the network training can be reduced.

Table 9. Influence of the number of passes.

Number of Passes mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

1 93.92 5.56 9.25
2 94.08 5.47 9.27
3 94.27 5.35 9.30
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5.2.4. Influence of the Number of Sub-Apertures per Pass

The images from the first three passes are used as training samples. For each pass, we
uniformly downsample 36 sub-apertures into 6, 12, 18, and 36 sub-apertures, respectively,
and randomly choose the starting sub-aperture number. Then, we choose three images with
an equal azimuthal interval of 120◦ from these downsampled sub-aperture sequences as
one training sample. Obviously, under equal azimuthal intervals, the more sub-apertures
there are, the more training samples can be obtained. Table 10 lists three metrics for the
same test sample under different downsampling cases. The results show that the number of
sub-apertures per pass severely affects the reconstruction performance. When the number
is changed from 36 to 6, the relative reduction rates for mIoU and mNC are 1.52% and
0.86%, respectively, and the relative growth rate for mCD is 26.54%. This is because
fewer samples per pass provide less structural information for the target, leading to worse
reconstruction performance.

Table 10. Influence of the number of sub-apertures per pass.

Number of Sub-Apertures
per Pass

mIoU ↑
(×10−2)

mCD ↓
(×10−2)

mNC ↑
(×10−1)

6 92.84 6.77 9.22
12 93.69 5.50 9.28
18 94.16 5.79 9.30
36 94.27 5.35 9.30

5.2.5. Discussion About the Composition of One Training Sample

For the convenience of discussion, we define four cases. Case 1: Training samples
are from the first three passes, and each sample contains three azimuthal images with an
equal azimuthal interval of 120◦. Case 2: Training samples are from the first three passes,
and each sample contains four azimuthal images with an equal azimuthal interval of 10◦.
Case 3: Training samples are from the first pass, and each sample contains three azimuthal
images with an equal azimuthal interval of 120◦. Case 4: Training samples are from the
first three passes; the number of sub-apertures per pass is 12; each sample contains three
azimuthal images with an equal azimuthal interval of 120◦. Three metrics of the four
cases are shown in Tables 7–10, respectively, where the mIoUs and mCDs of four cases
are visualized in Figure 12. Comparing the metrics of Case 1 with those of Case 2, the
performance of the former is superior to that of the latter. This means that even if there
are fewer input images in a sample, the reconstruction performance may still be better
due to the larger azimuthal interval. Comparing the metrics of Case 2 with those of Case
3, the mIoU and mCD of the former are inferior to those of the latter. This means that
sufficient azimuthal information from a training sample helps reduce the number of passes,
thereby reducing the total number of training samples. Comparing the metrics of Case 2
with those of Case 4, the performance of the former is inferior to that of the latter. It also
indicates that a reasonable composition of one training sample can help reduce the number
of training samples.
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6. Conclusions
In this paper, we propose a SAR-tailored SFONet for reconstructed 3-D targets using

one or multiple 2-D images. It includes a basic network and one pluggable module. The
basic network can reconstruct a 3-D target from one azimuthal image. When the pluggable
module is added to the basic network, a refined 3-D target can be reconstructed from
multiple azimuthal images. The lightweight CV encoder module in the basic network
extracts features from CV SAR images, fully utilizing the characteristics of the SAR data.
The pluggable module, including CV LSTM and attention submodules, can extract and fuse
the structural features of the target from multiple azimuthal images. Furthermore, when
both the single-input and multiple-input modes of the SFONet coexist, we also propose a
two-stage training strategy to enhance the network performance, while improving training
efficiency. In the first stage, the basic network is trained. There is no blurring, since one az-
imuthal image corresponds to one 3-D ground truth. In the second stage, only the pluggable
module is trained. It can focus on extracting the structural information of the target from
multiple azimuthal images. Once the SFONet is trained, a small amount of echo data must
be collected to obtain 2-D images for the 3-D target reconstruction, reducing the hardware
burden of the data acquisition. Finally, we construct an experimental dataset containing
2-D images and 3-D ground truth utilizing the Gotcha echo dataset. The main experimental
conclusions are as follows: (1) The SFONet performs better than other deep learning-based
methods using one or multiple SAR images as the input. (2) The lightweight CV encoder
and the pluggable module effectively improve the 3-D reconstruction performance. (3) The
number of refinement iterations in the inference affects reconstruction quality and comput-
ing resource consumption, requiring a compromising choice. (4) A reasonable composition
of a training sample helps reduce the number of training samples. However, the SFONet
still suffers from overfitting when the number of training samples is very small. In the
future, we will investigate the 3-D reconstruction using few-shot samples.
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