

  Evaluation of Six Algorithms to Monitor Wheat Leaf  Nitrogen Concentration




Evaluation of Six Algorithms to Monitor Wheat Leaf Nitrogen Concentration







Remote Sens. 2015, 7(11), 14939-14966; doi:10.3390/rs71114939




Article



Evaluation of Six Algorithms to Monitor Wheat Leaf Nitrogen Concentration



Xia Yao 1,2,3, Yu Huang 1,2, Guiyan Shang 1,2, Chen Zhou 1,2, Tao Cheng 1,2,3, Yongchao Tian 1,2,3, Weixing Cao 1,2,3 and Yan Zhu 1,2,3,*





1



National Engineering and Technology Center for Information Agriculture, Nanjing Agricultural University, Nanjing 210095, China






2



Jiangsu Key Laboratory for Information Agriculture, Nanjing Agricultural University, Nanjing 210095, China






3



Jiangsu Collaborative Innovation Center for Modern Crop Production, Nanjing Agricultural University, Nanjing 210095, China









*



Author to whom correspondence should be addressed; Tel.: +86-25-8439-6598; Fax: +86-25-8439-6672.







Academic Editors: Yoshio Inoue, Pablo J. Zarco-Tejada and Prasad S. Thenkabail



Received: 30 April 2015 / Accepted: 27 October 2015 / Published: 10 November 2015



Abstract:

 The rapid and non-destructive monitoring of the canopy leaf nitrogen concentration (LNC) in crops is important for precise nitrogen (N) management. Nowadays, there is an urgent need to identify next-generation bio-physical variable retrieval algorithms that can be incorporated into an operational processing chain for hyperspectral satellite missions. We assessed six retrieval algorithms for estimating LNC from canopy reflectance of winter wheat in eight field experiments. These experiments represented variations in the N application rates, planting densities, ecological sites and cultivars and yielded a total of 821 samples from various places in Jiangsu, China over nine consecutive years. Based on the reflectance spectra and their first derivatives, six methods using different numbers of wavelengths were applied to construct predictive models for estimating wheat LNC, including continuum removal (CR), vegetation indices (VIs), stepwise multiple linear regression (SMLR), partial least squares regression (PLSR), artificial neural networks (ANNs), and support vector machines (SVMs). To assess the performance of these six methods, we provided a systematic evaluation of the estimation accuracies using the six metrics that were the coefficients of determination for the calibration (R2C) and validation (R2V) sets, the root mean square errors of prediction (RMSEP) for the calibration and validation sets, the ratio of prediction to deviation (RPD), the computational efficiency (CE) and the complexity level (CL). The following results were obtained: (1) For the VIs method, SAVI(R1200, R705) produced a more accurate estimation of the LNC than other indices, with R²C, R²V, RMSEP, RPD and CE values of 0.844, 0.795, 0.384, 2.005 and 0.10 min, respectively; (2) For the SMLR, PLSR, ANNs and SVMs methods, the SVMs using the first derivative canopy spectra (SVM-FDS) offered the best accuracy in terms of R²C, R²V, RMSEP, RPD, and CE, at 0.96, 0.78, 0.37, 2.02, and 21.17, respectively; (3) The PLSR-FDS, ANN-OS and SVM-FDS methods yield similar accuracies if the CE and CL are not considered, however, ANNs and SVMs performed better on calibration set than the validation set which indicate that we should take more caution with the two methods for over-fitting. Except PLS method, the performance for most methods did not enhance when the spectrum were operated by the first derivative. Moreover, the evaluation of the robustness demonstrates that SVM method may be better suited than the other methods to cope with potential confounding factors for most varieties, ecological site and growth stage; (4) The prediction accuracy was found to be higher when more wavelengths were used, though at the cost of a lower CE. The findings are of interest to the remote sensing community for the development of improved inversion schemes for hyperspectral applications concerning other types of vegetation. The examples provided in this paper may also serve to illustrate the advantages and shortcomings of empirical hyperspectral models for mapping important vegetation biophysical properties of other crops.




Keywords:


six algorithms; comparative analysis; number of wavelengths; leaf nitrogen concentration; monitoring accuracy; winter wheat








1. Introduction

In cereal crops, nitrogen (N) is the most important element for maintaining growth status and enhancing grain yield [1]. Therefore, the real-time, nondestructive and accurate monitoring of the nitrogen (N) concentration in crops has become a key technique for timely diagnosis of problems, precise fertilization and productivity estimation [2,3,4,5,6,7,8,9,10]. Remote sensing has been widely applied in recent decades to determine the biophysical and chemical parameters of crops [2,11,12]. Many forthcoming hyperspectral satellite missions will be dedicated to land and crop monitoring. Hence, there is an urgent need to identify next-generation bio-geophysical variable retrieval algorithms that can be incorporated into an operational processing chain.

Considerable progress has been made using multispectral and hyperspectral data acquired from ground and aerial platforms to estimate the N concentration of crops [8,13,14,15,16,17,18,19]. Existing reports indicate that in most previous work, the core wavelengths have first been determined and then used to construct a sensitive spectral index, as in the case of the continuum removal (CR) and the vegetation index (VI) method. The CR method can be used to effectively isolate individual absorption features of interest and estimate the chemical concentration in dried leaves [20,21,22]. However, one must determine the spectral range each time when the CR operation is performed, which results in unstable performance in monitoring of the chemical concentration of crops [23]. In addition to the CR method, various vegetation indices, such as the Normalized Difference Vegetation Index (NDVI), the Ratio Vegetation Index (RVI), the Soil-Adjusted Vegetation Index (SAVI), Modified Normalized Difference (mND), and the Photochemical Reflectance Index (PRI), have been widely used to characterize chemical concentration of plants because these indices have simple forms and are easy to calculate [10,12,24,25,26]. However, most researchers use only a limited number of wavelengths in specific spectral regions to calculate these indices and have not exploited the full spectrum information in hyperspectral data. In addition, many of these vegetation indices are strongly influenced by the soil background, resulting in soil-dependent VI-biophysical relationships. Linear regression models are typically analyzed based on individual input variables of the characteristic wavelength or vegetation index. Therefore, several researchers have suggested that multivariable input parameters should be considered when constructing such linear regressions.

Presently, the commercial instruments that are used to monitor crop N concentrations, such as ASD [27] and hyperspectral imager, are not suitable for future use on family farms or for individual users because of their high cost and relatively complex operational procedures. A number of other portable devices, such as the SPAD (650 and 940 nm) [28], can only work on a single leaf each time and therefore cannot be applied to large populations of plants. The LNC models that are currently developed with specific wavelengths on portable devices, such as the GreenSeeker (656 and 770 nm) and the Crop Circle (450,550,650,670,730, and 760 nm) [29,30,31], may not be accurately transferrable among ecological sites and crop varieties. For the development of instruments with lower manufacturing cost and higher accuracy, it is unclear how many input variables should be used and which type of regression algorithms offers the best stability and computational efficiency.

A comprehensive multivariable linear regression could be performed to establish N predictive models for modern crop production. Several studies have addressed various multivariate models, such as stepwise multiple linear regression (SMLR) and partial least squares regression (PLSR) [5,16]. The SMLR is likely to suffer from multicollinearity when applied to canopy hyperspectral data [32,33]. Grossman et al. [33] have found that the best wavelengths selected with SMLR might not be related to the absorption characteristics of the compounds of interest and do not produce consistent results between datasets. Hence, care should be taken when using SMLR to select wavelengths and estimate N concentration. Alternatively, the PLSR approach has been adopted to reduce the large number of measured collinear spectral variables to a few non-correlated latent variables (LVs), thereby avoiding the potential overfitting problems that are typically associated with SMLR [16,33].

A number of spectrometric studies have been undertaken concerning the estimation of the N content of plants using CR, vegetation indices (VIs), SMLR and PLSR [8,10,11,12,16,33,34]. These approaches use an inconsistent number of wavelengths to estimate the N concentrations or estimate the chlorophyll status. Apart from these linear regression methods, some recent studies have investigated non-linear regression methods from the machine learning field such as artificial neural networks (ANNs) and support vector machines (SVMs) [34,35].

To date, the performance, advantages and disadvantages of leaf nitrogen concentration (LNC) estimation for wheat crops using ANN and SVM algorithms remain unclear. Currently, the ANN method is widely used in remote sensing to predict vegetation parameters and crop yields [6,34,35]. However, it inevitably suffers from the overfitting problem. Fortunately, some researchers reported the SVM method resolves the problem of overfitting encountered when analyzing high-dimensional data [36] and has been used to soil moisture [37], hourly typhoon rainfall [38], long-lead stream flows [39], leaf area index, and leaf chlorophyll density [40,41]. These studies have shown that the SVM approach is preferable to the ANN approach for these applications because of its greater generalizability. In addition to the conventional application, ANN and SVM methods should be assessed in a comparative way in terms of their performance and potential for the estimation of wheat LNC.

Currently, the first derivative is often used to decompose a mixed spectrum and reduce the noise in the hyperspectral region [41,42]. Mauser and Bach [43] have concluded that derivative spectral indices are very sensitive to LAI. Yoder and Pettigrew-Crosby [4] have found that first-order derivative spectra are the best predictors of the N and chlorophyll contents of big-leaf maples grown under different fertilization treatments. Johnson and Billow [44] have examined Douglas fir needles grown using various fertilization treatments and also found the first-order derivatives of the fresh leaf spectra to be strongly correlated with the total N concentration. Many studies have demonstrated the potential of derivative spectra for estimating chemical concentrations of non-crop vegetation types. However, few studies have examined the performance of first-order derivative spectra with respect to the LNC of fresh wheat crop leaves.

To the best of our knowledge, no studies in the literature have provided an evaluation of all these methods and their predictive equations for wheat LNC using a large number of samples accumulated over nine consecutive years of field trial experiments with a total of 821 wide representatively samples. Moreover, previous evaluations have focused on the prediction accuracies and have not reported results on computational efficiency and complex level, which may be a serious problem when using hyperspectral imaging data. To address these research gaps, this study presents the results of a comparative assessment of six retrieval methods applied to in situ measurements acquired over eight years for seven varieties, four eco-sites, and 821 samples. The main objectives were (1) to evaluate the ability and performance of various linear (CR, VIs, SMLR and PLSR) and nonlinear (ANNS and SVMS) regression methods based on the original and first derivative spectra for LNC estimation; and (2) to determine which method, input variable and model could estimate the LNC in winter wheat with higher accuracy, better robustness, less time, and less complexity.



2. Materials and Methods


2.1. Design of Field Experiments

Eight field experiments were conducted over eight growing seasons, with four located in Nanjing (32°03′N, 118°42′E), two in Rugao (32°15′N, 120°38′E), one in Hai’an (32°32′N, 120°28′E) and one in Yancheng (33°29′N, 120°28′E) in Jiangsu Province of eastern China. The experimental variables included different N fertilization rates and different cultivars of winter wheat. Each experiment consisted of a randomized complete block design with three replications. For all treatments, sufficient Ca(H2PO4)2 and KCl were applied (150 kg·ha−1) prior to seeding. Crop management followed local standard practices for wheat production. Additional details regarding the experimental design are provided in Table 1.

Table 1. Details of the eight field experiments.


	Experi-ment(Exp.)
	Year
	Ecological Site
	Wheat Cultivar
	N Application Rates (kg·ha−1)
	Sampling Dates
	Number of Samples
	Data Function





	Exp. 1
	04–05
	Nanjing
	Ningmai 9, Yangmai 12, Yumai 34
	0, 75, 150, 225
	19 March, 13/26 April, 3/6/12/24 May, 1 July
	102
	Validation



	Exp. 2
	05–06
	Nanjing
	Ningmai 9, Yumai 34 Yangmai 12
	0, 75, 150, 225
	19 March, 13/26 April, 3/6/12/24 May, 1 July
	110
	Calibration



	Exp. 3
	06–07
	Yancheng
	Yanmai 4110
	0, 75, 150, 225 300
	23 April, 17 May
	103
	Calibration



	Exp. 4
	07–08
	Nanjing
	Ningmai 9
	90, 180, 270
	8/23 April, 17 May
	88
	Validation



	Exp. 5
	08–09
	Rugao
	Yangmai 13
	225, 275, 325
	6/22 April, 6 May
	120
	Calibration



	Exp. 6
	09–10
	Hai’an
	Ningmai 13
	0, 75, 150, 225
	6/22 April, 6 May
	122
	Calibration



	Exp. 7
	10–11
	Nanjing
	Yangmai 18
	150, 300
	2/14/26 April, 5/17 May
	93
	Validation



	Exp. 8
	12–13
	Rugao
	Yangmai 18, Shengxuan 6
	0, 100, 300
	14/26 April, 3 May
	83
	Validation












2.2. Measurements of Hyperspectral Reflectance

All canopy spectral measurements were performed using an ASD FieldSpec Pro FR2500 spectrometer (Analytical Spectral Devices, Boulder, CO, USA) [27]. This spectrometer was fitted with 25° field-of-view fiber optics operating in the 350–2500 nm spectral range with a sampling interval of 1.4 nm and spectral resolution of 3 nm between 350 and 1050 nm, and of 2 nm and 10 nm, respectively, between 1050 and 2500 nm. The spectrometer was equipped with three separate holographic diffraction gratings and three different detectors: VNIR (350–1000 nm), SWIR1 (1001–1800 nm), and SWIR2 (1801–2500 nm). Because the SWIR2 detector was influenced by water vapor in the field tests, the spectral response in the visible and near-infrared bands (350–1800 nm) was used to monitor the wheat LNC in this study. The measurements were conducted 1 m above the wheat canopy with a view diameter of 0.44 m under clear sky conditions between 10:00 a.m. and 2:00 p.m. (Beijing time). Measurements of vegetation irradiance were performed at five sample sites in each plot. Each sample consisted of an average of three scans at an optimized integration time. The resulting spectral file contained the continuous spectral reflectance data collected in 1 nm steps in the band region of 350–2500 nm. Panel irradiance measurements (two scans each) were performed before and after each vegetation measurement. The smoothing procedure of Savitzky and Golay [31], which uses a five-point moving window, was applied to preprocess the spectrum. After smoothing, the first derivative was calculated to eliminate background effects and reduce noise.



2.3. Determination of Leaf N Concentration

After each measurement of the canopy spectral reflectance, wheat plants from a 0.25 m2 area (two 0.5 m rows) were collected from each plot to determine their LNC values (%). For each sample, all green leaves were separated from the stems, oven-dried at 70 °C to constant weight, and then weighed. The dried leaf samples were ground, passed through a 1 mm screen, and stored in plastic bags for subsequent chemical analysis. The total N concentration in the leaf tissues was determined using the micro-Kjeldahl method.



2.4. Data Analysis

In this study, six different algorithms (CR, SI, SMLR, PLSR, ANN, and SVM) were comparatively analyzed using MATLAB (2010b).


2.4.1. Continuum Removal (CR)

The CR method was first applied to isolate individual absorption features of interest [21]. Based on the N-absorption characteristics, a local starting point (550 nm) and ending point (750 nm) were selected for CR analysis in this study. The selected region is primarily influenced by chlorophyll absorption, represented by an exponential function [23] that is used for the retrieval of biochemical and biophysical parameters [15,22,23]. Three CR parameters were used: (1) the band depth (BD); (2) the band depth ratio (BDR) and (3) the normalized band depth index (NBDI) [23]. These three CR parameters were calculated using the methods of Curran [27] and Mutanga [23,45].



2.4.2. Vegetation Indices (VIs)

Three types of vegetation indices, including the normalized difference vegetation index (NDVI, (Rλ1 − Rλ2)/(Rλ1 + Rλ2)), ratio vegetation index (RVI, (Rλ1/Rλ2)), and soil-adjusted vegetation index (SAVI, [1.5 * (Rλ1 − Rλ2)/(Rλ1 + Rλ2 − 0.5)]), were calculated using the presented equations for all possible two-band combinations in the full spectral range. Rλ1 and Rλ2 represent those spectral reflectances drawn from the full spectral range.



2.4.3. Stepwise Multiple Linear Regression (SMLR)

SMLR was first proposed by Chatterjee and Price [46]. Using SMLR to filter the independent variables and construct regression models is a good approach to the current problem. With y as the independent variable and x as the dependent variable, the result is a linear relationship between the independent and dependent variables. Then, the multiple linear regression models take the following form:
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(1)




where b0 is a constant term, ε is a regression coefficient, and b1, b2, …, bk are bands.


2.4.4. Partial Least-Squares Regression (PLSR)

The PLSR approach is a new type of multivariate statistical analysis algorithm that primarily considers a single dependent variable among the multiple variables of the regression model. In addition, PLSR is more effective under conditions in which the number of samples is fewer than the number of variables. Although the PLSR method is similar to principal component regression (PCR), PLSR actually involves decomposing both the spectra and the response variables simultaneously [47]. In this study, the spectral data were mean-centered before analysis, and the number of latent variables (LVs) was determined following the guidelines prescribed by Esbensen [48]. The optimal number of LVs was determined based on the relationship between the percentage variance captured by the model and the number of latent variables. With an increasing number of LVs, the percentage variance captured gradually changed, and the value indicated the optimal number of LVs. The basic PLSR methodology has been described in previous studies [46,49]. The objective of PLSR is to construct a linear model as follows:
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(2)




where Y is a mean-centered vector of a dependent variable, X is a mean-centered matrix of the independent variables, β is a matrix of regression coefficients, and ε is a matrix of residuals.


2.4.5. Artificial Neural Networks (ANNs)

Multi-layer perceptron networks constitute one of the most widely used types of neural networks in the remote sensing community [50]. A typical ANN is composed of various layers (an input layer, an output layer, and several hidden layers), and each layer contains a number of interconnected nodes and activation functions [7]. In this study, the optimum number of hidden layer nodes (HLNs) was determined based on the minimum value of RMSEP, and gradient descent with momentum was used to train the network using 5000 iterations.



2.4.6. Support Vector Machines (SVMs)

The SVM technique is a universal theory of machine learning originally developed by Vapnik and Cortes for pattern recognition and classification [51,52]. SVM regression models can map low-dimensional nonlinear input to high-dimensional linear output with good results. The SVM approach has many unique advantages in pattern recognition for small samples as well as nonlinear and high-dimensional cases. The kernel function is particularly important for SVM analysis. In this study, the sigmoid tanh kernel was used for SVM analysis, with the equation shown below (Equation (3)) [36]. The SVM parameters were selected based on the mean square error (MSE). The parameters with the lowest MSE in the SVM regression were considered the best.
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(3)




where k is a scalar and v is a displacement parameter.


2.4.7. Calibration and Validation

Six algorithms (CR, SI, SMLR, PLSR, ANN, and SVM) using different numbers of wavelengths were applied to construct models for monitoring the wheat LNC. The data from Exp. 2, 3, 5, and 6 were used as the calibration set because they contained a wider range of representative data, including a higher number of samples of different cultivars, more ecological sites and more growth stages. Exp. 1, 4, 7, and 8 were used as the validation set (Table 2). The fitness was evaluated from a 1:1 plot of the predicted and observed data.


Table 2. The statistical parameters of the calibration and validation sets for the wheat leaf nitrogen content (LNC).



	
Dataset

	
Number of Samples

	
Names of Cultivars

	
Ecological Sites

	
Minimum (%)

	
Maximum (%)

	
Mean (%)

	
SD

	
CV






	
Calibration (Exp. 2, 3, 5, 6)

	
456

	
Ningmai 9, Yumai 34, Yangmai 12, Yanmai 4110, Yangmai 13, Ningmai 13

	
Nanjing, Yancheng, Rugao, Hai’an Nanjing, Rugao

	
0.45

	
4.52

	
2.66

	
0.98

	
0.37




	
Validation (Exp. 1, 4, 7, 8)

	
366

	
Ningmai 9, Yangmai 12, Yumai 34,Yangmai 18, Shengxuan 6

	
0.98

	
4.29

	
2.92

	
0.77

	
0.26




	
All data

	
822

	
All of the above

	
0.45

	
4.52

	
2.78

	
0.87

	
0.32











The performances of all models were evaluated based on several statistical parameters, including the calibration R2 (R2C), the root mean square error of calibration (RMSEC; see Equation (4)), validation R2 (R2V), and the root mean square error of prediction (RMSEP). All calculations were performed using custom-written MATLAB (2010b) scripts. Higher values of R2C, R2V, and PDP and lower values of RMSEC and RMSEP indicated higher precision and accuracy of the model. The running time was calculated using MATLAB 10b, and the level of operating complexity was determined based on the algorithm used to construct the model and the number of wavelengths.
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(4)




where Yest,i is the estimated LNCi, Ymea,i is the measured LNCi, and n is the number of samples. RMSEP was also calculated using Equation (4).
The ratio of prediction to deviation (RPD) was calculated as follows:
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(5)




where SD is the standard deviation. A value of RPD > 2.0 indicates a stable and accurate predictive model, an RPD value between 1.4 and 2.0 indicates a fair model that could be improved by more accurate prediction techniques, and a value of RPD < 1.4 indicates poor predictive capacity [53].




3. Results


3.1. Changes in the Canopy Spectral Reflectance and Its Relationship with the LNC for Wheat

The Yumai 34 cultivar at the various N rates used in Experiment 3 is used as an example of the analysis of the spectral variations in Figure 1A. The results show that the reflectance decreases in the visible region with increasing N concentration because of the increased absorption of the pigments and increases in the near-infrared region because of the effects of moisture and leaf structure. Further analysis of the relationships between the LNC and the reflectance determined from the original and first derivative canopy spectra was also performed (Figure 1B). A negative correlation was found in the visible region (350–710 nm) for the original spectra, whereas a positive correlation was observed in the near-infrared range (710–1410 nm), which was regarded as a higher reflectance platform (R2 > 0.78, between 760 and 1100 nm). The first derivative canopy spectrum exhibited a strong correlation throughout a wavelength range that was similar to that of the original canopy spectrum but contained more prominent peaks.

Figure 1. (A) Canopy spectral reflectance under four N rates at booting for Yumai 34 in Experiment 3; (B) Correlation of the LNC with the original and first derivative spectra.
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3.2. Models for Estimating the LNC Based on Six Algorithms Using Different Numbers of Wavelengths


3.2.1. CR with One Wavelength

Figure 2A displays the original canopy spectrum, continuum line, and CR spectrum of Yumai 34 in the booting stage at an N rate of 150 kg/ha in Experiment 3. Figure 2B shows the correlation coefficients between the BD, BDR, and NBDI and the canopy LNC of the wheat. We found that the correlation coefficient between the BD and the canopy LNC exhibited a less distinct variation and that the correlation coefficients between the BDR and NBDI and the canopy LNC exhibited their lowest values between 550 and 750 nm. Figure 2B indicates that BD709, BDR713, and NBDI727 showed the highest correlations.

Figure 2. (A) The original spectrum, continuum line, and continuum-removed spectrum of Yumai 34 at the booting stage at an N rate of 150 kg/ha in Experiment 3. (B) Correlation coefficients between the band depth (BD), the band depth ratio (BDR), and the normalized band depth index (NBDI) and the LNC in the range of 550–750 nm.
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Table 3 shows the values of the BDR, BD, and NBDI along with those of R2C, RMSEC, R2V, RMSEP, and RDP for the LNC model. The three CR parameters indicate a good slope value for the 1:1 line and also require little running time. Among the three indices, BD709 was the most effective parameter because it yielded not only the highest precision on the calibration set but also had the highest accuracy on the validation set. NBDI727 was the least effective parameter because of its poor stability. Figure 3 shows a scatter diagram of the LNC values from the model obtained using BD709 from the original canopy spectra.

Figure 3. Calibration (A) and validation (B) of the model based on BD709 from the original canopy spectra.



[image: Remotesensing 07 14939 g003 1024]






Table 3. The best-performing LNC models based on the continuum removal (CR) parameters for the calibration and validation sets.



	
Band Range

	
Input Parameter

	
Calibration

	
Validation




	
Equation

	
R2C

	
RMSEC

	
R2V

	
RMSEP

	
RPD

	
CE (min)

	
CL






	
550–750

	
BD709

	
y = 0.823 × e2.056x

	
0.78

	
0.46

	
0.78

	
0.42

	
1.84

	
0.07 min

	
Low




	
BDR713

	
y = 0.536 × e2.588x

	
0.78

	
0.48

	
0.74

	
0.45

	
1.72

	
0.08 min

	
Low




	
NBDI727

	
y = 9.147 × e2.51x

	
0.76

	
0.54

	
0.71

	
0.49

	
1.56

	
0.07 min

	
Low






Notes: BD: band depth; BDR, band depth ratio; NBDI: normalized band depth index.












3.2.2. VI with Two Wavelengths

Figure 4 shows the coefficients of determination (R2) of the linear regressions between the LNC and the NDVI, RVI, and SAVI constructed from arbitrary two-band combinations based on the original and first derivative canopy spectra. The maximum R2C values for the NDVI, RVI, and SAVI based on the original canopy spectra were 0.830, 0.828, and 0.844, respectively, and those based on the first derivative canopy spectra were 0.858, 0.864, and 0.851, respectively. For the original spectra, the strongest correlation (R2 > 0.75) between the arbitrary two-band combinations and the wheat LNC was found in the visible and near-infrared ranges. For the first derivative canopy spectra, the best band combination (R2 > 0.75) was in the visible range. In the contour maps of the coefficient of determination (R2 > 0.5), more regions were identified based on the original canopy spectra than were identified based on the first derivative canopy spectra.

Figure 4. Contour maps of the coefficients of determination (R2 > 0.5) between the normalized difference vegetation index (NDVI), ratio vegetation index (RVI), and soil-adjusted vegetation index (SAVI) and the canopy LNC based on the original and first derivative canopy spectra.
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Based on the statistical parameters of R2C, RMSEC, R2V, RMSEP, and RDP for the calibration and validation sets and the spectrum principle, we selected the optimal wavelength and spectral index (Table 4). Table 4 shows that three types of VIS yielded better precision for the first derivative canopy spectra than for the original canopy spectra in the calibration set. The optimal wavelengths selected based on the NDVI, RVI, and SAVI were very similar. For the original spectra, the performance of SAVI(R1200, R705) was significantly better than that of NDVI(R1340, R700), which was very similar to that of RVI(R700, R1335). For the first derivative canopy spectra, the optimal wavelength combinations were observed between 695 and 700 nm in the visible range. According to a comprehensive evaluation of the calibration and validation performance, the SAVI obtained using the original canopy spectra performed best and exhibited good stability. In particular, the adjustable index L(L = 0.5) for the SAVI yielded superior results for the reduction of soil noise. Figure 5 shows a scatter diagram of SAVI(R1200, R705) and the validation performance on the original canopy spectra.

Figure 5. The relationship between SAVI(R1200, R705) and the wheat LNC (A); and the 1:1 relationship between the measured LNC and those estimated values based on SAVI(R1200, R705) (B).
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Table 4. The best-performing LNC models based on the vegetation indices (VIs) for the calibration and validation sets.



	
VI

	
λ1 (nm)

	
λ2 (nm)

	
Calibration

	
Validation




	
Equation

	
R2C

	
RMSEC

	
R2V

	
RMSEP

	
RPD

	
CE (min)

	
CL






	
NDVI

	
1340

	
700

	
y = 5.58x − 0.02

	
0.83

	
0.39

	
0.76

	
0.41

	
1.86

	
0.11

	
Low




	
RVI

	
700

	
1335

	
y = −5.63x + 4.69

	
0.83

	
0.39

	
0.76

	
0.40

	
1.95

	
0.10

	
Low




	
SAVI

	
1200

	
705

	
y = 8.72x + 0.10

	
0.84

	
0.38

	
0.80

	
0.38

	
2.01

	
0.10

	
Low




	
NDVI *

	
710

	
690

	
y = 3.59x + 1.38

	
0.86

	
0.36

	
0.72

	
0.51

	
1.53

	
0.11

	
Low




	
RVI *

	
700

	
695

	
y = 3.19x − 1.38

	
0.86

	
0.36

	
0.68

	
0.57

	
1.35

	
0.11

	
Low




	
SAVI *

	
710

	
695

	
y = 283.2x + 1.8

	
0.85

	
0.37

	
0.76

	
0.40

	
1.92

	
0.10

	
Low






Note: * vegetation indices calculated with the first derivatives of reflectance spectra.










3.2.3. SMLR with Multiple Wavelengths

The wavelengths selected by SMLR were 384, 492, 695, 1339, and 1369 nm for the original canopy spectra and 508, 681, 722, 960, and 1264 nm for the first derivative canopy spectra. The R2C values for the SMLR-OS and SMLR-FDS models were 0.869 and 0.855, respectively. The values of the statistical parameters for calibration and validation (R2C, RMSEC, R2V, RMSEP, and RDP) and the wavelengths selected are summarized in Table 5. The results show that SMLR based on the original canopy spectra offered a higher accuracy in the monitoring of the wheat LNC (R2C = 0.869, RMSEC = 0.353, R2V = 0.778, RMSEP = 0.390, RDP = 1.974); however, no significant difference was observed between the SMLR-OS and SMLR-FDS models. These two models could be expressed as follows:


Table 5. The best-performing LNC models based on stepwise multiple linear regressions (SMLR) for the calibration and validation sets.



	
Model

	
Selected Wavelengths (nm)

	
Calibration

	
Validation




	
R2c

	
RMSEC

	
R2v

	
RMSEP

	
RDP

	
CE (min)

	
CL






	
SMLR-OS

	
695, 1339, 492, 384, 1369

	
0.87

	
0.35

	
0.78

	
0.39

	
1.97

	
32.15

	
Middle




	
SMLR-FDS

	
722, 681, 1264, 508, 960

	
0.86

	
0.37

	
0.76

	
0.39

	
1.95

	
33.16

	
Middle






Notes: OS: original canopy spectra; FDS: first derivative canopy spectra.





	SMLR-OS model:



y = 1.941 − 92.315 * b384 + 122.732 * b492 − 55.338 * b695 + 8.591 * b1339 − 0.321 * b1369



(6)





	SMLR-FDS model:



y = 2.189 − 980.699 * bFD508 − 1034.799 * bFD681 + 303.223 * bFD722 + 195.538 * bFD960 + 451.419 * bFD1264



(7)







where b and bFD represent the reflectance of the original and first derivative wavelength spectra, e.g., b695 is the reflectance at 695 nm and bFD722 is the first derivative reflectance at 722 nm.




3.2.4. PLSR with All Wavelengths

Figure 6 shows the changes in the percentage variance captured with an increasing number of latent variables (LVs) using the original and first derivative canopy spectra. When the number of latent variables (LVs) was greater than five or seven for the original or first derivative spectra, respectively, the percentage variance captured by the model decreased only minimally. Therefore, we selected five and seven latent variables (LVs) for the PLSR analyses based on the original and first derivative canopy spectra, respectively.

Figure 6. Changes in the variance explained by the latent variables (LVs) based on the original and first derivative canopy spectra.



[image: Remotesensing 07 14939 g006 1024]







The results of the PLSR analyses are shown in Table 6. With all wavelengths used as input variables, the PLSR analysis based on the first derivative canopy spectra (FDS) demonstrated a higher estimation accuracy for the canopy LNC than did the analysis based on the original canopy spectra for both the calibration and validation sets, with statistical parameters of R2C = 0.908, RMSEC = 0.298, R2V = 0.815, RMSEP = 0.385, and RDP = 2.000. Figure 7 shows the results of predicting the LNC for winter wheat based on the calibration and validation sets using the PLSR-FDS model.

Figure 7. The 1:1 relationship between the measured LNC and those estimated values using the PLSR analysis on the first derivative canopy spectra (PLSR-FDS) model for the calibration (A) and validation (B) sets.
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Table 6. The best-performing LNC models based on partial least-squares regression (PLSR) for the calibration and validation sets.



	
Model

	
Input Variables

	
Calibration

	
Validation




	
LVs

	
R2c

	
RMSEC

	
R2v

	
RMSEP

	
RDP

	
CE (min)

	
CL






	
PLSR-OS

	
all wavelengths

	
5

	
0.85

	
0.37

	
0.81

	
0.35

	
2.22

	
6.10

	
High




	
PLSR-FDS

	
all wavelengths

	
7

	
0.91

	
0.30

	
0.815

	
0.39

	
2.00

	
5.50

	
High






Notes: OS: original canopy spectra; FDS: first derivative canopy spectra.










3.2.5. ANN with All Wavelengths

Figure 8 shows the changes in RMSEP as a function of the number of hidden layer neurons (HLNs). The results indicate that the value of RMSEP is lowest when the number of hidden neurons is equal to twelve. Therefore, we selected 12 as the optimal number of HLNs for the ANN analyses based on the original and first derivative canopy spectra.

Figure 8. Changes in RMSEP as a function of the number of hidden layer neurons (HLNs) for the original and first derivative canopy spectra.
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Table 7 shows the results of the ANN-based LNC models for both the calibration and validation sets. According to Table 7, when all wavelengths were used as input variables for the ANN analysis, the ANN-FDS model offered a higher estimation accuracy for LNC monitoring than did the ANN-OS model for the calibration set. However, for the validation set, the ANN-OS model exhibited higher estimation accuracy than the ANN-FDS model and the slope value for the ANN-OS model was closer to 1 than that for the ANN-FDS model. Overall, the model based on all wavelengths in the first derivative canopy spectra yielded the higher estimation accuracy for the calibration set (R2C = 0.987, RMSEC = 0.111), but for the validation set, it exhibited the lower estimation accuracy (R2V = 0.734, RMSEP = 0.512, RDP = 1.504). The difference in performance between the calibration and validation sets indicates that the ANN method appears to suffer from overfitting when many input variables are used.


Table 7. The best-performing artificial neural networks (ANNs) -based LNC models for the calibration and validation sets.



	
Inputs

	
Optimal Numbers of Neurons

	
Calibration

	
Validation




	
Input

	
Hidden

	
Output

	
R2C

	
RMSEC

	
R2V

	
RMSEP

	
RDP

	
CE (min)

	
CL






	
ANN-OS

	
1451

	
12

	
1

	
0.95

	
0.22

	
0.76

	
0.45

	
1.72

	
71.50

	
High




	
ANN-FDS

	
1451

	
12

	
1

	
0.99

	
0.18

	
0.73

	
0.51

	
1.50

	
67.20

	
High




	
ANN-PCA-OS

	
9

	
4

	
1

	
0.94

	
0.25

	
0.796

	
0.35

	
1.44

	
15.60

	
High




	
ANN-PCA-FDS

	
11

	
5

	
1

	
0.95

	
0.22

	
0.72

	
0.41

	
1.48

	
14.80

	
High






Note: OS: original canopy spectra; FDS: first derivative canopy spectra; ANN-PCA-OS indicates that we used PCA to select the primary factor and then used the PCA-derived factor to execute the ANN model.










3.2.6. SVM with All Wavelengths

Table 8 summarizes the performance of the SVM-based LNC models with different input variables. The results show that the SVM-based models using all wavelengths in the first derivative spectra demonstrated better performance on the calibration set; however, the SVM-OS model offered slightly better performance on the validation set, with slightly higher R2V and RDP values and a shorter running time. Figure 9 shows the 1:1 relationship between the measured LNC and those estimated using the SVM-FDS model for the calibration and validation sets.

Figure 9. The 1:1 relationship between the measured LNC and those estimated using the SVM-FDS model for the calibration (A) and validation (B) sets.
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Table 8. The best-performing support vector machines (SVMs)-based LNC models for the calibration and validation sets.



	
Model

	
Input Variables

	
Calibration

	
Validation




	
R2C

	
RMSEC

	
R2V

	
RMSEV

	
RDP

	
CE (min)

	
CL






	
SVM-OS

	
All wavelengths

	
0.96

	
0.21

	
0.80

	
0.38

	
2.05

	
20.34

	
High




	
SVM-FDS

	
All wavelengths

	
0.96

	
0.19

	
0.78

	
0.37

	
2.02

	
21.17

	
High




	
ANN-PCA-OS

	
9PCA

	
0.94

	
0.20

	
0.67

	
0.47

	
1.64

	
5.64

	
High




	
ANN-PCA-FDS

	
11PCA

	
0.92

	
0.27

	
0.55

	
0.57

	
1.36

	
5.76

	
High






Notes: OS, original canopy spectra; FDS, first derivative canopy spectra.











3.3. Evaluation and Comparison of the Robustness of the Six Algorithms

We compared the robustness of the six algorithms based on the statistical parameters R2C, RMSEC, R2V, RMSEP, CE and CL (Table 9). The results show that with an increasing number of wavelengths, the value of R2C increased from 0.78 for BD709 to 0.96 for SVM-FDS. However, the value of R2V did not exhibit a similar increase. The CR algorithms used only one wavelength and demonstrated the poorest performance on both the calibration and validation sets, although they also required less running time and had lower complexity. The SAVI(R1200, R705) method required only two wavelengths and offered better performance on both the calibration and validation sets (R2C = 0.844, RMSEC = 0.384, R2V = 0.795, RMSEP = 0.384, RDP = 2.005, and running time = 0.10 min). The SMLR-OS method used five wavelengths, whereas the PLSR-FDS, ANN-OS and SVM-FDS methods used all available wavelengths. Although PLSR-FDS demonstrated the best R2V performance on the validation set, with a value of 0.82, the errors in calibration and validation sets were higher than those for SVM-FDS. Therefore, the SVM-based method yielded a higher prediction accuracy than the other methods on the calibration set (R2C = 0.961, RMSEC = 0.193, R2V = 0.776, RMSEP = 0.382, RDP = 2.016, and running time = 21.17 min). In addition, we found that with an increasing number of wavelengths, the running time increased; the BD709 method exhibited the shortest running time (0.07 min), whereas the ANN-OS method required the longest running time (71.50 min), and the operational complexity also correspondingly increased. With regard to the slope of the 1:1 line, the SMLR-OS method yielded the smallest slope value, whereas the BD709 method produced the greatest slope value. The SVM-FDS and SAVI(R1200, R705) methods offered higher accuracy. However, SVM-FDS incurred a higher cost, as reflected in its use of multiple wavelengths, its higher complexity level, and its longer running time.


Table 9. The robustness evaluation of the wheat LNC models based on the six considered algorithms.



	
Method

	
Wavelengths (nm)

	
Calibration

	
Validation




	
R2C

	
RMSEC

	
R2V

	
RMSEP

	
RDP

	
CE (min)

	
CL






	
BD709

	
709

	
0.78

	
0.46

	
0.78

	
0.42

	
1.84

	
0.07

	
Low




	
SAVI(R1200, R705)

	
1200, 705

	
0.84

	
0.38

	
0.80

	
0.38

	
2.01

	
0.10

	
Low




	
SMLR-OS

	
695, 1339,492,384,1369

	
0.87

	
0.35

	
0.78

	
0.39

	
1.97

	
33.16

	
Middle




	
PLSR-FDS

	
All wavelengths

	
0.91

	
0.30

	
0.82

	
0.39

	
2.00

	
5.50

	
High




	
ANN-OS

	
All wavelengths

	
0.95

	
0.22

	
0.76

	
0.45

	
1.72

	
71.50

	
High




	
SVM-FDS

	
All wavelengths

	
0.96

	
0.19

	
0.78

	
0.37

	
2.02

	
21.17

	
High











We further categorized the samples using three grouping variables (variety, ecological site, and growth stage) to compare the robustness of the optimal LNC model algorithms (Table 10). The results show that the prediction accuracy was always improved with an increasing number of wavelengths for each of the three grouping variables. However, the CE and CL also substantially increased. The results also show that the six algorithms were suitable and robust for the Ningmai 9 and Shengxuan 6 varieties, with maximum R2V values of 0.86 and 0.88, respectively, and that the SVM-FDS algorithm offered the best overall performance, with a mean R2V value of 0.79 for all five varieties. However, a suitable algorithm could not be found for the Yangmai 12 and Yumai 34 varieties, for which the R2V values ranged from 0.65 to 0.80. These results demonstrate that the Ningmai 9 variety represents a generally adaptable variety and that the SVM-FDS method may be better suited than the other methods to cope with potential confounding factors for most varieties. Of the two ecological-site-based groups, Rugao yielded better results than did Nanjing for all six algorithms, with R2V values ranging from 0.80 to 0.90. The robustness of the PLSR-FDS and SVM-FDS methods was particularly strong; these methods were suitable for both ecological sites, with R2V values of 0.85 and 0.84, respectively. For the two growth-stage-based groups, the six algorithms all yielded better and more stable results for the stage of heading and anthesis, with R2V values ranging from 0.78 to 0.86. The statistical parameters indicated poorer performance in the stage of jointing and booting.


Table 10. Robustness of the LNC models based on the six algorithms when the samples are categorized using three grouping variables (variety, ecological site, and growth stage).



	
Grouping Variable

	
Algorithm

	
Sub-Group

	
Validation

	
R2V–RMSEP




	
R2V

	
RMSEP

	
CE (min)

	
CL






	
Variety

	
BD709

	
Ningmai 9

	
0.84

	
0.37

	
0.07

	
Low

	
0.47




	
Yangmai 12

	
0.73

	
0.38

	
0.07

	
Low

	
0.36




	
Yumai 34

	
0.80

	
0.28

	
0.07

	
Low

	
0.52




	
Yangmai 18

	
0.71

	
0.48

	
0.07

	
Low

	
0.23




	
Shengxuan 6

	
0.76

	
0.43

	
0.07

	
Low

	
0.33




	
SAVI(R1200, R705)

	
Ningmai 9

	
0.80

	
0.43

	
0.10

	
Low

	
0.37




	
Yangmai 12

	
0.75

	
0.41

	
0.10

	
Low

	
0.34




	
Yumai 34

	
0.75

	
0.36

	
0.10

	
Low

	
0.40




	
Yangmai 18

	
0.86

	
0.31

	
0.10

	
Low

	
0.55




	
Shengxuan 6

	
0.77

	
0.36

	
0.10

	
Low

	
0.41




	
SMLR-OS

	
Ningmai 9

	
0.83

	
0.47

	
16.23

	
Middle

	
0.36




	
Yangmai 12

	
0.67

	
0.40

	
15.21

	
Middle

	
0.27




	
Yumai 34

	
0.67

	
0.35

	
17.32

	
Middle

	
0.32




	
Yangmai 18

	
0.81

	
0.36

	
16.46

	
Middle

	
0.45




	
Shengxuan 6

	
0.77

	
0.38

	
15.35

	
Middle

	
0.39




	
PLSR-FDS

	
Ningmai 9

	
0.86

	
0.38

	
5.21

	
High

	
0.48




	
Yangmai 12

	
0.76

	
0.34

	
5.74

	
High

	
0.42




	
Yumai 34

	
0.67

	
0.32

	
5.32

	
High

	
0.35




	
Yangmai 18

	
0.81

	
0.36

	
5.21

	
High

	
0.45




	
Shengxuan 6

	
0.88

	
0.35

	
5.56

	
High

	
0.53




	
ANN-OS

	
Ningmai 9

	
0.85

	
0.44

	
65.23

	
High

	
0.41




	
Yangmai 12

	
0.78

	
0.44

	
64.32

	
High

	
0.34




	
Yumai 34

	
0.65

	
0.36

	
65.45

	
High

	
0.30




	
Yangmai 18

	
0.76

	
0.42

	
63.23

	
High

	
0.34




	
Shengxuan 6

	
0.77

	
0.55

	
62.89

	
High

	
0.22




	
SVM-FDS

	
Ningmai 9

	
0.84

	
0.40

	
19.21

	
High

	
0.44




	
Yangmai 12

	
0.79

	
0.36

	
18.32

	
High

	
0.43




	
Yumai 34

	
0.67

	
0.42

	
18.21

	
High

	
0.25




	
Yangmai 18

	
0.79

	
0.36

	
19.72

	
High

	
0.43




	
Shengxuan 6

	
0.87

	
0.35

	
19.32

	
High

	
0.52




	
Ecological site

	
BD709

	
Nanjing

	
0.76

	
0.42

	
0.08

	
Low

	
0.34




	
Rugao

	
0.80

	
0.41

	
0.08

	
Low

	
0.39




	
SAVI(R1200, R705)

	
Nanjing

	
0.78

	
0.40

	
0.11

	
Low

	
0.38




	
Rugao

	
0.85

	
0.34

	
0.11

	
Low

	
0.51




	
SMLR-OS

	
Nanjing

	
0.77

	
0.42

	
28.22

	
Middle

	
0.35




	
Rugao

	
0.86

	
0.37

	
12.32

	
Middle

	
0.49




	
PLSR-FDS

	
Nanjing

	
0.80

	
0.38

	
5.86

	
High

	
0.42




	
Rugao

	
0.90

	
0.31

	
5.30

	
High

	
0.59




	
ANN-OS

	
Nanjing

	
0.76

	
0.45

	
68.21

	
High

	
0.31




	
Rugao

	
0.83

	
0.45

	
62.20

	
High

	
0.39




	
SVM-FDS

	
Nanjing

	
0.77

	
0.41

	
19.98

	
High

	
0.36




	
Rugao

	
0.90

	
0.33

	
18.32

	
High

	
0.57




	
Growth stage

	
BD709

	
Jointing, Booting

	
0.73

	
0.40

	
0.08

	
Low

	
0.33




	
Heading, Anthesis

	
0.78

	
0.42

	
0.08

	
Low

	
0.36




	
SAVI(R1200, R705)

	
Jointing, Booting

	
0.75

	
0.37

	
0.11

	
Low

	
0.38




	
Heading, Anthesis

	
0.80

	
0.40

	
0.11

	
Low

	
0.40




	
SMLR-OS

	
Jointing, Booting

	
0.71

	
0.39

	
17.82

	
Middle

	
0.32




	
Heading, Anthesis

	
0.83

	
0.44

	
17.86

	
Middle

	
0.39




	
PLSR-FDS

	
Jointing, Booting

	
0.73

	
0.37

	
5.78

	
High

	
0.36




	
Heading, Anthesis

	
0.85

	
0.35

	
5.83

	
High

	
0.50




	
ANN-OS

	
Jointing, Booting

	
0.66

	
0.46

	
68.68

	
High

	
0.20




	
Heading, Anthesis

	
0.86

	
0.43

	
67.98

	
High

	
0.43




	
SVM-FDS

	
Jointing, Booting

	
0.75

	
0.36

	
18.79

	
High

	
0.39




	
Heading, Anthesis

	
0.85

	
0.49

	
18.89

	
High

	
0.36













3.4. Performance Comparison of the Best Models Identified in the Present Study with Previous Models

To determine whether the estimation models established in the present study based on the SAVI and SVM approaches were comparable to previously reported LNC models for wheat, all of the observed calibration and validation data considered in the present study were used to compare the performance of these models with those proposed in previous reports (Table 11, [54,55,56,57]). The results showed that the SAVI and SVM models not only exhibited better performance on the calibration set, with R2C values of 0.844 and 0.961, respectively, but also offered higher prediction accuracy on the validation set, with R2V values of 0.795 and 0.776, respectively. In addition, the RMSEC, RMSEP, and RPD values also demonstrated that the model based on the SASI exhibited higher stability and reliability. Therefore, the SAVI calculation is a potentially useful algorithm for monitoring wheat canopy LNC that offers almost identically high levels of prediction accuracy, stability, and complexity while requiring fewer wavelengths and less running time.


Table 11. Comparison of the SAVI(R1200, R705) and SVM approaches with previous models for LNC estimation.



	
Method

	
Equation

	
Calibration

	
Validation

	
Source




	
R2C

	
RMSEC

	
R2V

	
RMSEP

	
RPD






	
OSAVI

	
1.16*(R810 − R680)/ (R810− R680 + 0.16)

	
0.74

	
0.49

	
0.66

	
0.73

	
1.06

	
Rondeaux et al. (1996) [54]




	
ND705

	
(R750 − R705)/(R750 + R705)

	
0.79

	
0.44

	
0.73

	
0.42

	
1.83

	
Gitelson et al. (1994) [55]




	

	
(R924 − R703 + 2*R423)/(R924 + R703 − 2*R423)

	
0.79

	
0.42

	
0.72

	
0.45

	
1.71

	
Wang et al. (2012) [56]




	
mND705

	
(R750 − R705)/(R750 + R705 − 2*R445)

	
0.80

	
0.43

	
0.74

	
0.41

	
1.90

	
Sims et al. (2002) [57]




	
SAVI

	
1.5*(R1200 − R705)/(R1200 + R705 − 0.5)

	
0.84

	
0.38

	
0.80

	
0.38

	
2.01

	
This paper




	
SVM

	
-

	
0.96

	
0.19

	
0.78

	
0.37

	
2.02

	
This paper














4. Discussion


4.1. Wavelength Selection for the Six Algorithms

According to previous reports, the most informative feature bands may differ in different crop types and experimental conditions. Therefore, the selection and exploration of new key-wavebands is an important task in the field of the remote sensing of vegetation and has been performed for a number of different cases [16]. Further investigations are needed to identify consistent feature bands with wider applicability for the estimation of the N concentration in crops. In the present study, all possible two-wavelength combinations of hyperspectral indices throughout the entire spectral range of 350–1800 nm were considered in matrix form. Based on the R2and RMSE values and the absorption principle, we found that the wavelengths selected by the CR and VI methods were 690/695, 709/710, 700/705, 713/727, 1200, and 1335/1340 nm, which are predominantly located in the red-edge and near-infrared regions, as noted in many previous studies [16,17,26,58,59]. The selected wavelengths differed for the CR and VIs methods, perhaps because CR can be used to determine the absorbing positions of chlorophyll or carotenoids, whereas for the VI-based approach, the much more sensitive wavelength of N can be used because of the different calculation formulas for the two spectral indices. These wavelengths are suitable for estimating the canopy LNC because they are less sensitive to soil background and atmospheric effects and are strongly absorbed by plant chlorophyll and carotenoids for photosynthetic production and thus can be regarded as representative spectral wavelengths [60]. The corresponding spectral indices (BD709, BDR713, NBDI727, NDVI (R1340, R700), SAVI(R1200, R705), and NDVI (FD1340, FD700) were constructed for wheat LNC estimation, and these indices demonstrated good performance. Thus, these key wavelengths and indices should be regarded as new alternatives to the previously reported indicator wavelengths used to monitor the LNC of crop plants.

For the PLSR, ANNs, and SVMs algorithms, we used all wavelengths in the original and first derivative canopy spectra as input variables to select the best bands and input variable to construct the multivariate linear model for canopy LNC monitoring. When using the SMLR method, we chose five wavelengths from the original and first derivative canopy spectra to predict the wheat LNC. The selected wavelengths were 384, 492, 695, 1339, and 508 nm and 681, 722, 960, 1264 and 1369 nm, respectively. The wavelengths of 492 and 508 nm lie in the visible range and are often strongly absorbed by plant chlorophyll and carotenoids in green plants [42]. The wavelengths of 681, 695, and 722 nm lie in the red range and are sensitive indicators of the LNC and chlorophyll [16,17,26,58,59]. The wavelengths of 960, 1264, 1339, and 1369 nm are located in the shortwave infrared range and are indicators of proteins [27]. Atzberger [60] has reported that a close relationship exists between the N and chlorophyll concentrations as well as between the N and protein concentrations. Therefore, many researchers have used these relationships to monitor the LNC in crops based on crop canopy spectra [61].



4.2. The Reliability and Practicability of the Six Algorithms

The result indicated that the VIs are superior to the CR parameters for canopy LNC monitoring because of their good precision, high stability, shorter running time and lower level of operational complexity, similar to previous results [48]. Because the noise had little chance to cancel out when only two bands were used for modeling. Indeed, with this better index (SAVI(R1200, R705)) one band is still located on the near-infrared (1200 nm), however, the second band is located at 720 nm, and thus in the red-edge where the chlorophyll absorption is strongly reduced compared to the red wavelength. This increases the sensitivity of the index and explains the relatively good results obtained in this study. Another advantage for the VIs is that was used as a baseline approach. The advantage of the VIS method is that it is easily implemented in stand (image) processing software. However, using the VIs with only part of the available spectral information (i.e., two bands) resulted in a strong loss of predictive power, and the classical NDVI easily saturated explaining the poor performance of this widely used indicator.

For the SMLR, PLSR, ANNs, and SVMs methods, when all wavelengths were used as input variables, these models showed higher precisions than that of the SAVI(R1200, R705) model, which requires only two wavelengths, for LNC estimation on the calibration set in the following order: SVM-FDS > ANN-FDS > PLSR-FDS > SMLR-OS. However, their stability in terms of validation performance was generally not as good, with an overall ranking of PLSR-FDS > SAVI(R1200, R705) > SVM-FDS = SMLR-OS > ANN-FDS, which may have resulted from overfitting in the multiple regression methods. The advantage for the PLSR, ANNs, and SVMs was not easily saturated which explain the good performance, and demonstrates the potential of chemometric techniques for mapping some important biophysical variable. However, many software packages don’t yet include routines for calibrating and applying those models.

Among the six algorithms, as the number of wavelengths increased, the value of R2C also increased on the calibration set. However, the value of R2V on the validation set did not increase, indicating that the stability of all algorithms was not good, which is consistent with the results of a study by Qi [62]. In addition, the running times exhibited an increasing trend with an increasing number of wavelengths, with the BD method requiring the shortest and the ANN-based model requiring the longest running time; a corresponding increase in operational complexity was also observed. These results indicate that for the design of future portable spectrometer instruments with low cost and high accuracy for LNC monitoring, the SAVI approach may be the best choice. However, for the development of a software program executed by a computer, the SVM-based algorithm is a better selection.



4.3. The Applicability of the Six Algorithms to Different Groups of Samples

It is well known that statistical models developed for specific applications sometimes lack transferability to other sites with different vegetation or to other types of image or acquisition conditions [60,61]. Additional disadvantages of statistical models include the facts that they require a set of in situ data and that their robustness depends on the properties of these datasets (i.e., the number, quality and representativeness of the available reference samples), especially when extrapolated to other varieties, ecological sites, and growth stages [10,12,15,16,17,20,25]. However, statistical models offer certain advantages that promote their widespread use. For example, several of the cited statistical models are easy to apply. In addition, suitable software is often readily available [62,63,64]. This study was conducted on field experimental data acquired over nine consecutive years that included seven varieties of wheat, four eco-sites, and 455 samples in the calibration set and 366 samples in the validation set, corresponding to different N levels and growth stages. Through a systematic analysis, we compared the performance of the six algorithms. The selected samples were highly representative, and the findings may be applicable to other sites or similar crops, including the other crops.

The results presented here also indicate that the PLSR-FDS method and especially the SVM-FDS method may be better suited than the other methods to cope with potential confounding factors for most varieties. The SMLR-OS and ANN-OS methods exhibited the worst performance, as indicated by the fact that they yielded the lowest R2-RMSEP values and mid-to-high computational efficiency. In the future, the newly developed algorithms should be adapted to the Yangmai 12 and Yumai 34 varieties, which mostly showed the worst performance for all of the algorithms. Regarding to the differences among the six models at two ecological sites, the Rugao location yielded better performance than did the Nanjing location. This may have occurred because the data collected at the Nanjing sites contained more noise produced by clouds than that from the Rugao sites. However, this result should be confirmed in the future. The robustness of the PLSR-FDS method was sufficiently strong that it displayed good performance for both ecological sites, which is consistent with findings of previous studies conducted at various ecological sites [16]. Previous researchers have reported that LNC models tend to yield varying results at different growth stages, with better performance in the later growth stage [65]. In this paper, the six algorithms also exhibited better and more stable results in the later stage of growth than in the early stage. This may have occurred because of the noise generated by the soil background exposed by the open canopy during the early growth stage [14]. The relatively good LNC correlations that we observed suggest that the SVM and SAVI methods could be applied across different varieties, ecological sites and growth stages without extensive calibration.




5. Conclusions

In this study, we demonstrated the performance, advantages, shortcomings, and robustness of six statistical modeling approaches for wheat canopy LNC. The PLSR-FDS, ANN-OS and SVM-FDS methods yield similar accuracies with SVM-FDS as the best if the CE and CL are not considered, however, ANNs and SVMs performed better on calibration set than the validation set which indicate that we should take more caution with the two methods for over-fitting. Except PLS method, the performance for most methods did not enhance when the spectrum were operated by the first derivative. The prediction accuracy was found to be higher when more wavelengths were used, though at the cost of a lower CE. Moreover, the evaluation of the robustness demonstrates that SVMs method may be better suited than the other methods to cope with potential confounding factors for most varieties, ecological site and growth stage. However, when the estimation accuracy, the CE, the number of wavelengths, and the CL of each model are systematically considered for the design of hardware devices, the SAVI(R1200, R705) model is found to be the best option for estimating the LNC in wheat. Although it might generally be preferable to make use of the full spectral resolution, our study demonstrated that even with two spectral bands, it is possible to (locally) obtain very good results. Hence, it remains to be proven that the full wavelength spectrum contains substantially more information than do narrow-band vegetation indices.

The current study focused on the six most widely used algorithms for the considered task. The results of this study are of interest to the remote sensing community for the development of improved inversion schemes for hyperspectral applications concerning other types of vegetation using empirical models, such as mapping important vegetation biophysical properties of other crops. The examples provided in this paper may also serve as illustrations of the advantages and disadvantages of empirical models. Although statistical models have been developed and successfully applied across various growth stages, varieties and eco-sites, the use of these methods is not always possible. Those methods in this paper established for vegetation variable retrieval, which are frequently applied in terrestrial bio-physical products, proving a high potential of hyperspectral measurement in the future. Because our study was performed using a specific dataset, our findings necessarily have certain limitations in applicability. In order to develop accurate, robust and fast model with high reliability, practicability and applicability, the next step should be to confirm these findings for a broader range of species and environments. A simulation experiment based on synthetic spectra generated by physically-based radiative transfer model will be conducted. Physical accuracy estimates are mandatory and should be provided using comprehensive validation datasets collected on more various sites and varieties. Except parametric regression and non-parametric regression, the hybrid methods combine generic capability of physically-based methods with flexible and computationally efficient methods should be tested. What is more, the impact of feature selection and randomly generated noise should be considered to study the stability of the developed statistical models to unfavorable measuring conditions with different sites and varieties in the future. Additionally, the theoretical uncertainties of the biophysical parameter products should be analysis in the study. The associated uncertainty estimates also provide information on the success of transporting a locally trained model to other sites and/or observation conditions, which are not intended to replace true accuracy estimates, but instead provide complementary information.
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