
remote sensing  

Article

Quantifying Multi-Decadal Change of Planted Forest
Cover Using Airborne LiDAR and Landsat Imagery

Xiaoyi Wang 1,2, Huabing Huang 1,2,*, Peng Gong 1,3,4,*, Gregory S. Biging 2, Qinchuan Xin 5,
Yanlei Chen 2, Jun Yang 3 and Caixia Liu 1

Received: 27 November 2015; Accepted: 8 January 2016; Published: 14 January 2016
Academic Editors: Sangram Ganguly, Compton Tucker, Nicolas Baghdadi and Prasad S. Thenkabail

1 State Key Laboratory of Remote Sensing Science, Institute of Remote Sensing and Digital Earth,
Chinese Academy of Sciences (CAS), Beijing 100101, China; xiaoyiwangchina@gmail.com (X.W.);
liucx@radi.ac.cn (C.L.)

2 Department of Environmental Sciences, Policy & Management, University of California, Berkeley, CA 94720,
USA; biging@berkeley.edu (G.S.B.); yanleichen@berkeley.ed (Y.C.)

3 Ministry of Education Key Laboratory for Earth System Modeling, Center for Earth System Science,
Tsinghua University, Beijing 100084, China; larix@tsinghua.edu.cn

4 Joint Center for Global Change Studies, Beijing 100875, China
5 School of Geography and Planning, Sun Yat-sen University, Guangzhou 510275, China; xqcchina@gmail.com
* Correspondences: huanghb@radi.ac.cn (H.H.); penggong@tsinghua.edu.cn (P.G.);

Tel.: +86-10-6484-8730 (H.H.); +86-10-6278-8023 (P.G.)

Abstract: Continuous monitoring of forest cover condition is key to understanding the carbon
dynamics of forest ecosystems. This paper addresses how to integrate single-year airborne LiDAR
and time-series Landsat imagery to derive forest cover change information. LiDAR data were
used to extract forest cover at the sub-pixel level of Landsat for a single year, and the Landtrendr
algorithm was applied to Landsat spectral data to explore the temporal information of forest cover
change. Four different approaches were employed to model the relationship between forest cover and
Landsat spectral data. The result shows incorporating the historic information using the temporal
trajectory fitting process could infuse the model with better prediction power. Random forest
modeling performs the best for quantitative forest cover estimation. Temporal trajectory fitting with
random forest model shows the best agreement with validation data (R2 “ 0.82 and RMSE “ 5.19%).
We applied our approach to Youyu county in Shanxi province of China, as part of the Three North
Shelter Forest Program, to map multi-decadal forest cover dynamics. With the availability of global
time-series Landsat imagery and affordable airborne LiDAR data, the approach we developed has
the potential to derive large-scale forest cover dynamics.

Keywords: forest inventory; forest monitoring; Three-North Shelter Forest Program; afforestation;
time-series

1. Introduction

Terrestrial forest ecosystems play a key role in global carbon and hydrologic cycling, and
influence the climate system through biogeochemical processes [1,2]. Variation in forest cover has been
recognized as an important indicator to changes in ecosystem services and functions [3]. Continuous
monitoring of forest cover is essential for assessing forest growth condition and exploring effective
management strategies.

Earth observing satellites, such as the Landsat series, provide frequent and consistent large-scale
observations, which allow us to monitor land surface changes and supporting climate change
studies [4]. Early studies on change detection of forest cover using satellite data have largely been based
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on multi-date analysis [5,6]. To derive trend information of forest cover change while minimizing
inter-annual noise introduced by phenological differences, atmospheric interference, solar angle
variation and imperfection in geometric registration and radiometric calibration, recent studies tried to
detect forest cover changes using qualitative time-series analysis [7,8]. The ability to quantitatively
evaluate forest cover change over a relatively long time period at Landsat’s sub-pixel level is necessary
for detecting the time-series tendency of changes and for providing more straightforward and detailed
transient and perpetual information on the transition of forest ecosystems. However, one key challenge
is that references of forest cover is often missing when using optical satellite sensor alone in large-scale
studies [6].

LiDAR has proven suitable for measuring forest structural parameters and deriving forest cover
with high accuracy [9–14]. Airborne LiDAR could offer a wall-to-wall solution to mapping forest cover
at high spatial resolution. Owing to the high costs, the use of airborne LiDAR data is often limited in
both the spatial extent and time scale. Therefore, combining airborne LiDAR and Landsat imagery
provides an opportunity to take advantage of both data sources toward better mapping of forest cover
change. Recent studies have built models based on LiDAR measurements to derive canopy information
spatially; Chen et al. [15] adopted linear spectral mixture analyses at pixel scale. Ahmed et al. [16]
investigated the object-based model with Landsat-derived Tasseled Cap Angle and spectral mixture
analysis and demonstrated the optimum mean object size of 2.5 hectares. Sexton et al. [17] rescaled the
250-m MOderate-resolution Imaging Spectroradiometer Vegetation Continuous Fields to Landsat-scale
and calibrated with LiDAR data. With the free availability of long time-series Landsat imagery, more
efforts should be focused on the expansion on the time scale.

The Chinese government initiated the Three North Shelter Forest Program back in the 1970s,
which aims to plant trees to prevent desertification. The forest cover has been reported by the
government to increase thereafter in related areas, but the exact amount of the increased forest cover
remains controversial. The time-series quantification of forest cover would provide detailed monitoring
information. Joint use of LiDAR and Landsat time-series data could enable long-time monitoring over
large areas.

The objective of this research is to develop a new approach to map time-series sub-pixel forest
cover with Landsat and LiDAR data. We (1) integrate Landsat and LiDAR data for continuous sub-pixel
forest cover monitoring; (2) compare four statistical modeling algorithms for deriving forest cover; and
(3) provide LiDAR-based evidence for documenting forest cover change in the Three North Shelter
Forest Program area over the past three decades.

2. Study Area and Data

2.1. Study Area

The research was conducted for Youyu county in northwestern Shanxi province in China (Figure 1).
Youyu county is part of the Three North Shelter Forest Program in China. With continuous afforestation
and ecological constructions, Youyu has now become the “fortress oasis”. The forest cover of Youyu
was only 0.3% before the 1950s, and the desertification area caused by soil erosion accounted for 76.2%
of its total area. Residents of Youyu have started planting trees since the “Three North Shelter Forest
Program” was initiated. After decades of unremitting afforestation efforts, Youyu’s forest coverage
has increased substantially, and the ecological environment has been improved. Youyu, therefore,
represents an ideal case for forest cover studies to evaluate the Three-North Shelter Forest Program.

Youyu county is located in the forefront of Mu Us Desert, and is surrounded by mountains from
which flows the Cangtou River. In this region, the elevations are generally higher in the south than
in the north. The county of Youyu reaches a north-south extent of 67.7 km and east-west width of
45.7 km, with a total area of 1967 square kilometers.

Youyu has a monsoon-influenced, semi-arid continental climate, with warm humid summers,
and cold dry winters. The average elevation is about 1344 m. Due to its high elevation and dry
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winter climate, monthly average temperature ranges from ´14.4 ˝C to 19.5 ˝C in January and July,
respectively. The annual precipitation is 410 millimeters, three-fourths of which occurs from June
through September.
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Figure 1. Youyu county in Shanxi Province, China. The imagery represent a false-color composite of
one Landsat image acquired on 10 July 2009.

2.2. Data Collection and Preprocessing

2.2.1. Airborne LiDAR Data

Airborne LiDAR data were acquired during 19 to 28 September in 2009 with a Leica ALS60 laser
system at an altitude of approximately 1000 m. The system was equipped with Multiple Pulses in Air
(MPiA) technique, such that high density data can be obtained when flying at a high altitude.

The lateral overlaps of flight lines were set at least 5% on each side. The LiDAR sensor operated
at a wavelength of 1064 nm. The recorded data have a nominal pulse spacing of 1.45 m and a point
density of 0.46 pulses per m2. Up to four returns per pulse were recorded.

2.2.2. Landsat TM and ETM+ Imagery

Our study area is covered by one Landsat path 34 row 32. We downloaded the Landsat time-series
stacks between 1986 and 2013 over the study region from the United States Geological Survey
(USGS) data archive, as is shown in Table 1. The downloaded data are terrain corrected as level
1T (L1T) products. Radiometric calibration and atmospheric correction were performed and the
surface reflectance were acquired with Landsat Ecosystem Disturbance Adaptive Processing System
(LEDAPS) [16].

To screen clouds and cloud shadows, we preprocessed the Landsat imagery using the FMASK
algorithm [17]. To reduce the influences of vegetation phenology and illumination geometry on surface
spectral reflectance, only images acquired during the growing season (defined as early May to late
September) were used in analysis. There may still exist some phenology difference within these days,
it will be further reduced with Landtrendr algorithm [8], details can be find in Section 3.2.2. There are
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no cloud-free images available for the years of 1988, 1991, 1992, 1996, and 1997. To ensure a high
level of co-register accuracy, LiDAR data was co-registered with Landsat image in 2009. We selected
35 ground control points and performed a second-order polynomial transformation and nearest
neighbor resampling. Results showed a root mean square error (RMSE) of 0.63 m.

Table 1. Landsat imagery information.

Year Julian Day Day/Month Year Julian Day Day/Month

1986 159 9 June 2003 190 10 July
1987 258 16 September 2004 241 29 August
1989 199 19 July 161 10 June

215 4 August 2005 251 9 September
1990 138 19 May 187 7 July

234 23 August 2006 166 16 June
1993 258 16 September 2007 153 3 June
1994 181 1 July 2008 244 1 September
1995 264 22 September 260 17 September
1998 181 1 July 2009 190 10 July
1999 267 25 September 2010 193 13 July
2000 206 25 July 2011 228 17 August

182 1 July 2012 239 27 August
2001 152 2 June 2013 177 27 June
2002 235 24 August 257 15 September

2.2.3. Field Experiment Data

The field experiment was carried out in 78 plots, each plot with the size of 30 m ˆ 30 m. To reduce
the location error, the location of each plot was determined according to the pixel center location of
Landsat image in 2003. Within each plot tree stands share similar structure, and differentiate from its
neighborhood plots. The sampling is designed to avoid spatial autocorrelation. The coverage of each
plot was surveyed during 2003–2004 by line intercepts method [18], with an interval of 1 m, and only
counted tree heights greater than 3 m.

3. Method

Our approach mainly includes four steps. The first step involves extracting the referenced
sub-pixel forest cover from LiDAR data. By “sub-pixel forest cover”, we refer to evaluating the
percentage of forest within each 30 m resolution Landsat pixel. The second step builds the trajectory
Landsat spectral data with the Landtrendr noise reduction and fitting method. The third step is
to build the statistical relationships between sub-pixel forest cover and Landtrendr fitted spectral
data, as well as original Landsat spectral data. Lastly, we predict forest cover for other years using
the derived models. The process flowchart was represented in Figure 2. Four steps were shown in
different background.

3.1. Extracting Reference Forest Cover

Sub-pixel forest cover in 2009 was extracted from LiDAR as the reference for forest cover
evaluation over time. Since a high accuracy forest cover dataset could lay a better foundation for
subsequent modeling, our strategy is to identify the forest area according to land cover dataset and
maximum height, and then calculate the forest cover with a Beer’s Law modified model [19].

Non-vegetated areas, including impervious, water, and agriculture areas, were masked out from
the raw LiDAR point cloud with a 30 m resolution global land cover dataset named Finer Resolution
Observation and Monitoring-Global Land Cover (FROM-GLC) [19]. FROM-GLC that covers our study
area was built based on Landsat TM imagery of 2009. The classification results in terms of vegetation
and non-vegetation areas were considered satisfactory in our visual inspection of Landsat imagery.
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Since this study was designed to detect forest cover change, we excluded areas occupied by
short vegetation such as shrub and grass. Following previous studies, forests are defined as area
with tree heights greater than 3 meter [20]. To derive the digital elevation model (DEM) and canopy
height model (CHM), the raw LiDAR point cloud was processed with RiSCAN PRO 2.0 software
package (Riegl GmbH, Horn, Austria), which incorporated a multi-level iterative terrain filter [21].
If the maximum height within a Landsat pixel is less than 3 m, we consider the pixel is dominated
by short vegetation and exclude the corresponding Landsat pixel for analysis. DEM data would also
assist to further separate the canopy and below-canopy LiDAR point cloud.
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Figure 2. Flowchart for the sub-pixel forest cover process.

For the forested area, forest cover (FC) can be calculated by dividing the number of returns
above a height threshold (h) by the total number of returns for each Landsat pixel within a 30-m
resolution. In this research, we adopted a derivative model [19] based on Beer’s law to extract forest
cover reference in 2009. The potential two-way transmission loss of pulse energy was taken into
account for intermediate or last returns in this LiDAR-based model. This model is less sensitive to
sensor pulse repetition frequency and canopy height and, as a result, the least amount of calibration
was required when applied to large areas with varied forest types. The model has shown to provide
accurate forest cover as a basis for further analysis. In this model, the forest cover can be expressed
as follows:
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In the equation above,
ř

IGround represented the sum of all intensity below canopy, which was
determined by the canopy height threshold (see below). ITotal was the intensity of all returns including
single, first, intermediate, and last returns. The calculated reference forest cover in 2009 was shown in
result Section 4.1. In agreement with the global definition of forest, pixels with forest cover exceeding
ten percent were reserved [22].

A height threshold was involved in the model to separate the ground and canopy point.
This model parameter could vary with forest type and local forest condition. Ahmed and Smith
employed 1.50 m and found that the results performed reasonably well [16,23]. In this study, we
defined the threshold by the transition zone between the forest over-story and under-story where the
least number of LiDAR returns were detected. We counted the number of returns in each vertical layer
using voxel statistics with an interval of 0.1 m, and determined the appropriate threshold as 1.4 m,
details can be found in supplementary Figure S1.

A stratified sampling [24] was applied to the referenced data to diminish the uncertainty of
the training sample and auto-correlation. The dataset was ordered according to descending forest
cover values and was split into 20% percentiles. We randomly selected half of the sample within
each percentile.

3.2. Temporal Trajectory Construction

3.2.1. Spectral Indexes Extraction for the Time-Series Trajectory

A suite of spectral indexes were extracted from Landsat time-series imagery between 1986 and
2013. Each spectral index was used to build temporal trajectories for each Landsat pixel and construct
empirical models with sub-pixel forest cover from LiDAR data.

We used four vegetation indexes: Normalized Difference Water Index (NDWI) [25], Normalized
Burn Ratio (NBR), Normalized Difference Vegetation Index (NDVI), and Enhanced Vegetation Index
(EVI). NDWI has been interpreted as an indicator of changes in water content of plant canopies, and
has been used to detect forest changes [26]. NBR represents the vegetation condition and is sensitive to
forest disturbance [27]. NDVI is a widely used measure of live green vegetation, and EVI complements
NDVI in vegetation studies by improving the ability of forest change detection [28].

We also used five indexes based on the tasseled-cap transformation [29]: tasseled cap brightness
(TCB), greenness (TCG), wetness (TCW), tasseled cap distance (TCD), and tasseled cap angle (TCA).
As the names indicated, TCB, TCG, and TCW contain significant information for background
reflectance, green vegetation, and wetness. TCD describes vegetation structure and composition.
TCA is related to the proportion of vegetation cover within a Landsat pixel [30].

3.2.2. Temporal Fitting of Spectral Indexes Trajectories

The forest cover time-series trajectories mainly depend on its history (plantation, disturbance,
and recovery). So, for each spectral index described above, we took temporal factors into account
and processed the time-series trajectories with LandTrendr, a temporal segmentation and smoothing
algorithm developed by Kennedy [27]. By reducing the inter-annual noise introduced by atmospheric
condition, solar angle, phenology, and imperfection in geometric registration and radiometric
calibration, LandTrendr was able to capture the short-term changes and maintain the long-term
trends related to disturbance and recovery. As a result, the algorithm outperformed the single-date
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evaluation [31] or two-date change assessment [30,32] in previous studies, and could improve forest
cover estimation at any given point along the temporal trajectory and enhance the forest cover change
detection capability.

The spectral trajectory for each forest pixel was identified as a series of sequential straight-line
segments. LandTrendr algorithm removed singular value according to the consistency before and
after the singular value year, and extracted up to six straight-line segments to simplify the temporal
trajectory of the Landsat time series at each pixel location. Then a fitting algorithm was applied to each
segment, not only to minimize the noise coming from those aforementioned factors, but also capture
the changes during all the time periods.

Briefly, the LandTrendr algorithm identified the time-series spectral trajectory as a series of
sequential lines. As a result, a stack of near yearly-fitted spectral index images were obtained, and
those spectral values directly taken from the fitted line were put into the forest cover estimation model
as predictors. Since the first or the last year lacks part of the neighborhood information, it was difficult
to detect the singular value. Therefore, we only detected forest cover change from 1987 to 2012, and
neglected information from 1986 (the first year) and 2013 (the last year).

3.3. Forest Cover Modeling

We compared the result using original Landsat spectral indexes and temporal trajectory fitted
spectral indexes with four types of forest cover statistic modeling algorithms. The used modeling
algorithms include a stepwise linear regression (SLR) model and three machine-learning algorithms,
including quantile regression neural network (QRNN), support vector machine (SVM), and regression
tree random forest (RF).

SLR builds the multiple linear regressions between sub-pixel forest cover and Landsat spectral
indexes iteratively using a stepwise method. For each iteration, the model is improved by adding the
independent variable with the most predictive power and removing the insignificant independent
variables. SLR has been used in a variety applications such as biomass estimation and wetland
inundation mapping [33,34].

QRNN is the analog of linear quantile regression in the field of artificial neural network. The model
uses a finite smoothing algorithm and searches for the optional left censoring, which is suitable for
mixed discrete-continuous prediction (such as precipitation). The number of hidden nodes was set to
four, and the hidden layer transfer function was defined as sigmoid to get the nonlinear model.

SVM attempts to determine a hyperactive plane to implement the structural risk minimization.
We utilized the radial basis function (RBF) kernel with the C-SVM classifier in “caret” provided in
R [35]. The particle swarm optimization (PSO) method was adopted to select the parameters. γ is
the kernel parameter which defines the influence of a single training example and is set in the range
of 0.01–1000. stands for the parameter for the marginal cost function, and was set in the range of
0.25–1024. All variables were scaled from ´1 to 1 to speed up convergence of the regression and
improve the estimation accuracy.

RF has shown good performance in vegetation height mapping [36], land cover mapping [37–39],
and biomass estimation [40]. In construction of the regression trees, random forest utilized different
bootstrap samples of data and changed how the regression trees are constructed as well. The node
of trees is split by randomly choosing the subset of forest cover predictors and selecting the best of
these. The RF algorithm is robust against over fitting and performs well relative to other classifiers [41].
Two parameters need to be settled including numFeatures, which means the number of features to be
randomly selected at each node, and numTrees that means number of trees generated. We employ the
suggested value of numFeatures as one third of number of features, and the numTrees was set to 500
considering the limitation of computer memory [36].

Although RF and SVM is naturally resistant to non-informative predictors, non-informative
predictors can negatively affect some models [42]. We checked the importance of each variables as
mean decrease in accuracy with the out of bag (OOB) samples [43]. All four methods represent similar
patterns, and most of the variables play a relatively important role in each model, details can be
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found in the supplementary Figure S2. Then, for each regression method, the backward elimination
approach was adopted, and the least important variable was thrown out until the out-of-bag prediction
accuracy dropped [44]. Six out of nine variables were chosen. EVI, TCD, and TCW were discarded in
further analysis.

3.4. Validation and Uncertainty Analysis

The k-fold and leave-one-out cross-validations were utilized to estimate the uncertainty of forest
cover models.

The uncertainty of forest cover evaluation induced by uncertainty in predictors and model
structure could be obtained from whole number of prediction with finite samples and estimated by
the standard deviation of the k-fold cross-validation. In this study, ten-fold cross-validation was
used. In addition, we randomly selected 5% of the entire sample as validation sample to evaluate the
performance of forest cover model with scatter plots.

To assess if the forest cover model built with 2009 data was applicable to other years, the model
was directly applied to the fitted Landsat spectral indexes for 2003 (as described in Section 3.2).
Results were then evaluated with the Forest Management Inventory Data.

The performance of those regression models was evaluated in accordance with R2, root mean
square error (RMSEs), and mean error (ME). The optimal regression model with the lowest RMSE was
employed to predict forest cover for all available years of data.

4. Results and Discussion

4.1. Performance of Forest Cover Regression Models in 2009

The sub-pixel forest cover for the LiDAR measured year in 2009 were shown in Figure 3. The result
were extracted from airborne LiDAR data using the Beer’s Law modified method. Non-vegetation
area masked from FROM-GLC dataset were shown in white.
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Four forest cover regression models were evaluated according to the R2, RMSE and ME in Table 2.
We compared the result with original spectral indexes (O) and temporal trajectory fitting (F).

Notably, predictors with time-series processing outperform the original spectral indexes for each
regression model in varying degrees.

As can be seen from the comparison of modeling results in Table 2, the SLR model performed
poor with R2 of 0.59. SLR assumes a global linear relationship between the spectral indexes and forest
cover, which may not be suitable for forest cover modeling. The use of non-linear regression may be
more appropriate.

Although QRNN did not perform as well as expected in terms of its R2 value (0.65), the model
achieved a relatively low RMSE of 7.84. We assume that the result is due to the lack of efficient tuning
for better model parameters.

Table 2. Modeling comparison with different algorithm in 2009. The comparison was performed with
original spectral indexes (O) and temporal trajectory (T), separately. SD stands for standard derivation.
The best results were marked in bold.

Results with Ten-Fold Cross-Validation

R2 RMSE SD_R2 SD_RMSE ME

SLR
O 0.50 9.29 0.034 0.34 ´0.006
T 0.59 8.48 0.027 0.17 ´0.002

QRNN
O 0.54 8.75 0.033 0.29 ´0.021
T 0.65 7.84 0.022 0.29 ´0.042

SVM
O 0.68 7.47 0.034 0.37 ´0.746
T 0.73 6.08 0.024 0.32 ´0.486

RF
O 0.72 7.26 0.026 0.32 0.033
T 0.82 5.19 0.015 0.20 ´0.010

With respect to the SVM method, it achieved acceptable RMSE and R2 values, but its standard
deviation and ME values were the greatest among the four methods.

Random forest, on the other hand, generated well-predicted forest cover in terms of both RMSE
and R2 values. RF regression has the ability to recognize complex non-parametric relationships.
As a result, random forest is robust to the shortage of reference data. Furthermore, the impact caused
by the distribution and uncertainty of training sample would be reduced because of its bootstrapping
strategy [34].

Based on the ten-fold cross validation results, we further investigated the performance of RF
through scatter plots in Figure 4. To show the distribution of validation data, we set aside five percent
of the random sample to use as a training set. The validation was performed 10 times. The regression
line revealed that the predicted results fit well with the cover calculated from LiDAR data.

Compared to the time-series fitted model in Figure 4, the RF model based on single-date Landsat
data (Figure 4b) performed relatively well with an R2 “ 0.72˘ 0.026 and RMSE “ 7.26% ˘ 0.320%.
Including the temporal trajectory fitting process (Figure 4a) for the RF model substantially improved
the overall performance (R2 “ 0.82 ˘ 0.015 and RMSE “ 5.19% ˘ 0.204%). The fitted spectral
indexes incorporating the historic information infuse the model with better prediction power and
yield better results of lower bias and higher correlation, which was confirmed by Powell et al. [30]
and Sulla-Menashe et al. [45]. The uncertainty assessed by standard derivation of the ten-fold
cross-validation, indicates that the uncertainty of the original spectral indexes is larger by one-third
than with the temporal trajectory fitting approach. The scatterplots revealed an improvement in
the prediction particularly in the high and low forest cover range, increasing the dynamic range of
the predictions.
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Compared with a global, Landsat-based tree cover dataset [17] produced by rescaling of
MODIS VCF with a piecewise linear function, our result performed well for high forest cover range.
The rescaling result retained the saturation artifact of the MODIS VCF at greater than or equal to 80%
tree cover, and shown negative bias at high cover [46]. Since no LiDAR data available to calibrate
result in China, the rescaling result appears problematic when checked at the local scale, with the
maximum forest cover of 29% in 2000 for our study area.Remote Sens. 2016, 8, 62 10 of 15 
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4.2. Performance of Trajectory Landsat Imagery in Forest Cover Mapping

With respect to modeling algorithms, RF with temporal-trajectory fitted spectral indexes performs
the best in terms of coefficient of determination (R2) and prediction errors (RMSE), and RF was chosen
to predict the forest cover for all Landsat imagery available each year.

The results in Figure 5 shown that the forest cover model predict forest cover along the temporal
trajectory effectively. By coupling LiDAR analysis with Landsat spectral indices, this allowed us to
estimate crown closure over time. In the following discussion, this model was applied to all available
years to extract time-series forest cover condition and forest cover change.
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4.3. Forest Cover Change

Forest cover changes were obtained from 1987 to 2012 as shown in Figure 6. Extrapolating to the
county-level, the average forest cover represents a significant increase from the 1987 estimate of 15.5%
to the 2012 estimate of 37.8%, under the combined change of natural forest and plantation. This finding
agrees well with the results of Liu and Gong [47].

The plantation and native forest area were separated with visual inspection of high-resolution
images in Google Earth. The plantation area represents a regular pattern while native forest is naturally
spread and not thickened, which shows natural and irregular pattern. The plantation was mainly
implemented in the center of Youyu county along the Cangtou River, thus largely promoting the
accumulation of forest cover. As can be seen from Figure 6a,d, forest cover in these plantation areas
increases dramatically. Nonetheless, forest cover in the southwest area (shown in Figure 6c) stays the
same, and tree crown does not show significant growth.
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The native forest represents different pattern was shown in Figure 6b, the difference is probably
due to various water-heat combinations [48].
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We then examined successive forest cover trends across the time series, revealing the status and
change along the time. As can be seen from Figures 7 and 8 forest cover during the designated period
revealed different trends.
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For the plantation area shown in Figure 6d, forest cover was on a constant rise as illustrated in
Figure 7. The dynamics of forest cover over time resembles a logistic (S-shaped) growth curve, which
agree with the results of managed forest by Dewar and Roderick [49]. After 20 years of growth, the
growth rate slows down when resources are limited, and forest cover reaches a stable level. This growth
period is roughly consistent with the local response to the national policy of “Three North Shelter
Forest Program” for Shanxi Province. For mature forest, with the stand age of 20 to 30 years for
aspen [50], additional research is suggested on the mortality of trees for the next 5 to 10 years and the
corresponding strategy to deal with the anticipated mortality, as in investigated by Esseen et al. [51],
and Monserud [52] for the old-growth forest.

For the native forest area shown in Figure 6b, various patterns could be detected. This is
area where crown cover is being established. Figure 8a,b, represent two different patterns of forest
cover—decreasing or fluctuating. For the cover loss area, there is a slow increase before 1998, which
gradually drops afterwards. Although a decease was detected, it remains relatively high in coverage.
For the area whose crown cover fluctuates, additional research is suggested on the driving factor for
the variation in forest cover, as is presented by Crowther et al. [53].
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4.4. Limitations

In many areas of China, there was a lack of Landsat imagery in the 1990s. In addition to the
Landsat 7 ETM+ gaps caused by the failure of the Scan Line Corrector (SLC), cloud and its shadow
make it even harder to obtain sufficient images for each year. Adding the Landsat MSS dataset would
also be helpful to lengthen the temporal detection period, while the comparability introduced by
system-inherent differences should be further examined.

As can be seen from Figure 7, plantation follows a logistic S-shaped curve. The logistic curve
can be approximated fairly well by several straight-line segments. However, there is still room for
improvement in fitting the model and in automatic parameter selection. A series of piecewise logistic
functions can be used to represent intra-annual vegetation dynamics, as the previous study applied to
MODIS time series data [54]. When applied to global scale, a method should be processed without
setting thresholds or empirical constants [55].

The sampling strategy would violation of independence of the data [16], and sample size would
influence the regression result [40]. More efforts should focused on the design of sampling.

5. Conclusions

Deriving historical and up-to-date forest cover information is important for forest management
and monitoring. In this research, we developed a new approach to map time-series sub-pixel forest
cover with Landsat and LiDAR data, and we further evaluated this method for deriving change
information in forest cover in the Northeastern China county of Youyu.

Our results show that the inclusion of the Landtrendr temporal trajectory fitting process
considerably increased the model performance versus the original spectral indices with better results
of lower bias and higher correlation. In comparing regression methods, we found that random forest
outperformed the SVM, NN, and SLR in quantitative forest cover estimation. A random forest model
incorporating temporal trajectory fitting yields the best agreement with validation data (R2 “ 0.82 and
RMSE “ 5.19%).

Our results revealed that forest cover rose from 15.5% in 1987 to 37.8% in 2012—an increase by
144.1%. Accordingly, the “Three North Shelter Forest Program” obtained impressive achievements
with their afforestation program in this arid region.

More focused research is suggested to explore better sigmoid curve fitting along the time-series
trajectories, aimed at better depicting forest status. Furthermore, future research should focus on
the climate response to forest plantation and forest change over long periods of time, especially the
mortality of trees and corresponding management planning.
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