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Abstract: Resistive random access memory (RRAM) is one of the most promising new nonvolatile
memories because of its excellent properties. Moreover, due to fast read speed and low work voltage,
it is suitable for seldom-write frequent-read applications. However, as technology nodes shrink,
RRAM faces many issues, which can significantly degrade RRAM performance. Therefore, it is
necessary to optimize the sensing schemes to improve the application range of RRAM. In this paper,
the issues faced by RRAM in advanced technology nodes are summarized. Then, the advantages and
weaknesses in the novel design and optimization methodologies of sensing schemes are introduced
in detail from three aspects, the reference schemes, sensing amplifier schemes, and bit line (BL)-
enhancing schemes, according to the development of technology in especially recent years, which
can be the reference for designing the sensing schemes. Moreover, the waveforms and results of each
method are illustrated to make the design easy to understand. With the development of technology,
the sensing schemes of RRAM become higher speed and resolution, low power consumption, and are
applied at advanced technology nodes and low working voltage. Now, the most advanced nodes the
RRAM applied is 14 nm node, the lowest working voltage can reach 0.32 V, and the shortest access
time can be only a few nanoseconds.

Keywords: RRAM; reference schemes; sensing schemes; BL-enhancing schemes

1. Introduction

In recent years, Moore’s Law has been pushed down to three nanometers, or even
one nanometer. Nevertheless, the technology nodes of non-volatile memory lag far behind.
At present, the mainstream nonvolatile memory is Flash [1–4]. It is low cost and easy
to achieve large capacity. However, after the 40 nm technology node, the flash memory
cell is prone to a large amount of leakage and poor performance, because of its device
characteristics based on floating gate storage.

In order to overcome the traditional Flash scaling issue, there are two main technical
solutions: one is based on the traditional flash, through further reducing the cell size to
improve the storage density; the other one is to introduce emerging memory technology,
such as magnetoresistive random access memory (MRAM) [5–9], ferroelectric random
access memory (FRAM) [10], phase-change memory (PCM) [11,12], and RRAM [13–15], etc.

FRRAM has become the most promising emerging nonvolatile memory, due to its simple
structure, CMOS compatibility, good scalability [16–18], fast operation speed [19–21], low
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operating voltage, small operating current [22–30], and high reliability [31–33]. The concept of
RRAM was first proposed by Professor Shaotang Tsai in 1971 [34], but it was not until 2008
that HP Labs presented the first memristor element [35]. Afterward, memristor has become
a hot research topic. More than 100 research institutions and companies have carried out
RRAM research, and a large number of relevant literature is published every year. RRAM
has been used in some products. Panasonic realized an embedded application of RRAM
on MCU in 2013. Crossbar claims that they have successfully developed some RRAM IPs.
Recently, it has been reported that RRAM in advanced technology nodes (below 28 nm) is
close to mass production. Moreover, the storage capacity of RRAM has been 16 GB [36–38],
or even 32 GB [39], which indicates that RRAM can also be used as stand-alone storage.

Despite the good progress in RRAM research, as RRAM wants to replace Flash and,
essentially, mass production, there are still many issues to be solved.

RRAM exhibits different resistance states depending on the voltage, which is applied
to the cell. According to the different resistance values, it is divided into high resistance
state (HRS)and low resistance state (LRS) to store ’0’ and ’1’. In essence, it depends
on the formation and dissolution of the conductive filaments inside RRAM. However,
the formation of conductive filaments is not easy to control, which is closely related to
the voltage/current applied to the cell. Therefore, the resistance distribution of RRAM
may have significant variation. Moreover, when reading the RRAM cell, it may cause its
resistance to be changed or deviated from the stored value. The resistance of RRAM is
sensitive to temperature, which makes it difficult to read with high reliability. Beyond that,
it may have a sneak current in the RRAM array, which will increase the power consumption
of the scheme, and even causes misreading. In addition, RRAM peripheral schemes are
also facing lots of challenges at advanced technology nodes. As the technology shrinks, the
working voltage decreases. Circuit design becomes more difficult. Moreover, the process
variations become serious and it may lead to a more considerable mismatch and offset
current in RRAM sensing schemes.

Consequently, the peripheral schemes should be designed carefully and optimized
fully to improve the performance of RRAM. The peripheral schemes of RRAM consist of
three main parts: cell and array schemes, sensing schemes, and writing schemes. The per-
formances of cell and array schemes are limited by the cell characters mainly. Moreover,
a large proportion of writing schemes adopt write-verify-write mode, which is heavily
dependent on the sensing schemes. Therefore, the sensing schemes are of great significance
in the design of the RRAM chip, which greatly affects its performance.

In recent years, many reviews on RRAM have been conducted. In 2017, Huaqiang Wu
et al., produced a highly systematic review on RRAM [40]. There are also some reviews
on RRAM-resistive switching behavior, mechanism, and materials [41–44]. However,
reviews dedicated to RRAM peripheral schemes, especially for reading schemes, are
limited. Therefore, writing a paper, which introduces the peripheral schemes in the
last ten years, especially for the sensing schemes, is necessary. This paper presents the
sensing schemes in three parts—reference schemes, sensing amplifier schemes, and the
BL-enhancing schemes. First, a variety of reference schemes are introduced, ranging from
the simplest parallel type to the hybrid type and multiple configurable dummy cells. Then,
this paper presents some novel technologies of sensing amplifier schemes on reducing
power consumption, enlarging sensing margin, improving voltage resolution, ultra-low
working voltage, etc. Finally, some methods on BL-enhancing schemes are introduced,
including process temperature detecting, BL precharge speed enhancement, and lowing
the ripple on the BL.

In Section 2, this part will introduce the current design challenges of RRAM sensing
schemes in advanced technology nodes in detail and show the collaborative optimization
of schemes and technologies in the last 10 years. In Section 3, the design and optimization
of the sensing schemes of RRAM will be introduced in detail. In Section 4, this part will
look into the future of RRAM sensing schemes design.
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2. The Design Challenges of RRAM

The sensing schemes include three parts mainly. They are reference schemes, sensing
amplifier schemes, and BL-enhancing schemes. Reference schemes provide an accurate
reference voltage/current during the sensing period. Sensing amplifier schemes mainly
sample and amplify the cell current/voltage to output a digital value. BL-enhancing
schemes are used to stabilize BL voltage and speed up the charging of BL.

This part will introduce the design challenges in RRAM and their impact on sens-
ing schemes.

2.1. The Working Voltage Decreases as Technology Shrink

With the technology node shrinking, the supply voltage is getting lower and lower.
As shown in Figure 1a, for the LVT of the 28 nm node, the supply voltage (VDD) is already
less than 1 V. However, the operating voltage of the RRAM cell is much higher than the
supply voltage, especially for the forming voltage. The voltage reduction will also cause
the degradation of the sensing window and decrease the voltage headroom of sensing
schemes, which further increases the complexity of the sensing schemes design [45–47].

Figure 1. (a) The operation voltage of core device and RRAM cell at different technology nodes [45].
(b) The resistance distributions [48].

2.2. Sneak Current Issues

In order to improve the integration density of RRAM, a memory device and an access
device are stacked to form a three-dimensional cross-point structure. When the selected
cell is read in the three-dimensional cross-point structure, the read current on the selected
BL will be disturbed by the leakage current on the unselected cell, making it difficult to
distinguish the reading signal accurately. Figure 2a shows the sneak current issue of the
cross-point RRAM [12,49–52].
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Figure 2. (a) Sneak current issues of cross-point RRAM [49]. (b) The average value and standard deviation of Rf (final
resistance measured at RT)/Ri (initial resistance measured at RT) across various Ri [53].

2.3. IR Drop Issues

As the capacity and density of the RRAM array increase, the parasitic resistance and
capacitance on the data path of a cell will increase, which causes an apparent voltage or
current drop. The effective voltage or current applied to the cell is significantly reduced,
which will decrease the sensing window. Using BL-enhancing schemes can compensate for
certain voltage drops [54–59].

2.4. Resistance Variability Issues

In the operation process of Forming, Set, and Reset, the formation and dissolution
of conductive filament in the RRAM cell are random. The random process introduces
variability into the switching characteristics of the RRAM. It is also found that the unifor-
mity of conductive filament formation in the RRAM cell is reduced because the overshoot
current on the long BL is unable to be controlled. These are the reasons for the wide
resistance distribution of RRAM. The wide range of HRS (high resistance state) and LRS
(low resistance state) resistance values poses a challenge to high-speed reading operations.
Because of the variability, the RH (the resistance of the cell state is HRS)/RL (the resistance
of the cell state is LRS; R-ratio) becomes small, making the sensing window small and
the reference schemes hard to design. Figure 1b shows that the distributions of LRS and
HRS [48,60–63].

2.5. Temperature Dependence of RRAM Cell

At high temperatures, both the high resistance and low resistance of RRAM will drift
towards low resistance. The high resistance state will drift more severely if the reference is
fixed or cannot adapt to temperature changes well, which may cause the misreading of
RRAM. Therefore, the reference of the sensing amplifier must consider the temperature
effect of the RRAM to ensure that the reference voltage is in the middle of HRS and LRS.
Figure 2b shows that the maximum drift of Rf/Ri is 1.07 and 1.21 at 25 ◦C (RT) and 125 ◦C,
respectively, which makes the design of sensing schemes more difficult [53,64–67].

2.6. Read Disturb

The read operation is carried out by applying a certain read current or read voltage to
the RRAM, which may cause the resistance to deviate from the original value and even
change the RRAM data. Therefore, the reading operation should be as quick as possible.
Moreover, the voltage applied to the cell should be as small as possible to avoid reading
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disturb issues [49]. It presents a significant challenge on BL-enhancing schemes and sensing
schemes [68–71].

2.7. Sensing Margin Degradation

With technology scaling, the process variations increase. VDD and the read cell
current (Icell) decrease. These factors all lead to the continuous decline of RRAM’s sensing
margin [72]. Maintaining a target sensing margin is a challenge, especially at advanced
technology nodes [73].

2.8. The Offset Current Increases in the Sense Circuit

Offset current is caused by many factors, including parasitic capacitors and resis-
tors on the data path, the mismatch between transistors, and the offset voltage of the
sensing schemes. It may decrease the sensing window, and the reading speed will be
seriously affected.

It is an important method to optimize the performance of RRAM by circuit and
technology cooperation. Recently, there is much literature on optimizing RRAM by circuit
design. Table 1 is a summary of articles related to RRAM peripheral schemes in the past
ten years. It shows that peripheral schemes are continuously optimized and iterated with
technology nodes [74,75].

Table 1. Published articles on RRAM’s periphery schemes since 2012. The first column lists the first author, publishing year,
and journal abbreviation, together with the first affiliation shown in the parenthesis.

Reference
Cell Structure/

Storge Size (Bite)/
Technology Node

Speed/Programming Condition Optimization of Scheme

X.Y.Xue 2012 VLSI (Fudan) 1T1R/8 M/130 nm TAC = 21 ns@VDD = 1.2 V self-adaptive write mode (SAWM)
self-adaptive read mode (SARM)

Meng-Fan Chang 2013 JSSC
(NTHU) 1T1R/4 M/180 nm TAC = 7.2 ns@VDD = 1.8 V

parallel-series reference cell (PSRC)
process temperature-aware dynamic

BL-bias (PTADB) schemes

Sung Hyun Jo 2014 IEDM
(Crossbar) 1S1R/4 M/100 nm NA NA

Meng-Fan Chang 2014 ISSCC
(NTHU) 1T1R/1 M/28 nm TAC = 6.8 ns@VDD = 0.85 V

TAC = 404 ns@VDD = 0.27 V

swing-sample-and couple voltage-mode
sense amplifier (SSCVSA)

self-boost-write-termination(SBWT)

Tz-yi Liu 2014 JSSC (Sandick) 1D1R/32 G/24 nm NA
A dynamic charge pump control scheme

Smart Read approach
Write scheme and leakage compensation

Wei-Hao Chen 2017 IEDM
(NTHU) 1T1R/16 M/150 nm NA self-write termination scheme (SAWM)

Chung-Cheng Chou 2018 ISSCC
(TSMC) 1T1R/11 M/40 nm TAC = 9 ns

a low voltage write-current-limiting
scheme (LV-WCLS)

SL-Precharge SA

Chieh-Pu Lo 2019 JSSC (NTHU) 1T1R/2 M/65 nm TCD = 2.9 ns

dynamic trip-point-mismatch sampling
(DTPMS) scheme

a low dc current voltage-mode write
termination (LDC-VWT)

Pulkit Jain 2019 ISSCC
(Intel) 1T1R/NA/22nm TAC < 5 ns@VDD = 0.7 V

TAC < 10 ns@VDD = 0.5 V

pulse-width (PW) voltage-current
write-verify-write (PVC-WVW)
offset cancelling current sense

amplifier(OC-CAS)

Chung-Cheng Chou 2020 VLSI
(TSMC) 1T1R/13.5 M/22 nm TAC = 6.5 ns@VDD = 0.7 V Low-Ripple Charge Pump Scheme

The Hybrid Self-Tracking Reference

Jianguo Yang 2020 VLSI
(IMCAS) 1T2R/1.5 M/28 nm TAC = 3.3 ns@VDD = 0.8 V

1T2R cell using PMOS selector
hierarchical bitline and 3-state cell storage

self-adaptive write with current limiter
and sneaking current compensator

reverse read with dummy ref.

Jianguo Yang 2021 ISSCC
(IMCAS) 1T1R/1 M/14 nm TAC = 9.5 ns@VDD = 0.8 V

TAC = 21 ns@VDD = 0.4 V

Array Architecture
Self-adaptive delayed termination (SADT)

Multi-Cell Reference
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3. Sensing Circuit Design Techniques for RRAM
3.1. Reference Schemes

An accurate reference current is critical to the performance of the sensing schemes. If
the reference voltage or current has some slight deviations, it may affect the sensing margin
and operation speed. If the deviation is significant, it may even cause misreading.

Besides, the resistance of the RRAM cell will change with temperature and process
variations. To obtain a larger sensing margin, the RRAM reference schemes should track
the variations in temperature and process. The RRAM cell can be used to generate the
reference signal, which can resist the variations of the process, temperature, and voltage.

For traditional reference cells, there are three connection methods that are widely used
as shown in Figure 3. The most common methods are the parallel and RH + RL average
methods. However, if the resistance of one of the reference cells offsets the targe value too
much, it may lower the equivalent impedance of the entire reference circuit. Therefore,
series-parallel is used to relieve this disturb. However, its output current value is 2V

(RH+RL)
,

which is different from 1
2 (

V
RH

+ V
RL

). As the R-ratio increases, the reference will have a
more significant deviation from the mean reference current. Therefore, Meng-Fan Chang
proposed a parallel-series reference cell (PSRC), which is shown in Figure 3d [76]. Its
output current value is 1

2 (
V

RH
+ V

RL
). Moreover, the PSRC achieved 29–32% and 27–56%

smaller σ/µ values than conventional schemes.

Figure 3. Different connection modes: (a) parallel; (b) RH + RL Avg; (c) series-parallel; (d) parallel-series;
(e) hybrid reference.

Nevertheless, the tighter reference current generated by the reference circuit is wanted.
Because the reference current of the linear resistor is the tightest, using some linear resistors
to replace RRAM dummy cells, some temperature and process tracking ability is sacrificed
to achieve better linearity. Therefore, Qiao wang et al., proposed a hybrid read reference
structure (HRRS) [77]. Two linear resistors are used instead of the resistors in PSRC shown
in Figure 3e.

Figure 4 shows the reference current generated by the SP, PSRC, and HRRG schemes.
The ideal current should be in the middle of HRS and LRS, but the SP reference scheme is
shifted to the state of HRS and causes overlap, which may cause reading errors. PSRC and
HRRS results are basically the same. However, HRRS reduces the offset by 49% relative to
PSRC, which shows that the current distribution is tight. Therefore, by using the HRRS
reference scheme, the sensing margin will be enlarged, and the read operation’s accuracy
will be improved.
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Figure 4. The distributions of cell current and the reference current [77].

In addition to using traditional liner resistance, Chung-Cheng Chou et al., proposed
a self-tracking 4T3R reference scheme with thin film resistors shown in Figure 5a [78].
The two shunted NMOS pairs were connected in series to reflect the temperature effect,
using 3R to emulate three states: the minimum HRS, the maximum LRS, and the level for
a normal read. A temperature-invariant current flows through the scheme to adjust the
reference current level if thin film resistors deviate from the target. Figure 5b shows the
Icell read at RT (25 ◦C) after written at HT (120 ◦C)/RT/CT (−40 ◦C), respectively.

Figure 5. (a) 4T3R scheme; (b) The cell current distribution, the number of cell at different cell
current [78].

This reference scheme needs an extra temperature invariant current to adjust the
reference current level if the thin film resistance deviates from the target, which increases
the complexity of the scheme design.

However, the previous reference schemes only use a few cells to generate the reference
signal. If a cell fails, it will cause a large number of reading errors, because these reference
cells are shared by other sensing schemes. In order to solve the tail-bit issues in the reference
circuit, Jianguo Yang et al., proposed multiple configurable dummy cell reference generator
schemes (MCDC), as shown in Figure 6 [79].

Figure 6. (a) The multiple dummy cells; (b) the read reference under different temperatures [79].
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It uses multiple dummy 1T1R cells and ensures that each one is configurable. It uses
16 dummy cells in parallel as the reference when S0 is on, shown in Figure 6a. If a tail-bit
cell appears, it can be configured to have more HRS cells or LRS cells to correct this error.
Therefore, the problem of collapse can be solved. Moreover, the reference current tracks the
temperature variations well. Figure 6b shows that the current generated by the reference
circuit is extremely close to the ideal value. However, the operation of this scheme is a little
bit complex and asks for a high requirement for the peripheral scheme.

3.2. Sensing Amplifier Schemes

RRAM is suitable as an application with few writing operations and frequent read
operations. Therefore, the performance of the sensing amplifier schemes is the most critical
evaluation for RRAM.

Figure 7a shows the traditional latch-sensitive amplifier [80]. Firstly, a voltage differ-
ence is established between Vcell and Vref, that is, a sensing margin. In the sensing phase,
the sense amplifier is controlled by the PG and NG signals. The voltages of Vref and Vcell
are driven to VDD or GND, respectively. The voltage-type sensitive amplifier includes a
programmable reference generator, which can be connected to different reference resistors
under different enable signals to satisfy the write-verify-write mode. Moreover, the sensing
margin can also be adjusted according to different operations. However, the speed of this
conventional amplifier is slow, and the sensing margin is small. It cannot work at low
voltage and adapt to the small R-ratio.

Figure 7. (a) Latch type sensitive amplifier; (b) operation waveform [80].

As the supply voltage and R-ratio becomes small, the current difference between the
LRS cell and the HRS cell will decrease. Therefore, it is necessary to extend the settling
time of the BL to increase the voltage sensing margin, which may slow down the operation
of reading. To improve the sensing margin, reduce settling time, and increase speed, Meng-
Fan Chang et al., proposed a swing-sample-and couple voltage-mode sense amplifier
(SSC-VSA) [81].

This adds an extra PMOS transistor (T1), two switches (SW1, SW2), and a capaci-
tor (C1) to the traditional voltage-type sensitive amplifier shown in Figure 8. It makes
VBLS = VDD− VBL, VREF = VDD− (VBLS−H + VBLS−L). These tail-cells are written by
the operation of programming verification.
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Figure 8. The structure and operation waveform of SSC-VSA [81].

In the first stage, VBLS is sampled, and VBL is applied to node IN1. The node A of C1
and IN2 is biased at VREF. In the second stage, the connection between node A and BL is
cut off by switching off SW1. At the same time, T1 is turned on to raise the voltage of node
A to VDD. Because of the capacitor, the voltage at point B is raised to VREF + VDD-VBL
= VREF + VBLS. In the third stage, the sensitive amplifier starts to work. It can be found
that at this time ∆VSM = VREF + VBLS − VBL = 2× VBLS − (VBLS−H + VBLS−L), which
becomes twice the traditional sensing margin VBLS = 1

2 (VBLS−H + VBLS−L), showing that
the sensing margin and reading speed have been improved.

Figure 9a shows that, at VDD = 0.4 V, BL-length = 512, and R-ratio = 5, the sensing
margin of SSC-VSA is larger than conventional VSA and the BL developing time is shorter.
Moreover, SSC-VSA can achieve a 1.8 to 2× larger sensing margin than CNV-VSA at the
same condition.

Figure 9. The performance of SSC-VSA (a) the sensing margin of SSC-VSA and CNV VSA at
different BL developing time (b) the macro access time of SSC-VSA and conventional VSA at different
VDD [81].

Figure 9b shows that, at BL length = 512 and VOS = 80 mV, SSC-VSA can achieve
100 mV lower VDDMIN and 1.7 faster access time than CD-VSA for reading tail bits with
R-ratio = 5. The measured TAC at VDD = 0.85 V and 0.27 V are 6.8 ns and 404.4 ns,
respectively.

The SSC-VSA increases the sensing margin, but the offset current still affects the
sensing amplifier schemes. Therefore, Pulkit Jain et al., proposed an offset-canceling
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current sense amplifier (OC-CSA), which uses a cross-sampling technique to eliminate the
influence on the offset on the data path of the RRAM cell shown in Figure 10 [82].

Figure 10. (a) OC-CSA in different phases; (b) example read, set, and reset-verify simulations [82].

In phase-1, phi1 is on, Idata flows through the path on the right, and Iref flows through
the path on the left. Due to the diode connection mode, the current bias voltage and the
offset voltages caused by the path are all sampled to the capacitors Mcs and Mcasc.

In phase-2, phi1 is turned off and phi2 is turned on. Idata flows through the left path,
and Iref flows through the right path, so the current flowing through the second-order
latch sampling point is Idata-Iref and Iref-Idata. The difference is 2 × (Idata-Iref), and it
also reduces the effect of the offset voltage.

In phase-3, the second-stage sensitive amplifier starts to work, and the sampling point
is pulled to VDD or GND.

The common-mode feedback module can effectively ensure that the first-stage am-
plifier can also be in the correct working state when the current is small, and using the
cascade diode connection form can enhance the suppression of VDD power noise. It can be
realized at 0.7 V and the sensing time is 5 ns.

Although the offset current caused by the parasitic capacitor and resistance of the
path is eliminated, the two sampling transistors may cause mismatch and drift of the
threshold voltage due to process fluctuations. Therefore, Chien-Chen Lin et al., proposed
the region-splitter sense amplifier (RS-SA) shown in Figure 11 [83]. The use of capacitors
C1 and C2 eliminates the mismatched threshold voltage and also achieves the enlarged
difference between the two sides of the voltage.
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Figure 11. (a) The structure of RS-SA; (b) the state of sampling transistor; (c) the simulation wave-
form [83].

In the first stage, M3 and M4 are turned off, SW is turned on, and the voltages of
DAGB and DAG are VREF and VML, respectively. At the same time, M11 and M12 are
turned on, and the voltages at Q and QB are pulled down to zero. In the second stage, M9
and M10 are turned on to pull Q and QB up to the VDD. Moreover, due to the limitations of
M1 and M2, the voltages of DCB and DC are VREF-VTH2, VML-VTH1. In the third stage, M3,
M4 are turned on, and the voltages of DAG and DAGB are pulled down to zero. Through
the boost of capacitors C1 and C2, the voltages at DCB and DC are VREF-VTH2-VML, VML-
VTH1-VREF, respectively, so the over-driving voltages of M1, M2 are VREF-VML, VML-VREF,
respectively. It is not related to the threshold voltage anymore. Therefore, the mismatch
caused by the threshold voltage is eliminated. In addition, the states of M1 and M2 are
the saturated region or sub-threshold region. Therefore, the current passing through will
have a big difference. Within a certain period, the voltages at Q and QB will have a large
sensing window.

The above methods can eliminate the mismatch on the paths and sampling transistors,
but the impact on the trip-point voltage of the latch has not been eliminated. Therefore,
Chieh-Pu Lo et al., proposed dynamic trip-point-mismatch sampling (DTPMS) CSA shown
in Figure 12 [84]. It eliminates the offset of trip point voltage through capacitors C1 and C2.
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Figure 12. (a) The scheme of DTPMS; (b) the operation of DTPMS; (c) the simulation of DTMPS [84].

First, SW is turned off, and BL and BLR are charged to the clamping voltage through
P3 and P4; then, P3 and P4 are turned off, and SW is still closed at this time. At this time,
the gate voltages of P1 and N1 are the trip point voltage (VTRP1), and VTRP2 is generated
in the same way. As a result, ∆V = VTRP1 −VTRP2 is stored on C1 and −∆V is stored on
capacitor C2. In the next stage, to ensure that the voltages at points Q and QB are the same,
turn on P3 and P4 again, and turn off SW at the same time. It raises the voltages at Q
and QB to VDD, while the voltage at G1 is pulled up to VVTP1 + (VDD−VVTP2), and the
voltage of G2 is pulled up to VVTP2 + (VDD−VVTP1), due to the capacitor. The next stage
is sensing and outputting the results.

Assuming that the read cell is LRS, therefore ILRS > IREF. The VTRP1 is higher than
VTRP2 (worst case for reading LRS). If VQ changes, VDD-VTRP1, the voltage at point Q is
2 VTRP1-VTRP2 > VTRP1, but the voltage at point QB changes to VTRP2 and reaches the flip
point. Thus, despite the mismatch against reading LRS (VTRP1 > VTRP2), the P2-N2 pair are
activated ahead of the P1-N1 pair and still generate correct sensing operation. A fabricated
65 nm 2 Mb ReRAM macro achieved TCD = 2.6 ns at VDD = 1 V.

The capacitor has a huge effect on eliminating mismatch and removing the offset
voltage. However, the capacitor will take up a lot of areas. Therefore, Qiao wang et al.,
propose the two-stage offset-cancelled current sense amplifier (TSOCC-SA) shown in
Figure 13 [77].

Figure 13. (a) The scheme of TSOCC-SA; (b) the simulation of TSOCC-SA [77].

It eliminates not only the mismatch of M1, M2 but also the mismatch of latch trip
voltage with only two capacitors. It uses capacitor C1, switches S1 and S2 to eliminate
the mismatch of M1 and M2, and switches S3 and S4 to expand the sensing margin. Use
capacitor C2 to eliminate the mismatch of latch trip voltage.
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In the P1 period, the two inverters’ input and output are connected, respectively.
Therefore, the capacitor C2 samples the difference between the trip voltages of the two
inverters. In the P2 period, “0” voltage is reset to the outputs of the two inverters and
the inputs of the left inverter. By the boost of C2, the input of the right inverter becomes
“VTR—VTL”. In the P3 period, two diode-connected transistors (M1 and M2) charge (Ipre1
and Ipre2) the A and B nodes. After a sufficient precharge time, the currents of M1 and M2
(IM1 and IM2) decrease to near Iref and Icell. Finally, the gate voltages (VG1 and VG2) of
M1 and M2 are stored at the left and right ends of capacitor C1. In the P4 period, the two
switches (S1 and S2) are turned on, and the four switches (S5–S8) are turned off. The A (B)
node has a current path to GND through S3 (S4), resulting in strong positive feedback. In
the P5 period, the latched comparator starts to work and outputs the data.

In the TSOCC-SA, the M1 (M2) charges the A (B) node with the sampled current Icell
(Iref), while the S3 (S4) discharges the A (B) node with the current Iref (Icell). Thus, the
current difference between the node A and node B nodes is 2|Iref-Icell|, which is twice the
sensing margin of conventional CSA.

Figure 14 shows that when the device mismatch reaches 225 mV, the sensing margin
is still enough, and the sense amplifier is valid. The performance in offset-tolerance of the
TSOCC-SA is better than that of the CSB-SA in [85].

Figure 14. Simulated ∆V and ∆I vs. VTH mismatch between transistors M1 and M2 [77].

The mismatch between M4 and M5, M6 and M7 in the latched comparator will lead
to the invalidation of SA. Hence, it is extremely necessary to introduce the cross-coupling
capacitor C2 in the latched comparator to eliminate the mismatches and to improve the
accuracy of SA.

Thus, TSOCC-SA uses only two capacitors to eliminate the mismatch of SA and data
path. However, the operation of the scheme is complex, and the peripheral scheme which
generates the control signal is somewhat difficult to design.

In order to further reduce power consumption, it is necessary to eliminate the offset
current and accommodate a smaller input margin. Taehui Na proposed offset-canceling
single-ended sensing schemes (OCSE-SS) with one-BL precharge architecture (1 BLPA) [86].

Compared with the traditional structure, the energy required to read the operation is
only a quarter of the original. The traditional readout scheme requires two sensing paths,
leading to high readout energy. Particularly in deep-sub micrometer technology nodes, the
mismatch of the transistor caused by process fluctuations will result in a relatively large
offset voltage.

Figure 15 shows the scheme of the OCSE-SS with 1 BLPA consisting of an offset-
canceling single-ended SC (OCSE-SC) and an offset-canceling single-ended SA (OCSE-SA).
The effect of mismatch is eliminated due to sensing schemes adopting a single-ended mode.
In addition, capacitors C2 and C3 are used to eliminate the offset of SA. Therefore, the
effect of offset in this SA is completely eliminated.
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Figure 15. (a) Two-BL precharge architecture (2 BLPA) differential-sensing structure with no offset
voltage cancellation; (b) one-BL precharge architecture (1 BLPA) single-ended sensing structure offset
voltage cancellation [86].

In the first stage, WL_r is turned on and Iref is sampled. Vref is stored in capacitor
C1, and EQ is turned off, VTRP1 and VTRP2 are established at both ends of C3. Voffset is
stored in capacitors C2 and C3, which will eliminate the impact of the offset. After this
time, WL_d is on and Icell will flow in and compare with the Iref stored on C1. At this
time, the margin is small, but it will be amplified by the two-stage inverter and stored in
the corresponding node, then the LAT will be turned off and SA will output the data.

At the 65 nm process node, the read energy/bit is only 241 fJ, the VDD is 0.9 V, and the
minimum R difference resolution is 1.5 KΩ shown in Figure 16. However, the robustness
of this scheme is a little poor and it is sensitive to the noise in the scheme because of the
high resolution.

Figure 16. Measured yield versus RCELL/RREF of the Conv-SS and the OCSE-SS at VDD = 0.9 V,
VG_clamp = 0.8 V, and tSEN = 20 ns [86].

As the supply voltage decreases, the effective voltage applied to the cell becomes
smaller. One of the solutions is to enhance the sensing ability to overcome the challenge of
a small read-out window, as mentioned above. Another solution is reducing the voltage
headroom of sensing schemes to increase the effective voltage applied to the cell. Based on
this idea, Meng-Fan Chang et al., proposed the body-drain-driven (BDD) read scheme [87].

Figure 17a shows the traditional sensing scheme. The voltage on BL is that VDD
subtracts the voltage consumed by M1 and M5. The sensing scheme uses the body-drain-
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driven mode to replace the diode connection mode, which increases voltage headroom
on BL and the Figure 17b shows that at IBL = 3 uA, BDD-CSA can save 300 mV voltage
headroom than P-Diode. Moreover, the BDD sensing scheme removes the clamp transistor
M5/M6 by using unipolar RRAM cells to extend the upper limit of VBL. Figure 18a shows
the scheme of BDD-CSA. It operates in the following three phases.

Figure 17. (a) The traditional sensing scheme; (b) VBL of BDD-SA and CM-CSA across various
IBL [87].

Figure 18. (a) The schemes of BDD-CSA; (b) the operation of BDD-CSA [87].

In phase-1, S0 and YUMX are turned on. The node voltages at MAT and REF are
pulled down by the heavy load on BL/DBL. Then, the transistors M1 and M2 begin to
precharge the BL and DBL, respectively.

In phase-2, after sufficient precharge time, VMAT and VREF come to the target level.
At the end of phase-2, VMAT and VREF are different, due to the difference between IM1
and IM2.

In phase-3, the amplifier detects the voltage difference between VMAT and VREF and
then generates a large signal output.

Moreover, the parasitic diodes located on the source side of M1 and M2 expand the
functionality across a wide range of supply voltage.

Figure 19 shows that the read speed of BDD-SA is 2.9× faster than voltage-mode SA
and 2.1× faster than traditional current-mode SA at VDD = 0.5 V. At VDD = 0.5 V, the read
access time is 45 ns. It can achieve read operation at VDD = 0.32 V. However, this scheme
does not cancel the effect of the offset current and adapts to the small R-ratio.

Figure 19. The normalized read access time of a 65 nm 4 Mb macro using various sense amplifiers [87].
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3.3. BL-Enhancing Schemes

In addition to improving the recognition accuracy, the sensing speed of the sens-
ing amplifier, reducing its power consumption and area, BL-enhancing schemes, which
can stabilize the voltage and speed up the charging speed on the BL, are important for
sensing schemes.

Meng-Fan Chang et al., proposed the process temperature-aware dynamic BL-bias
scheme (PTADB), in order to achieve smaller VBL fluctuations, prevent read disturb,
and faster BL charge time. It contains a process temperature detector (PTD), a process
temperature-compensated feedback amplifier (PTFA), and a BL precharge speed enhance-
ment (BLPSE) scheme shown in Figure 20a.

Figure 20. (a) The structure of PTADB; (b) the structure and simulation of PTD. The table is the
coding of different process corners and temperatures [76].

The PTD scheme includes a differential digital counter and a PMOS-NMOS(P-N)
intensity comparator. The P-N comparator includes a current mirror, diode connection
mode of PMOS and NMOS. The current mirror copies the current flowing through the
PMOS to the NMOS to make a different voltage at node PN. Under different process
corners and temperatures, the driving strengths of PMOS and NMOS are different. Then
the voltage of node PN is delivered to the DVD (differential voltage digitizer). According
to the value of the PN node voltage, the signal S < 2:0> is generated. The signal S is related
to the process and temperature. The table in Figure 20b shows the coding of different
process angle and the temperature. However, the coding of different process corners and
temperatures is a little simple.

The (process temperature compensated feedback amplifier) PTFA scheme is used to
dynamically adjust the gate voltage of the clamp transistor NLP according to the process
corner and temperature information measured by the PTD scheme shown in Figure 21.
The VDDA voltage in the PTFA scheme is modulated by the signal S. PTFA contains a
dynamic bias generator (DBG) scheme, which can dynamically provide the gate voltage of
N1 so that VCLP is at a variable value instead of a fixed value. In the beginning, the VCLP
voltage is large, which can increase the charging speed of BL. The PTD and PTFA schemes
are used together to reduce voltage fluctuations on BL caused by process fluctuations
and relieve read disturb. It can reduce the variation by 45% and 56%, compared with the
conventional (CNV) dynamic BL bias scheme and our PTFA without PTD, respectively.
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Figure 21. The structure and simulation of PTFA [76].

The BLPSE (BL precharge speed enhancement) scheme is used to reduce the charge
time of the BL, without affecting the sensing margin, shown in Figure 22. In the initial
stage of charge, a large current is generated on BL (to charge parasitic capacitance), and it
is copied to MP2, then the voltage of NSA1 is raised, the MCRG transistor is turned on,
and the charging speed of BL accelerates. After BL reaches the target value, the current
decreases. The voltage of node NSA1 drops. The MCRG transistor is turned off.

Figure 22. The structure and simulation of BLPSE [76].

Figure 23a shows that the variation in voltage of BL is reduced by 45% and 56%
compared with the conventional scheme and PTFA without PTD.

Figure 23. (a) BL bias voltage across various process corners; (b) read access time of CNV-CSA and PTADB [76].
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Figure 23b shows that it achieves a 36% and 18% reduction in BL precharge time and
sensing time compared to CNV-CSA, respectively, by using PTFA and BLPSE schemes.
Moreover, the read access time of PTADB is reduced by 24%.

In addition to process and temperature fluctuations, power supply voltage fluctuations
and load changes can also cause apparent ripples in the voltage on the BL, which may
affect the stability of RRAM. Therefore, optimizing the drive power is essential to achieve a
stable BL voltage. Chung-Cheng Chou et al., proposed the low-ripple charge pump scheme
(LR-CP) [78].

The RRAM Cell Array shares a local LDO. The power supply of LDO can be VDIO
or a low-ripple charge pump (LR-CP) controlled by VDIO Detection (VDIO-DET). When
the voltage of VDIO is less than 2.5 V, the LR-CP works. Because the traditional switched
capacitor charge pump is difficult to obtain a low output ripple, a load sensing detection
circuit (LA-DC) in Figure 24b is proposed to solve this problem, which can adaptively
deploy the required pump according to the current load. Under a light load condition, one
pump is activated to keep the VPMP to its maximum (V1). When the current load exceeds
the driving capacity of one pump, the VPMP will drop and trigger more pumps in turn.

Figure 24. (a) Macro architecture; (b) the structure of the low-ripple charge pump [78].

Figure 25 shows the transient performance of conventional one-level detection com-
pared to the LA-DC. Moreover, it realizes a consistent write performance at an operating
voltage range of 1.62 V~3.63 V and reduces the read disturb with only a capacitor is 20
pF. However, it is only suitable for a high working voltage at more than 1.6 V and cannot
adapt to the low or ultra-low voltage.

Figure 25. Transient comparison between with and without LA-DC [78].
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3.4. The Summary of Sensing Schemes

Table 2 is the summary of the sensing schemes. It can be a design guide. The designers
can choose different schemes to meet the requirement.

Table 2. The summary of sensing schemes and the advantages and weaknesses of each scheme.

The Category of Sensing
Schemes

The Acronym of Sensing
Schemes Advantages Weaknesses

Reference Schemes

Traditional reference Simple The poor tracking ability

PSRC Large R-ratio Cannot adopt to tail bit

HRRS Tight reference current Cannot adopt to tail bit

4T3R reference Good temperature tracking
ability Cannot adopt to tail bit

MCDC Adopt to tail bit Complex

Sensing Amplifier Schemes

Traditional SA Simple
Low speed, offset current,

small sensing margin, high
working voltage

SSC-VSA Larger sensing margin Offset current

OC-CSA Cancel the offset at data path Offset current

RS-SA Cancel the offset at sampling
transistors Offset current

DTPMS-CSA Cancel the offset at latch Large area

TSOCC-SA Small area Complex

OCSE-SS Low power consumption A little poor robustness

BDD-CSA Low working voltage Large R-ratio offset current

BL Enhancing Schemes
PTADB Process temperature-aware Simple coding

LR-CP Low ripple at BL High working voltage

4. Summary and Outlook

In the past few years, RRAM has been applied to the more and more advanced tech-
nology nodes—from 180 nm to 14 nm. Moreover, its application range is wide, including
high-speed memory, low-power embedded memory, and brain-inspired computing.

This paper introduces several novel schemes and level techniques to deal with these
difficulties in optimizing the reading performance. As for reference schemes, HRRS, 4T3R
reference, and MCDC are introduced to make a tight current, achieve temperature tacking,
and adapt to tail-bit issues, respectively. Then, this paper summarizes some sensing
amplifier schemes; they can be used to enlarge the sensing margin, cancel the offset current,
work at ultra-low voltage, and reduce the area and power consumption. Last, a few BL-
enhancing schemes are present to lower the effect of temperature-process variation and the
ripple on BL. Moreover, this paper also explains the weakness of each method.

In the future, the development and perspectives for the design of sensing schemes
should include the following:

(1) Reference schemes should track the RRAM cell in not only temperature but also time
variation, and deal with the tail-bits issue occurring in reference schemes.

(2) Sensing amplifier schemes should achieve high resolution, strong robustness, high
speed, and work at ultra-low voltage.

(3) BL-enhancing schemes should stabilize the BL voltage, ensure enough efficient BL
voltage, and work at ultra-low voltage.
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