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Abstract: This review presents a concise overview of RF (radio frequency) power transistor behavior
models, which is crucial for optimizing RF performance in high-frequency applications like wireless
communication, radar, and satellites. The paper highlights the significance of accurate modeling
in understanding transistor behavior and traces the evolution of behavior modeling techniques.
Different behavior modeling strategies, such as LUT (look-up table) based models, polynomial
equation-based models, and machine learning based models, are discussed along with their unique
characteristics and modeling challenges. The review explores the difference between behavior models
and the conventional empirical or physics-based modeling approaches, addressing the challenges of
the accurate characterization of transistors at high frequencies and power levels. This paper concludes
with an outlook of emerging trends, such as physical models combined with behavior models, shaping
the future of RF power transistor modeling for more efficient communication systems.
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1. Introduction

With the continuous evolution of modern wireless communication technology and the
advent of new semiconductor processes and materials, various radio transmission systems
are becoming more and more complex, and the application fields are also expanding. In
this context, RF front-end circuits and devices, which are crucial parts of communication
circuits, have garnered extensive research and attention.

In the process of circuit design, the use of computer-aided design (CAD) software has
become a key step in simulation and analysis. These tools can provide valuable information
before the actual manufacturing of the circuit. This process significantly reduces the design
cost and shortens the design cycle. However, to achieve this goal, an accurate circuit model
must be available because only an effective model can provide useful guidance.

For a long time, the modeling methods in the microwave field have mainly focused on
two directions: physical basis models and empirical basis models [1,2]. The former requires
an in-depth study of the materials, structural parameters and process parameters used in
transistor devices to obtain the voltage–current characteristics of the devices. However,
as the physical phenomena are relatively difficult to characterize, the physical model in
actual circuit design is relatively limited. The latter approach fits the device characteristic
curve through an empirical function [3], which improves computational efficiency at the
expense of discarding the physical meaning of the parameters. But this also means that the
empirical basis model has lost some guiding ability in device design.

Both the physical basis models and empirical basis models require accurate measure-
ment of S-parameters. However, the actual electromagnetic environment is very complex,
and the input signal and the output signal usually do not follow a simple linear relationship.
Therefore, the limitations of the traditional S-parameter model are particularly prominent
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with the continuous improvement of the performance requirements of communication
systems, where devices are high-power and high-efficiency with a nonlinear output in
saturated working areas. Under this working condition of large signal excitation, RF de-
vices will exhibit nonlinear phenomena such as gain compression, harmonic distortion,
intermodulation distortion, the self-heating effect, and the memory effect. The physics-
based model and the empirical-based model need to provide more parameters to describe
these phenomena, which makes the model more complex and the parameter extraction
more difficult.

Behavioral modeling has become a research direction that has attracted a lot of at-
tention in recent years [4]. The behavior model is a black box model, and its extraction
process does not need to understand the internal structure or equivalent circuit of the
device. It only relies on measuring the input and output signals of the black box, and selects
the appropriate model structure through appropriate methods and identifies the model
parameters according to the port information, thereby establishing a model equivalent to
the device characteristics. Since there is no need to understand the physical relationship
between the elements inside the device, the behavior model helps to protect intellectual
property rights and prevent reverse engineering. Compared with physical models and
empirical models, behavioral models have the advantages of low time cost, high modeling
efficiency, and sufficient accuracy, and have been widely used in RF front-end circuit and
device modeling. This fast and efficient modeling method helps to meet the growing
demand for nonlinear system modeling, and promotes its research and application in the
field of RF engineering.

The modeling process of the behavior model is shown in Figure 1 below. This article
will introduce each step and emphasize the significant characteristics of the behavior model
relative to other types of models.

Devices that need 

to be modeled
Iterative measurement

Determine the model 

structure

Model parameters 

identification

Model verification

Modeling completed

Device size change

YESYES

NO

Figure 1. Flow chart of behavior model establishment.

This paper aims to discuss the latest developments in the progress of RF device
behavior models, as most of these methods have their own uniqueness. Starting from the
development history, a deep study of different behavior models’ applicable conditions
and limitations will be carried out. Since measurement techniques are the precondition
to obtaining the necessary data to establish an accurate behavior model, they will be
discussed in this paper, as well as the various application fields of the behavior model.
These range from the optimization of PA performance, accurate signal integrity analysis,
and the modeling of complex electromagnetic interference (EMI) problems, highlighting
its importance in the real world. Finally, the challenges faced by behavior models are
comprehensively reviewed, with particular attention paid to the high dependence on large-
scale test data, and the prospects for future development are pointed out, providing useful
insights for research and practice in this field.
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2. Polynomial Based Behavior Model

The polynomial-based behavior model can be seen as the nonlinear extension of
S-parameters. Many researchers have since proposed various behavior models through
different modeling strategies [5], although various limitations have existed. This section
aims to review the development of these models to help future researchers better select
nonlinear behavior models suitable for different applications.

2.1. Hot-S Parameters

In the study of linear circuits, the traditional S-parameter has been dominant and has
had an important impact on the microwave field for decades. Therefore, when RF engineers
began to study the modeling of nonlinear devices, they hoped to extend the concept of
S-parameters to the nonlinear field [6,7].

Based on this concept, the Hot-S parameter is introduced [8]. Different from the
traditional single excitation source measured conditions of S-parameters, Hot-S parameters
introduce the setting of double excitation sources on this basis [9]. It adds a large signal
( fc) to the input of the device to enable the device to enter the working state, and then
measures the response of the small signal ( fs). In this case, the concept of a wave and b
wave is similar to the classical S-parameter:[

b1( fs)
b2( fs)

]
=

[
hotS11 hotS12
hotS21 hotS22

][
a1( fs)
a2( fs).

]
(1)

In the microwave frequency band, it is usually difficult to directly measure the voltage
and current waveforms. Therefore, in the study of the frequency domain behavior model,
the traveling wave formula is often used to describe it, which involves the linear combina-
tion of port voltage and current. In general, we use Apm to represent the incident wave and
Bpm to represent the scattered wave.

However, this simple expansion method only considers the influence of the large
signal input fc, and does not fully consider the influence of the intermodulation product of
the large signal fc and the small signal fs on the model. In order to improve the model, an
additional small signal with the same frequency as the driving large signal is introduced
and applied at the other end of the device. Since the power of the input small signal is
much smaller than that of the driving large signal, we can regard this small signal as a
disturbance signal without changing the working state of the device under the condition of
ignoring the high-order harmonic response of each port and retaining only the fundamental
response. At this time, the Hot-S parameter can be described as:[

b1( fs)
b2( fs)

]
=

[
hotS11 hotS12
hotS21 hot22

]
×

[
a1( fc)
a2( fc)

]
+

[
T12
T22

]
ej2φ(a1( fc))conj(a2( fc)). (2)

In the above equation, by introducing T12 and T22 terms, the nonlinear response of
the disturbance signal and its conjugate term near the working point of the large signal is
described, and the nonlinear behavior is linearized to a certain extent. However, it should
be noted that, since the equation only considers the fundamental response, it cannot fully
express the influence of nonlinear products.

2.2. Poly-Harmonic Distortion Model

As a further improvement of the extended thermal S-parameters, Verspecht et al.
proposed a new large-signal scattering parameter technique, which is called the poly-
harmonic distortion (PHD) model [10]. The PHD model is derived by strict mathematical
derivation based on the description function.

Since the description function represents a time-invariant system, if the incident wave
has a certain delay, the scattered wave will also have the same delay. This characteristic
is shown as a linear phase shift in the frequency domain. In the description function, the
phase of the fundamental excitation signal is used as a reference, and the phase operator P
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is introduced, where P = ejφA11 . The phase and amplitude can be separated, thus we can
get Formula (3):

Bpm = Fpm
(
|A11|, A12P−2, A13P−3, . . . ,×A21P−1, A22P−2, . . .

)
P+m. (3)

After this transformation, the most important independent variable, A11, will no
longer be a complex number but will become a positive real number, thus reducing the
complexity of subsequent mathematical operations.

Assuming that, for a device-under-test (DUT), only the fundamental input signal, A11,
is a large-signal excitation, and all other harmonic components are small-signal excitations,
then the operating point of the DUT depends only on A11. Under this condition, the
harmonic superposition theorem (as shown in Figure 2) can be applied to linearize these
small harmonic signals. In this case, these small signals and their conjugate terms do not
affect each other, and their effects on the output appear in a positive correlation form.
Therefore, the final PHD model can be expressed as:

Bpm = ∑
qn

Spq,mn(|A11|)P+m−n Aqn+∑
qn

Tpq,mn(|A11|)P+m+nconj
(

Aqn
)
. (4)

A1

B2

Figure 2. The harmonic superposition principle [11].

2.3. X-Parameter Model

In order to further promote and develop the model, Jan and Agilent jointly applied for
a patent trademark, which is the X-parameter behavior model. Additionally, the description
formula is written as:

Be f = X(F)
e f (|A11|)P f + ∑

gh ̸=11
X(S)

e f ,gh(|A11|)AghP f−h + ∑
gh ̸=11

X(T)
e f ,gh(|A11|)A∗

ghP f+h. (5)

In Formula (5), the first item is determined solely by the large signal operating point.
Only the large signal excitation is applied to the DUT, and then the amplitude and phase at
all frequency points are recorded. By comparing these data with the amplitude and phase
of the excitation signal, the amplitude ratio and phase difference of the cross frequency
can be obtained to extract the parameters of this item. The XS and XT terms represent the
influence of the perturbation small signal and the conjugate term of the perturbation small
signal on the port scattering wave, respectively. (Although the reflection coefficient is not
included in the model, the nonlinear response caused by the load impedance mismatch is
actually included in the form of a small signal disturbance). Through Figure 3, it can be
intuitively observed that, with the increase of A11, the nonlinear distortion of the system
becomes more and more serious. The compression deformation of the smiley face is due to
the existence of the XT term, and the rotation and scaling are affected by the other two.
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Figure 3. The conjugate term distorts the smiley face [11].

According to the previous derivation process, the X-parameter’s large signal operating
point depends solely on the nonlinear operating state of the device, including the input and
DC bias information of the large signal, A11 (|A11|, DC). Since the derivation is based on the
single large signal excitation mentioned above, the model is primarily applicable to devices
with good impedance matching. However, under conditions of significant load impedance
mismatch, where the DUT operates in strong nonlinear conditions, the X-parameter model
may exhibit a large prediction error.

2.4. Multitone Multiharmonic Scattering Parameters

In addition, References [12,13] proposed another method to extend the S-parameters,
namely multi-tone, multi-harmonic S-parameters (M2S). The M2S parameters can be
characterized by Formula (6) for each intermodulation product, and the spectral mapping
relationship between A wave and B wave can be determined.

Bp,(k1,...,kN)
def
= Sp,(k1,...,kN)[|A1|, . . . , |AN |]

N

∏
n=1

γkn

(
A|kn |

n

)
. (6)

Under the condition of selecting the appropriate asymmetric offset frequency, the
model can avoid the overlap of intermodulation products, which can be characterized by
independent M2S parameters, only depending on the amplitude |An| and independent
of the phase. Therefore, the M2S parameters can make it relatively simple to obtain a
complete description. In fact, the characterization terms of the intermodulation products
of different orders in the M2S parameters can correspond to the expansion of the Volterra
series in the frequency domain and, according to its definition based on the description
function, the M2S parameters can better model nonlinearity. When the two-port device
is limited and the non-quasi-static memory effect is ignored, the M2S parameters can be
extracted within the expected application specifications by selecting the appropriate offset
frequency. At this time, the model can cover the entire working area of the DUT and has
the ability to predict the behavior of the device under load-pull conditions. However, with
the increase of nonlinear order, it is difficult to ensure that many intermodulation products
do not overlap with each other, which limits the application of M2S parameters.

2.5. Load-Dependent X Parameter Model

As a nonlinear superset of S-parameters, X-parameters can be easily extracted by a
nonlinear vector network analyzer (NVNA) [14,15]. However, the X-parameters measured
separately only contain the waveforms of the harmonic and intermodulation product
components under specified driving signal amplitude and frequency conditions. These
measurements are typically confined to a 50-ohm characteristic impedance range. However,
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the optimal load impedance of the RF power transistor changes with the input power under
large signal operating conditions. Therefore, it is necessary to be able to plot the equal
output power or efficiency curve under different load impedance conditions and different
input power on the Smith chart, in order to help designers find the best load impedance
corresponding to the best performance point of the transistor [16]. This technique is
commonly referred to as load-pull.

Combined with NVNA ’s measurement of X parameters and the load-pull measured
method, X parameters can be obtained in a wide range of Smith charts [17]. The resulting
behavior model is called the load-dependent X parameter [18,19], which is expressed as:

Be, f = X(F)
o f (DC, |A11|, Γ21)P f+∑

g,h
X(S)

f ,ght(DC, |A11|, Γ21)P f−h · Agh+∑
g,h

X(T)
d f ,sh(DC, |A11|, Γ21)P f+h · A∗

gh. (7)

It can be seen from the expression of the behavior model that the so-called load
correlation refers to controlling the value of the load reflection coefficient through the
impedance tuner and returning part of the reflection signal of the large signal response
on the device scattering port to the device as another large signal input to simulate the
working conditions of the serious load mismatch. This model extends the validity range
of X parameters. In essence, it collects X-parameter measurement data at different load
impedance points and organizes them into a dataset so that designers can directly extract
the corresponding X-parameter model for use in the region of interest, as shown in Figure 4.
In fact, the method of directly using large signal test data, such as the load-related X-
parameter model, is essentially a look-up table model [20].

Figure 2. PAE (upper right) , Id and Vd waveforms (lower right), and
dynamic load-line (lower left) from load-dependent X-parameter model

simulations (red) and measured time-domain harmonic load-pull validation 
(blue) at the harmonic impedances, Zn, specified in upper left plot.

Figure 3. PAE, waveforms, and dynamic load lines at a second set of 
harmonic impedances

Figure 4. PAE, waveforms, and dynamic load lines at a third set of 
harmonic impedances

Figure 4. PAE (upper right), Id and Vd waveforms (lower right), and dynamic load-line (lower left)
from load-dependent X-parameter model simulations (red) and measured time-domain harmonic
load-pull validation (blue) at the harmonic impedances, Zn, specified in the (upper left) plot [19].

However, because this model introduces more variables to define the large signal
operating point, the size of the model file significantly increases, which limits the further
use of the model.

2.6. Cardiff Model

In the meantime, the X-parameter model was developed, and a new modeling strategy
was formed by combining the truth look-up table [21,22] with the polynomial behavior
model. This strategy allows for the integration of measurement-based and model-based
design methods, and enables the easy conversion of actual measured voltage and current
waveforms into model parameters. This method can be easily integrated into CAD software
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and is called the Cardiff model. Furthermore, the Cardiff model also extends the classical
X-parameter model, and its formula is expressed as:

bk =

n−1
2

∑
m=0

Ck,m ·
(

Q
P

)m
a1 +

n−1
2

∑
m=0

Uk,m ·
(

P
Q

)m
a2. (8)

Similar to the load-dependent X-parameter model, the Cardiff model also includes the
amplitude |A21| of the incident wave at the output end, and separates the amplitude and
phase of the large-signal incident waves into two different ports. The phase difference is
represented by Q/P as an independent variable in the model function. C and U are the
parameters of the model, which can be obtained by rotating and integrating the phase oper-
ators of different orders. This is a more general behavioral model, which can cover a large
range on the Smith chart and expand the prediction range of the model by interpolation
and extrapolation to cover the entire Smith chart [23,24].

However, since the model does not define the high-order harmonics of the reflected
wave, it is only suitable for simulations related to the fundamental wave output, such
as fundamental wave load-pull or AM-AM, AM-PM distortion. In the strong nonlinear
region, the prediction error may increase. Therefore, we consider extending the original
single-input Cardiff model to two-tone or multi-tone inputs to model mixed-order and
intermodulation products [25]. It can also be used to predict the behavior of a multi-input
single-output amplifier (MISO PA) [26]. In this model, there are at least two interacting
excitation signals with different amplitudes and phases, which can be expressed as:

Bp,h = (∠A1,1)
h · ∑

x
∑
m

∑
n

. . . , Kp,h,m,n,x · |A1,1|x · |A2,1|m ·
(
∠ A2,1

A1,1

)n
. (9)

In this model, the subscripts x and m represent the amplitude variation range of
the two signals, and n represents the phase variation range. The model normalizes the
phase to the fundamental phase of A1,1 to ensure that each harmonic is aligned when
the fundamental phase is 0°. Similarly, the model coefficients are separated into a form
that is only related to the amplitude and is independent of the phase, which simplifies
the mathematical expression and maintains the time invariance of the model. Through
verification experiments, it is proven that this model has excellent interpolation ability and
greatly reduces the original dataset that needs to be used for modeling while maintaining
good prediction accuracy. However, due to the need to re-normalize the traveling wave,
the complexity of model extraction is high. In addition, in the [27], by incorporating DC
bias into the formula of the Cardiff model, the versatility of the model is further improved
and the test intensity is reduced.

2.7. Dynamic X-Parameters Model

As the power of the power transistor excitation signal is further improved, the signal
with a high peak-to-average power ratio will drive the transistor to a fully saturated state,
making it work under strong nonlinear conditions and exhibit a memory effect [28,29]. The
existence of the memory effect means that the instantaneous output of the device at any
time depends not only on the instantaneous input at the current time, but also on the input
of the device at all past times. This makes the previous model unable to accurately predict
the output response of the device [30].

In order to further extend the X parameter to represent the existence of long-term mem-
ory effect in the envelope domain, a model called dynamic X parameter is
proposed [31,32]. The equation is:

B(t) = (FCW(|A(t)|) +
∫

0 G(|A(t)|, |A(t − u)|, u)du)exp(jφ(A(t))). (10)

The basic idea of this model is to combine a static function FCW(·) describing nonlin-
ear behavior with a dynamic nonlinear function G(·) over the time integral function to
characterize the output. The static part here can be regarded as the classical PHD model,
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which represents the large signal envelope domain response of the device under the ex-
citation of a given input signal. The dynamic part is the integral of the general nonlinear
function of the instantaneous amplitude of the input signal A(t), the past value of the input
signal A(t − u), and the time when the past value occurs (variable u). This also explains
the correlation between the instantaneous response of the device and the current input
amplitude, the past input amplitude, and the time span between the two in the memory
effect. Therefore, the extended dynamic X-parameter behavior model has been proved to
be able to predict the strong nonlinear behavior and the memory effect caused by a wider
range of input signals.

In general, the above models perform well under certain conditions but, considering
the diversity and complexity of RF devices, no model can fully cover all working conditions.
The selection of appropriate models should be based on specific application scenarios and
device characteristics of concern and, as the components to be characterized continue to
increase, the complexity of the model and the difficulty of extraction also increase. Future
research may require more comprehensive and general models to more accurately describe
the nonlinear behavior of various RF devices. This may involve integrating the advantages
of different models to create a more comprehensive and adaptable behavior model.

2.8. Other Numerical Models

In addition to the series of models described above, a large number of behavior models
based on numerical calculations have emerged in the study of the nonlinear behavior of RF
power devices [33–35]. These models can be roughly divided into two categories [36].

The first type is a memoryless model suitable for early communication systems. For
communication systems with narrow bandwidth, the distortion generated by the signal is
generally static nonlinear distortion, that is, the output of the system only depends on the
input signal at the current time. This kind of model can be fitted by a power series model
and the Saleh model [37,38].

The second type is a memory nonlinear model for modern broadband systems, which
is originally developed based on the Volterra series model [39–41]. The Volterra series is
a generalization of the Taylor series, which integrates the memory term into the Taylor
series [42]. However, with the increase in memory depth and nonlinear order, the number
of Volterra series kernels will increase significantly, making it difficult to identify the
parameters of the model. Therefore, this series of models is mainly used to describe weakly
nonlinear systems.

In addition, the proposed piecewise linear function model has formed another new
route [43]. This method uses linear functions to fit nonlinear behaviors in each interval
and smooth transition functions between different segments to ensure continuity. Based on
this idea, Cai et al. [44] proposed a model based on a multidimensional canonical section-
wise piecewise linear (CSWPL) function. The traditional CPL method only supports
univariate description functions and can be extended to model complex signals. The
model structure is the same as the Cardiff model, and the multi-dimensional CSWPL is
used for an approximate description. The multi-dimensional variables used to extract the
model parameters come from the frequency domain data and the DC component under
different input power and load impedances obtained by load-pull measurement, and then
the parameters are solved by the least square method. The established model can cover
the entire Smith chart with a set of fixed parameters, and is compared with the artificial
neural network (ANN) model, the polynomial model, and the PHD model . Only the ANN
model can have a similar prediction accuracy to the CSWPL model in areas with strong
nonlinearity, but the complexity of the ANN model is much higher than that of the CSWPL
model. Therefore, the CSWPL model has become a flexible and efficient behavioral model
with excellent performance in highly nonlinear modeling.
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3. Machine Learning Based Model

The neural network is proposed by imitating the working principle of the human
brain [45]. It performs correlation operations by constructing artificial neurons. The artificial
neuron is composed of neurons, weights, summation units, thresholds, and activation
functions, as shown in Figure 5. The structure and weight of the neural network will be
adjusted according to the change of the external input signal. By continuously learning and
training the sample data provided, the neural network can find the relationship between
the input and output signals to construct the model [46].
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Figure 1. A three-layer perceptron neural network structure 
with an input layer, a hidden layer, and an output layer. 
Generally, a multilayer perceptron network consists of an 
input layer, one or more hidden layers, and an output layer [3]. 

Figure 5. A three-layer perception neural network structure with an input layer, a hidden layer, and
an output layer. Generally, a multi layer perception network consists of an input layer, one or more
hidden layers, and an output layer [47].

Since the 1990s, machine learning has gradually entered the field of RF CAD in
the form of ANN [48]. ANN learns the behavior of RF and microwave devices and
circuits through training, combines the knowledge of RF devices with ANN, and uses
machine learning methods to improve existing behavioral models and even create new
models [49–54].

The application of neural networks in RF device behavior modeling is similar to the
idea of polynomial fitting modeling, although such models are not as accurate as physical
models. In recent years, the development of neural networks has made great progress, and
networks with different structures and training algorithms have emerged in an endless
stream. Therefore, the application of these diverse neural network structures to establish
the nonlinear behavior model of power devices has gradually received attention.

3.1. Time-Delay Feedforward Neural Network Model

In the initial stage of the study, the behavior model based on a multi-layer perceptron
(MLP) network has emerged, which has a simple structure and can model the behavior of a
memory-less RFPA. However, as mentioned above, the memory effect is unavoidable. In
order to solve this problem, a time-delay feed-forward neural network model is proposed
in this paper [55]. The input layer of the model contains the time-domain voltage data and
its delay response term, and the output layer is the sample collected in the time domain
by testing. This neural network constructs a form of expression that conforms to the time-
domain memory effect, that is, the output of the device depends not only on the input at
the current moment, but also on the state at other moments. By selecting the appropriate
input delay, the model can fully represent the memory effect of the model. By providing
multiple sets of training data with different input, output, and delay, the model can obtain
a wider representation ability.
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Additionally, some models incorporate the training method of a feedforward neural
network with a global recurrent network. This hybrid approach captures substantial
dynamic information, contributing to the convergence of a high-precision model [56,57].

3.2. Dynamic Neural Network Model Series

In order to make the neural network an accurate model of the problem to be learned,
it is necessary to set the number of neurons and the number of hidden layers reasonably,
which depends on the degree and order of the nonlinearity of the device. Complex nonlinear
behavior requires more neurons. In general, users can adjust the hidden layer through
experience or trial and error, but this is a costly way. Therefore, the dynamic neural network
that recruits and prunes neuron nodes through learning algorithms has become a new
choice [58].

In the paper [59], a model based on a nonlinear autoregressive external input neural
network (NARXNN) is proposed. The model adds two branch delay lines and a feedback
mechanism, which can memorize and process historical data. The number of input/output
layer nodes is set according to the number of input/output values. It is a dynamic neural
network, which has advantages in time-related sequence prediction including the PA
memory effect. Using this model, a good prediction effect can be obtained. As shown in
Figure 6, the model is highly correlated with the measured results.

(a)

Figure 6. (left) Comparison between the RVNARXNN behavioral model and the measured data
of the WCDMA of the 5 MHZ and the LTE of the 5 MHz signal. (right) Comparison between the
RVNARXNN behavioral model and the measured data of the GSM and the LTE of the 5 MHz signal.
(a,b) Output power spectrum. (c,d) AM–AM and AM–PM characteristics [59].

In contrast, of neural network models with large parameters, typical examples include
the GPT (Generative Pre-trained Transformer) series models developed by OpenAI. These
models are known for their powerful learning and representation capabilities, and are
capable of transfer learning on specific tasks through pre-training trials. However, there
is no research on the application of artificial intelligence based on large models to the
modeling of the nonlinear behavior of RF circuits, and we will continue to pay attention to
the research progress related to this direction.

3.3. Support Vector Regression (SVR) Technology Series

However, the neural network-based model has inherent overfitting problems and its
generalization ability is poor. In addition, the ANN model usually cannot determine the
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optimal model structure, so the modeling efficiency is not high. Therefore, more and more
people begin to use SVR technology based on the core of the machine learning algorithm to
model behavior [60]. Compared with the ANN model, SVR technology is more efficient
and stable. The description function of the SVR model is defined as follows:

Bpm = fpm

(︷︸︸︷
Aqn

)
=

k

∑
i=0

βpm,iK
(︷︸︸︷

Aqn,i,
︷︸︸︷
Aqn

)
+ bpm. (11)

According to the block diagram of the SVR model shown in Figure 7, it can be seen
that the model separates the real and imaginary parts of the input signal. It then inputs
them into two SVR machines, respectively, and the two SVR machines output the real and
imaginary parts of the reflected signal, respectively. The SVR model can effectively predict
the behavior of the device at the fundamental and higher harmonic frequencies in the Smith
chart range.

fundamental prat as dominate input, we can obtain the 
formulation of the model after phase normalization as bellow, ܤ = ,|ଵଵܣ|)ܨ ,|ଶଵܣ| ܳଵ/ ଵܲ)ܲ= ܲ  ܴ,(|ܣଵଵ|, /ଶଵ|)(ܳଵܣ| ଵܲ)ୀ

ୀି  

(4) 
where ܴ,  parameters are the coefficients of the Fourier 
transform of the device’s output response [4], L indicate the 
number of the Fourier terms included in the model. Besides, the 
load-pull X-parameter model provides another choice to solve 
this issue. In load-pull X-parameter model [1], it not only 
dependent on the amplitude of the incident wave |ܣଵଵ|, but also 
the load reflection coefficient, Г , as described in (5). Which 
means user need to extract the model at lots of different load 
conditions if they need to cover a big region of the Smith chart. ܤ = ,|ଵଵܣ|)ܨ Г)ܲ + ∑ ܵ, ,|ଵଵܣ|) Г)ܲିܣ +∑ ܶ,(|ܣଵଵ|, Г)ܲାܣ∗ .   (5) 

Both model can give accurate prediction crossover entire Smith 
chart under strong nonlinear conditions, however, the model 
file-size expanded.  

C. ANN Based Model 
All these models presented before provide accurate prediction 

under nonlinear conditions; however, they all exhibit a 
functional dependence on the dominant incident wave, ܣଵଵ . 
Thus, a model that can cover big input power range is required. 

A nonlinear behavioral model based on ANN is presented in 
[8]. As can be seen from Fig. 1, the structure of the RVFFNN 
model as presented is made of two layers; the hidden layer and 
the output layer, along with the real and imaginary components 
of the input and output signals. The tangent sigmoid function is 
used as the activation function. The model utilizes the real and 
imaginary part of the two incident waves, ܣଵଵ  and ܣଶଵ , to 
predict the corresponding real and imaginary part of the 
scattered wave ܤଶଵ. It can also be easily extended to include the 
harmonic frequencies, for both the input and the output signals. 

Once the model is obtained, users can predicted the behavioral 
of the device at different input power levels with only one set of 
model. 

 
Fig. 1.  Block diagram of the new RVFFNN behavioral model. 

D. ML based Model 
SVR techniques are gaining popularity due to the structural 

risk minimization (SRM) principle embodied in the method. 
This paradigm is more effective than the traditional empirical 
risk minimization (ERM) principle exploited by ANNs [9]. 
Furthermore, it also capable of overcoming many of the 
limitations associated with ANNs, including the overfitting 
issue. 

 
Fig. 2. Block diagram of the SVR based model. 

As can be seen from the Fig. 2, SVR model includes two 
different SVR machines to represent separately the real and 
imaginary parts of the signal. The real part and the imaginary 
part of the incident waves, ܣ, are separated, and are each fed 
as inputs to an SVR machine, while the outputs of the first and 
second machine are the real and imaginary part of the scattered 
waves, respectively. 

The SVR model can be obtained after it has been trained on a 
set of measured input/output training data, {ܣฐ௧ ,  ,௧}. Thusܤ
a deterministic relationship between the incident and scattered 
waves can be achieved, and this model can be used for 
prediction of the transistor waveforms across big range of input 
power levels as well. 

III. ACTIVE LOAD-PULL SYSTEMS 

The measurement of devices operating in nonlinear region 
requires large-signal measurement systems. For PA applications, 
large-signal measurement systems, along with load-pull test 
benches [10]–[12], are essential for accurate measurements of 
device characteristics under realistic nonlinear operating 
conditions. Load-pull systems fall into two categories, namely 
passive and active load-pull systems. They are categorized and 
distinguished based on the fashion in which they synthesize the 
load impedance. 

Passive load-pull systems, although provide direct 
characteristic impedance transformation through passive tuners, 
are unable to synthesize high reflection coefficients due to 
inherent losses in the measurement network between DUTs and 
tuner [1]. This drawback has a serious issue in the 
characterization of either high power transistor devices or 
devices under harmonic terminations, where the required 
reflection coefficients lie mostly on or near the border of the 
Smith chart [2, 3].  
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Figure 7. Block diagram of the SVR based model [61].

In the follow-up study, [62] proposed the LS-SVR technology and optimized the SVR
model to provide a more efficient model extraction process without reducing the accuracy
of the model.

4. Measurement Techniques and Model Optimization

The key to obtaining a high-precision behavior model is the quality of test data, and
obtaining high-quality test data requires the support of advanced and reliable measurement
technology. In today’s highly interconnected communication and RF fields, based on
the demand for higher data rates and a wider spectrum, traditional linear measurement
methods can no longer meet the requirements for in-depth understanding and accurate
evaluation of dynamic system trend changes, time-varying relationships, and interactions
between parameters. Therefore, the importance of nonlinear measuring instruments and
technology is particularly significant. Especially for the behavioral model, it cannot be
scaled by simple parameter changes after the modeling is completed, as the physical model
does, and it relies more on accurate and efficient measurement techniques. This section will
discuss the continuous expansion of vector network analyzers, show how the evolution of
measurement technology promotes the development of behavioral models, and introduce
the impact of model optimization.
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4.1. Vector Network Analyzer (VNA)

VNA is one of the earliest test tools used in the RF field. It measures the response
of the network as a vector, including real and imaginary parameters, in order to facilitate
the capture of signal amplitude and phase. Its main working mode is to measure the
transmission, reflection, impedance parameters, and S parameters in the frequency band of
interest to analyze the performance of various circuits and devices.

The structure of the VNA is shown in Figure 8, where the signal source is used to
generate the excitation, which is transmitted to different directions of the DUT according
to the test requirements through the splitter. The input signal and output signal on the
DUT are separated by the directional coupler of the two ports, and then the RF signal is
measured and processed in the receiver part to obtain the required frequency, amplitude,
phase, and other information.

Processor & Display

Device under test

Directional coupler 

Splitter

Level adjust

Signal source

SW1

Splitter

P1 P2

Receiver & Detector

Figure 8. The structure of the VNA.

4.2. Large Signal Network Analyzer (LSNA)/Microwave Transmission Analyzer (MTA)

The traditional VNA measurement has nothing to do with power, which makes it
limited to the description of the LTI system. In order to overcome its limitations under
nonlinear conditions, LSNA and MTA gradually emerged. LSNA obtains the absolute
amplitude of the wave and the absolute value of the phase relationship between the
harmonics in the complete range by performing fast Fourier transform (FFT) on the entire
spectrum. Its structure is shown in Figure 9.

Similar to VNA, LSNA uses RF signal generators and couplers to transmit excitation
signals and acquire incident and reflected waves. In the subsequent processing of the
captured RF signal, an attenuator is needed to avoid the subsequent components working
in the nonlinear region. Due to the high frequency of the signal, it cannot be directly
digitized, so it is necessary to perform down-conversion. This part of the device is actually
composed of MTA and is realized by the sampling theorem. LSNA also uses a 10 MHz
synchronization line to synchronize the clocks of various components of the instrument to
obtain an accurate coherence relationship between phases.
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52 December 2006

Eager to explore the mysterious ways of a nonlin-
earity, the first prototype of the LSNA was devel-
oped in 1993 by a cooperation of the HP-NMDG
group and the department Algemene Electriciteit en
Instrumentatie (ELEC) of the Free University of
Brussels. The purpose was to build an absolute

wavemeter that allows capturing the whole wave
spectrum in a single take. It was the first instrument
able to measure the absolute magnitude of the waves
as well as the absolute phase relations between the
measured harmonics. In the following, the concept
of the instrument and the working of the different
parts are explained. Figure 9 shows a photograph of
the actual LSNA setup.

Concept
The purpose of the LSNA was to build an absolute
wavemeter that allows capturing the whole wave
spectrum in a single take. The instrument must be
able to measure the absolute magnitude of the waves
as well as the absolute phase relations between the

harmonics. In other words, the LSNA can be seen as
an absolute fast Fourier transform (FFT) analyzer for
microwaves.

Figure 10 represents a simplified block schematic of
a two-port LSNA to perform connectorized continuous
wave (CW) measurements. The DUT can be excited at
one or both ports by an RF generator. The incident and
reflected waves at both ports of the DUT are then mea-
sured through couplers, which have a bandwidth from
about 500 MHz–50 GHz. The high-frequency content
of the signals does not allow digitizing these signals
immediately. Therefore, the measured RF spectrum is
downconverted to an IF spectrum by using harmonic
mixing. This part of the setup is referred to as the
downconverter of the LSNA and is in fact the key com-
ponent of the instrument. The downconverter is based
on two modified MTAs, and four fully synchronized
RF data acquisition channels are available. The har-
monic mixing principle and the operation of the down-
converter will be explained in the following. Before the
waves are downconverted, attenuators can be used to
bring the signal level at the input of the downconvert-
er below −10 dBm. This is necessary to prevent the
downconverter from being pushed into its nonlinear
operation region. After downconversion, the measured
data can be amplified and digitized by four synchro-
nized analog-to-digital converter (ADC) cards of type
HPE1437. The ADC cards sample the data at a rate of
20 MHz and have a usable bandwidth of 8 MHz. The

Figure 10. Simplified block schematic of a two-port LSNA.
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the very rich behavior of the
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Figure 9. Simplified block schematic of a two-port LSNA [63].

For nonlinear devices that do not consider the memory effect, LSNA can already obtain
more reliable test data. For example, the Hot-S parameters can be extracted by the test
system [64] shown in Figure 10. The system structure is very simple, consisting of a large
signal network analyzer and two signal generators. Among them, signal source 1 provides
a large signal (A1) that puts the system in a ‘hot’ condition, while signal source 2 generates
a small signal (A2) independent of (A1). The test process is similar to the traditional S
parameter measurement. The measured data can be substituted into Formula (2) to obtain
the Hot-S parameter.
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Figure 219: Distortion Hot S1parameters Measurement Setup [18]. 

Using a tuner is also possible though a synthesizer allows active load1pull

through emulation of load impedances. Using a LSNA as opposed to a simple

network analyser allows the measurements of all the travelling waves (A1, A2, 

B1 and B2). These quantities can then be used to calculate the Hot S1

parameters by using either equation (2112) or (2113). 

"�#�"� 4����1���+(�(���
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The Hot S1parameter concept was developed in an attempt extend the 

capabilities of S1parameters by making Behavioural models capture non1linear

characteristics. Its application focused on two main areas which are stability

and distortion analysis. Thus, measurement setup will vary accordingly 

depending on its application. 

For stability analysis, note that the B waves in Fig. 215 and 216 contain tones 

at the sum (fc+fs) and difference frequency (fc1fs). In fact, according to [21],

there are more tones such as at (L.fc+fs) and (L.fc1fs) with L being any positive

integer due to the mixing between the probe tone fs and the fundamental and 

harmonics of the carrier, fc. 

Figure 10. Distortion hot S-parameters measurement setup [65].

For such a simple test system, it mainly depends on the powerful instrument of
LSNA. However, as the complexity of RF and microwave technologies increases and test
requirements become more diverse, combining network analyzers with other devices is an
effective way to scale.

4.3. Nonlinear Vector Network Analyzer (NVNA)

Since the LSNA measures the entire spectrum at the same time, the grid space for
phase calibration will be larger if the interpolation algorithm is not used. NVNA achieves
similar functions to LSNA in another way, and its structure is shown in Figure 11.
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Figure 11. Simplified block schematic of a nonlinear vector network analyzer (LO represents the local
oscillator signal) [66].

Unlike LSNA, NVNA is based on the heterodyne principle and uses a mixer to convert
the RF signal into an intermediate frequency. Since NVNA only measures one frequency
component at a time, all the spectral lines are correctly spliced together to obtain a complete
measurement result, which requires the harmonic phase reference to be controlled by the
synchronous clock signal in order to finally restore the relative phase relationship between
the harmonic components. Based on NVNA, the X-parameter hardware test platform can
be constructed, and the load impedance can be changed by controlling the impedance tuner
to realize the measurement of load-pull data [18].

4.4. Pulse Measurement Technology

Different from the electrical memory effect mentioned above, when the instantaneous
power of the PA fluctuates with the change of the input signal, the junction temperature
of the transistor changes, which leads to the thermal memory effect. This effect is mainly
manifested as the self-heating and trap effects, resulting in the decrease of PA efficiency,
output power, and linearity. In order to reduce the influence of device self-heating on the
measurement results and to better analyze the trap effect, pulse measurement technology
is a reasonable choice.

4.4.1. Pulse-IV Technology

For general transistors, IV characteristics can be characterized by applying a short-time
low-duty-cycle pulse signal. However, the asymmetry of charge trapping and recovery time
in GaN FET requires new measurement methods for accurate characterization. Ref. [67]
proposed a dual-pulse measurement technique. The technique uses two pulses, one of
which puts the transistor in a preset trap state, while the other provides an actual IV
measurement. Through this pretreatment method, a customized dual-pulse IV of PA under
different operating conditions can be obtained to predict more achievable PA performance.

4.4.2. Pulse-RF Technology

After the pulse IV measurement of the transistor, the characteristic information of its
knee point drift and current collapse can be obtained. However, the transient effect of the
change of the working point of the gauge on the RF performance of the device cannot be
obtained. In order to overcome the limitation of static measurement and obtain the response
in a more application-like environment, it is necessary to perform pulse RF large signal
measurement. For example, Reference [68] proposes to evaluate the nonlinear dynamic
effects by measuring the transient behavior under pulsed RF excitation. In general, IM3 is
widely used to characterize the memory effect. However, when considering the trap effect,
it is only related to the envelope frequency below 1MHz, so it must be measured by a very
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small pitch interval, which will inevitably lead to a decrease in measurement accuracy. The
measurement system shown in Figure 12 is used for data acquisition.

604 IEEE MICROWAVE AND WIRELESS COMPONENTS LETTERS, VOL. 29, NO. 9, SEPTEMBER 2019

Microwave Characterization of Trapping Effects
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Abstract— Trapping effects of a state-of-the-art 100-nm
GaN-on-Si high-electron mobility transistor (HEMT) process for
radio-frequency (RF) applications are characterized for the first
time. Considering an operation with high peak-to-average power
ratio (PAPR) signals, pulsed-RF measurements give a more direct
understanding of the dynamic trap behavior than the third-order
intermodulation products (IM3). The experimental data are used
for estimating the time constants describing the transients in the
presence of signals with different PAPRs.

Index Terms— Frequency dispersion, GaN high-electron mobil-
ity transistor (HEMT), microwave measurements, power ampli-
fiers (PAs).

I. INTRODUCTION

MONOLITHIC microwave-integrated circuit (MMIC)
power amplifiers (PAs) in 100/150-nm gallium-nitride

(GaN) high-electron mobility transistor (HEMT) technol-
ogy on silicon-carbide (SiC) [1] or silicon (Si) [2] sub-
strates have demonstrated unparalleled performance in terms
of radio-frequency (RF) power density, power-added effi-
ciency (PAE), gain, and bandwidth (BW) in the Ka-band.
Nonetheless, GaN HEMTs are typically affected by charge
trapping due to several physical phenomena in the different
material layers [3], [4]. Trapping is induced by the strong
electric field within the GaN device, showing a nonlinear
dependence on the dynamic voltages applied, and causing
fast capture times (down to ns) and long recovery transients
(e.g., several ms). The low-frequency (LF) dispersion asso-
ciated with these effects greatly impacts the applications.
In pulsed amplifiers (e.g., radar), the performance depends
on the duty cycle and pulse repetition frequency [4], [5].
In wideband telecom transmitters, linearization is dramatically
impaired due to the nonlinear dynamic interactions in the
presence of high peak-to-average power ratio (PAPR) signals
with closely spaced spectral components [5].

Despite being useful empirical modeling tools,
widely used methods such as dc transient analysis [3],
LF S-parameters [6], and pulsed-IV [7] may not be sufficient
for predicting the complex GaN behavior under actual
large-signal modulation at RF [8]. In this work, we perform
a pulsed characterization at microwave frequencies under
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Fig. 1. Block diagram of the measurement setup.

application-like regimes, when suitable impedance termi-
nations are applied to the device under test (DUT), e.g., in the
case of a designed PA. We extract PA behavioral performance
indicators such as trap-induced transient gain and dynamic
output power reduction that, for this GaN technology, are not
revealed by classic IM3 measurements. Thus, this information
can be used for an accurate assessment of the PA linearity
and for linearization purposes. To the best of our knowledge,
this is the first evaluation of this kind on a 100-nm GaN-on-Si
RF HEMT process, highlighting a dynamic behavior that is
not currently accounted for in foundry models.

II. GAN-ON-SI RF TECHNOLOGY

The technology under evaluation is the D01GH GaN-
on-Si process by OMMIC. The use of silicon substrate is
highly attractive for reduced production costs and integra-
bility with other processes. The process features a 100-nm
mushroom-gate HEMT with ft = 105 GHz. At 30 GHz and
VDS = 12 V, the typical power density is 3.3 W/mm, with
a maximum stable gain of 13 dB (2 × 25 μm device). The
breakdown voltage is 50 V, while the maximum drain current
density is 1.3 A/mm (at VDS = 3 V).

III. RF MEASUREMENT TECHNIQUES

A. Measurement Setup

The measurement setup (Fig. 1) operates at 18 GHz. The
DUT is excited by two locked RF sources combined with an
isolated coupler and preamplified. The signals at the input
and output ports are sensed by directional couplers, and
measured by either a power sensor or a spectrum analyzer.
Since trapping mechanisms show nonlinear dynamic depen-
dences on the applied voltages, maximum care should be
paid to the load termination (Z L) shown by the measurement
setup, not only at the fundamental frequency but also at the
LF [9]. Indeed, the baseband termination interacts with the
LF-dispersive effects modifying the operating regime, and the
voltage peak reached by the RF loadline will set the amount

1531-1309 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Figure 12. Block diagram of the measurement setup [68].

The system can simulate different self-heating and trap conditions by changing the
pulse power and duty cycle, so this measurement method can effectively characterize the
transient behavior of devices with trap effects.

By comprehensively applying these pulse measurement methods, the basic IV charac-
teristics of the transistor can be obtained while obtaining transient characteristics that are
in line with the actual application conditions. Just as in Ref. [69], for devices with different
Fe-Doped buffer concentrations, there is no significant difference in the characteristics ob-
tained by traditional measurements such as pulse IV measurement. It can be supplemented
by a pulsed RF measurement, and the effect of doping concentration on the recovery time
after the current trap is found. The development of such pulse measurement techniques
provides more favorable data support for the establishment of models that can characterize
long-term memory effects [70–72].

4.5. Load-Pull Technique

The influence of load-pull data on the accuracy of the model cannot be underestimated.
In addition to the passive load-pull realized by the impedance tuner in the above test system,
an active load-pull measurement system is proposed in Figure 13.

An Intelligence Driven Active Loadpull System 
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Abstract - This paper describes how the application of the 
PHD model can add intelligence to an open loop active loadpull 
system. This intelligence driven approach by providing for an 
improved prediction of the operating conditions required to 
emulate a specified load speeds up the load emulation 
convergence process by minimizing the number of iterations to 
predict the injected signal, therefore making more efficient use 
of a measurement system. 

The results were validated by carrying out loadpull 
measurements on the fundamental tone of a lOx75um GaAs 
HEMT, operating at 3 GHz. 

Index Terms - active loadpull, X-parameters, device non
linear models. 

I. INTRODUCTION 

Load and Source-pull measurements are widely used in the 

design of power amplifiers to deduce optimum efficiency, 

gain, linearity and power, providing a clear understanding of 

the various modes of amplifier operation. This paper is based 

around measurements carried out using the Open Loop Active 

Loadpull system, developed in Cardiff University and 

described in [I] and [2], with phase coherent Signal 

Generators. The architecture of the single-tone (continuous 

wave) setup is illustrated in Fig I and is based on the 

Tektronix DSA 8200 four-channel oscilloscope as a receiver 

[3]. 
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Such a setup reduces losses faced by most passive tuning 

systems by actively injecting the desired signals to realize the 

required reflection coefficient. The system is also less prone 

to RF oscillations noticed in closed loop systems [4]. 

Load emulation is achieved in this system by solving (1) for 

A2h, with h indicating the harmonic index. 

A2h - r h·B 2,h (A2,1 ' A2,2 , ... , A2,h) = 0 (1) 

Therefore, if we have no prior knowledge of the function 

B2,h(.), the solution to (1) is found using a numerical 

technique. This process is iterative and can take up to 5-10 

iterations to converge to a solution for the fundamental 

harmonic tone. If harmonic loadpull is required, the iterations 

are further increased due to a change in the fundamental tone 
causing distortion in higher harmonics. This problem is 

further compounded by the fact that the numerical techniques 

utilized present their own disadvantages such as multiple 

roots and numerical oscillations [5]. 

Recent advancements in device behavioral modeling have 

seen the introduction of the Poly Harmonic Distortion 

Modeling (PHD) framework [6]-[8]. As well as containing 

magnitude and phase relating to the spectral components of 

the input signal, this framework introduces harmonic cross 

product information. These products give us the relationships 

between harmonic frequencies for a given drive level and 

frequency and could therefore be beneficial in an Open Loop 

Active Loadpull measurement scenario, since a locally 

derived model can be used to assist in calculating the required 

injection signals to simultaneously perform both fundamental 

and harmonic loadpull emulation [9] when solving (1). 

The motivation of this paper is to demonstrate how the 

behavioral modeling framework, based on non linear mixing 

terms can be used to aid prediction of the desired injection 

signals necessary in an Open Loop Active Harmonic Loadpull 

system to provide a desired load impedance. 

II. THEORY AND DESIGN OF A MODEL BASED ALGORITHM 

The technique explained in [6] (see (2) with h indicating 

the harmonic index) provides a mathematical framework for 

describing the response, B2,h of a non-linear system as a 

function of the respective injection signals. Combining this 

with (1) thus allows for the formulation of a new open loop 

loadpull algorithm with improved load emulation capability. 
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Figure 13. Active load-pull measurement system [73].

The main difference is that the signal generator with the same phase reference is used
to actively inject the signal at the output end to form the required reflection coefficient. After
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passing through the tripler, it enters a 4-channel receiver to change the load impedance of
the DUT, in order to achieve the effect of load-pull. This measurement method can also be
used to extract the parameters of the harmonic Cardiff model, which can be used to model
the device under strong nonlinear states.

However, with the enhancement of the nonlinearity of the device, the memory effect
cannot be ignored. In this case, it is difficult to accurately measure high-order nonlinear
behaviors (such as intermodulation distortion) only through a single-tone test system, and
relevant information can only be obtained through a two-tone test or even a multi-tone
test [74–76]. These existing test techniques cannot fully describe the nonlinear components
in the memory effect. With the advent of the 5G era, the amount of data in the communi-
cation system is increasing, and the bandwidth and frequency are also higher. Therefore,
it is a foreseeable development trend to further combine the two-tone, non-equidistant
multi-tone measurement with load-pull technology, which will be a test technology closer
to reality. For example, in the article [77], the impedances of the fundamental frequency
and IMD3 are controlled by using different VSGs, as shown in Figure 14, so that they can
cover the entire Smith chart. This measurement method can effectively determine the true
application potential of the transistor, thereby optimizing the performance of the final
design product.

number of samples for the sensing and generation of multi-tone 

signal with frequency spacings less 100kHz. All instruments are 

synchronised using a shared PXI timing and synchronisation 

bus. 

The dynamic range of the measurement system can be 

enhanced through averaging of the detected signal over a 

duration of multiple signal periods. The achievable dynamic 

range for the multi-tone set-up was in the range of 80dB with 

about 10,000 averages.  

Linear power amplifiers (PAs) were used to ensure that 

sufficient power can be delivered to the DUT. The interface 

between the instrumentation, PAs and DUT is established by a 

test-set consisting of couplers, bias tees and interconnecting 

cabling. 

 

Fig. 1.  Active loadpull measurement system. 
 

To ensure a stable DUT operation and a representative 

baseband impedance additional Matching Networks (MN1, 

MN2) are connected to DC ports of the Bias TEEs offering a 

broadband DC channel [10]. The MN1 impedances are tuned to 

suppress oscillation of DUT while the MN2 network is used for 

reducing the IMD3 levels with target impedance of zero ohm 

[9].  

10W GaN devices (CG2H40010, [11]) are used during the 

measurements. Its large-signal model provides access to the 

signals at the current source, which is more suitable for the 

evaluation of the device technology. Table 1 summarises the 

parameters that are used to establish the mode of operation. The 

drain current is selected to minimise gain expansion. Table 2 

shows the impedances, which are established by the passive 

test-set of the measurement system, at the package and current 

source reference planes. These impedances are applied during 

large signal model calculation on computer aided design (CAD) 

tool. 

Table 1.  Parameters for measurements. 

Parameters Value 

Drain voltage (V) 28 

Gate Voltage (V) - 3.3 

Bias Drain current (mA) 20 

Number of tones 2 

Center frequency (GHz) 1.0005 

Frequency space (MHz) 1 

Table 2.  System impedances at package reference and current source reference. 

Frequencies 

Package Reference Current Source 

Reference  

Source 

impedances 

(ohm) 

Load impedances (ohm) 

Fundamental  53.1 – j3.55 29.8 + j32.7 69.35 + j18.7 

Baseband 38.7 + j9.55 0.65 – j2.25 0.65 – j2.25 

2nd harmonics 41.3 + j1.9 48.8 – j16.9 16.2 – j20.9 

3rd harmonics 80.9 – j43.8 31.6 – j42.9 5.6 – j13.25 

 

Fig. 2 depicts the fundamental and IMD3 spectrums 

including the impedances for each tone at current source 

generator, which are established by the passive 50Ω test-set and 

then transformed by the output device and package parasitic 

network. As can be seen, due to the relatively small tone 

spacing of 1 MHz all impedances for four different tones are 

narrow, impedances of all tones are co-located in the same area 

of the Smith chart. For the two fundamental tones the signal 

levels are chosen to operate the device at a -2dB gain 

compression. 

Within a conventional active loadpull, the pre-set 

impedances are created by the passive test-set of the system and 

only perturbed by the signals from the generators attached to 

the device output. Within this work, both the fundamental and 

IMD3 impedances were fully controlled by a single output VSG, 

which in combination with a linear output PA allowed to cover 

the entire Smith chart. 

 

Fig. 2.  IMD3 loadpull measurement: (a) frequency domain; (b) impedances on 

a Smith chart 

 

To verify the systems performance initial two-tone loadpull 

measurements were conducted with the established device and 

drive signal settings. While sweeping across the impedance 

plane, the impedances and the power levels of the two 

fundamental tones are keeping same value. No IMD3 load-pull 

is attempted at this stage and instead the impedance that is set 

by the passive set-up is utilised. The measurement is relatively 

similar to typical passive loadpull measurements that are used 

for large-signal model development and verification. The only 

difference is during these investigations IMD3 impedances are 

kept constant. 

 The resulting contour plots for DE and Pout are shown in 

Fig. 3 and 4, respectively. For the calculation of optimum 

impedances from measured data a method that is based on 
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Figure 14. IMD3 load-pull measurement: (a) frequency domain; (b) impedances on a Smith chart [77].

4.6. Model Optimization

In addition to the development of nonlinear measurement technology, more and more
research is currently being devoted to optimizing behavioral models. By optimizing the
model parameters and structure, the fit and performance of the model can be improved
to make it closer to the actual observation results. Additionally, the model extraction
algorithm can be improved to ensure faster convergence speed and higher reliability
without sacrificing representation accuracy.

In the traditional Cardiff model coefficient extraction method, the linear least squares
method is usually used for calculation. However, this mathematical calculation process
can become complicated when dealing with a large amount of data. In the article [50], a
new method is proposed to optimize the original model by using artificial neural networks
to extract the coefficients of the Cardiff model. Different from other neural networks, this
method divides the input and output data of the device into real part and imaginary part
matrices, and inputs them into the neural network simultaneously. Moreover, the expected
model coefficients are used as the target output of the output layer and are then trained.
By using this method to extract the model, acceptable accuracy can be achieved while
simplifying the calculation process, thus optimizing the model.

This method not only simplifies the calculation process of Cardiff model coefficient
extraction, but also improves the efficiency and performance of the model. This method of
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optimizing the model represents important progress in the field of behavioral models and
is expected to yield better results in practical applications.

In Ref. [78], a method for extracting models from large-signal measurement data is
proposed. This method generates a model function of any density by introducing a new
nonlinear function sampling (NFS) operator (similar methods are also used in the M2S
parameter extraction process). Based on the linear dependence on the unknown quantity,
the extraction process is completed by solving the global linear equations of the unknown
spectral components of the charge waveform, and finally the automatic model parameter
identification is realized. This is also a major development direction of model optimization.

5. Applications

In the field of modern RF and microwave, nonlinear behavior models have evolved
into indispensable tools. These models are not only used to describe the performance
characteristics of devices/circuits, but also enable in-depth understanding of electronic
systems and convenient simulation to meet growing demand, reduce design costs, improve
performance, and promote innovation. In the face of the increasing complexity of electronic
system design and optimization, the behavior model of RF power devices presents an
exciting application prospect.

5.1. Design and Optimization of RF Power Amplifier

The requirements of modern communication systems for power and efficiency are
increasing day by day. As the core component of RF links, the nonlinear behavior of power
amplifiers has a significant impact on the overall performance. Especially in complex signal
modulation and high input power scenarios, the nonlinear characteristics of PA may lead
to signal distortion, spectrum proliferation, and unnecessary electromagnetic interference.
Therefore, the establishment of a highly accurate transistor model becomes a prerequisite
for optimizing PA design and developing linearization techniques.

In [79–83], behavioral models have been used to analyze various distortion mech-
anisms such as device intermodulation and harmonic distortion in detail, and began to
explore PA linearization techniques such as predistortion and feedback. For example,
in [84], T. S. Nielsen et al. extracted an X-parameter model of the Gan HEMT power transis-
tor by using the nonlinear vector network analyzer NVNA and, based on this model, the
design and development of Doherty PA was completed. In [85], a behavior model-based
algorithm is proposed to increase the speed and accuracy of multi-tone wideband load-pull.
Finally, after actual measurement and verification, it was found that the deviation between
the test results and the simulation remained at a relatively low level, which also proved the
effectiveness of the behavior model.

5.2. Signal Integrity

In today’s high-frequency communication environment, it is very important to ensure
the transmission quality and accuracy of high-frequency signals from the transmitter to
the receiver. Especially in the complex electromagnetic environment, the influence of
various interferences and distortions makes the signal transmission more vulnerable, which
may lead to data loss, timing errors, and overall performance degradation. The traditional
electromagnetic modeling method based on Maxwell’s equations may be limited in complex
processes. Therefore, nonlinear behavior modeling of transmission circuits has become an
innovative solution to the problem of signal integrity in high-speed circuit design.

For working conditions with complex interference, such as electromagnetic radiation,
electromagnetic induction, and electromagnetic scattering, the traditional model may find
it difficult to fully consider the influence of nonlinear behavior. Therefore, behavior models
based on machine learning, such as CNNs, have become a more intelligent and efficient
solution. Through the study of a large number of actual data, these models can capture
the complex behavior in the nonlinear system, enabling them to predict key signal quality



Micromachines 2024, 15, 46 18 of 23

indicators more accurately and provide a more accurate reference to improve the fault
tolerance and anti-interference ability of the signal.

5.3. Electromagnetic Interference Field

As the electromagnetic environment becomes more and more complex, electronic
equipment and systems are facing increasingly serious electromagnetic compatibility chal-
lenges. The existence of electromagnetic interference may lead to communication interrup-
tion, equipment failure, and even potential risks to personal safety. Therefore, the modeling
and simulation of electromagnetic interference have become key steps in preventing, iden-
tifying and solving electromagnetic compatibility problems in advance, which is another
important application field of nonlinear behavior models. RF devices operating in extreme
radiation environments must be able to withstand high radiation levels and maintain their
performance degradation within an acceptable range. Therefore, the modeling of devices
under severe radiation has become an attractive field. Some of the early models were
extended on the basis of the SPICE model, considering the effects of gamma rays, neutron
radiation, etc. [86,87], but there was no clear extraction process of radiation parameters,
and it was not convenient to use. Subsequently, in [88], the researchers established proton
and neutron damage models with the help of TCAD, and achieved a good agreement
with the measured results. In addition, Sichen Yang et al. [89] realized a model with
certain nonlinear parameter prediction ability for the RSE problem by combining a series
of methods mentioned above.

In [90], through a large signal network analysis of nonlinear systems, the extracted
X parameters are used to measure the immunity of the system under electromagnetic
interference. The results show that the behavior model has wide application potential in
electromagnetic compatibility modeling and simulation. This application potential is not
only reflected in theoretical research, but also has substantial value in system design and
performance optimization in the actual electromagnetic environment.

In short, the nonlinear behavior model has a wide application prospect in the field of
RF and microwave, which is helpful in improving the performance of electronic systems,
promoting technological innovation, and ensuring the normal operation of electronic
equipment in a complex electromagnetic environment. These behavioral models play
an indispensable role in modern communication, computing, and electronic systems,
helping engineers solve evolving technical challenges by improving the accuracy and
intelligence of the models. Therefore, the application of the nonlinear behavior model
is not only the demand of the current RF microwave field, but also the guidance for the
future development of electronic systems. By continuously improving and expanding these
behavioral models, we can expect to see more innovative products and solutions to meet
the ever-increasing performance and complexity requirements. In engineering practice,
these models will continue to play a key role in promoting the continuous progress of RF
microwave technology.

6. Challenge and Prospect

As a key research direction in the electronics field, the modeling of RF front-end
circuits and devices continues to show a wide range of prospects through the support of
innovative measurement techniques, model optimization methods, and diverse application
fields. This paper discusses the advantages and disadvantages of the behavioral model as a
modeling tool, emphasizing its lack of a clear physical basis, the limitations of geometric
scaling expansion, the problem of high dependence on data quality and quantity, and the
challenge of re-fitting when working conditions change. In this context, this paper proposes
the potential prospects of hybrid models, and believes that the combination of physical
models and behavioral models is the future development direction.

First of all, the advantage of the hybrid model is that it can introduce physical knowl-
edge to guide the model construction and constrain the parameter extraction process,
thereby improving the interpretability of the model. The combination of data fitting of the
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behavior model and the intuitive reflection of the physical model on the device behavior
can not only improve the accuracy and generalization ability of the model, but also reduce
the high dependence on a large number of test data, thereby reducing the measurement
cost and time. Based on the support of physical knowledge, the parameters in the behavior
model can also contain a certain physical meaning, so that the hybrid model has a certain
geometric scaling ability and can be extended to other working conditions. Therefore, the
hybrid model has become an effective way to deal with practical engineering problems.

At the same time, it provides a variety of model selection guidance for different
practical application scenarios. Especially in the modeling of complex nonlinear behavior,
the model based on machine learning highlights the new direction and method for RF
power device modeling research. Through this application, the behavior of the device can be
simulated and analyzed more accurately, providing more possibilities for RF circuit design.

In addition, this paper also emphasizes the key role of measurement technology. The
traditional VNA provides a basis for us, but with the continuous upgrading of RF system
requirements, the introduction of new measuring instruments such as LSNA, MTA, and
NVNA makes it possible to understand nonlinear systems in depth. Load-pull technology
provides a more complex and comprehensive test method under different impedance
conditions by introducing active and passive means. Subsequent measurement techniques
can be further developed to include complete measurements of device memory effects. At
the same time, the model optimization method also provides a new idea for improving the
accuracy and efficiency of the model. The comprehensive application of these advanced
measurement techniques and model optimization methods will inject more vitality and
possibility into the future development of RF power device behavior models.

In short, RF power device modeling is a promising field, not only because of its wide
application in electronic system design and optimization, but also because of its innovative
research directions and methods. Future research will continue to explore how to better
integrate various models to meet the growing demand for RF applications, while empha-
sizing the importance of data quality, model accuracy, and interpretability to ensure that
behavioral models give full play to their potential in practical applications. Hybrid mod-
els, neural network models, advanced measurement techniques, and model optimization
methods will jointly promote the future development of RF power device modeling.
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