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Abstract: Numerous network cyberattacks have been launched due to inherent weaknesses. Network
intrusion detection is a crucial foundation of the cybersecurity field. Intrusion detection systems
(IDSs) are a type of machine learning (ML) software proposed for making decisions without explicit
programming and with little human intervention. Although ML-based IDS advancements have
surpassed earlier methods, they still struggle to identify attack types with high detection rates (DR)
and low false alarm rates (FAR). This paper proposes a meta-heuristic optimization algorithm-based
hierarchical IDS to identify several types of attack and to secure the computing environment. The
proposed approach comprises three stages: The first stage includes data preprocessing, feature
selection, and the splitting of the dataset into multiple binary balanced datasets. In the second stage,
two novel meta-heuristic optimization algorithms are introduced to optimize the hyperparameters of
the extreme learning machine during the construction of multiple binary models to detect different
attack types. These are combined in the last stage using an aggregated anomaly detection engine in a
hierarchical structure on account of the model’s accuracy. We propose a software machine learning
IDS that enables multi-class classification. It achieved scores of 98.93, 99.63, 99.19, 99.78, and 0.01, with
0.51 for average accuracy, DR, and FAR in the UNSW-NB15 and CICIDS2017 datasets, respectively.

Keywords: intrusion detection system; machine learning; feature selection; grey wolf optimization;
extreme learning machine; Archimedes optimization algorithm; honey badger algorithm

1. Introduction

Recent statistics from DataReportal state that the number of internet users worldwide
has quadrupled over the past ten years, rising from 2.18 billion to 4.95 billion from 2012
to 2022 [1] as a result of the rapid evolution of online users, apps, services, and devices
in various domains. IoT technology is a trending area in portable information, and it has
great importance in regard to creation, transfer, storage, and deletion sessions. Thus, the
confidentiality, integrity, and availability of information security must be considered in
order to overcome system vulnerabilities and to prevent intruders from damaging the
system by trying to steal, destroy, or alter the information therein [2,3]. The term “intrusion”
is used in an information system to describe any activity that undermines a system’s
security policy. IDS is the process used to discover intrusions [4]. IDS helps to detect,
determine, and identify unauthorized system activities [5]. As shown in Figure 1, IDS
may be software, hardware, or a combination divided into four types. Host-based IDS
checks attacks on its system, in contrast to network-based IDS, which checks the overall
network activities. Signature-based IDS monitors any skewness from the normal behavior
based on rules that require the continuous updating of the databases, while anomaly-
based IDS identifies suspicious threats. Hence, detecting anomalies is a classification (ML)
problem [6,7]. Using feature selection methods (wrapper, filter, and embedded) or learning-
based methods to reduce misclassification and to minimize the data dimensionality of big
data network transactions, choosing the best features is an area of high interest in the ML
community [8,9].
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Figure 1. Taxonomy of common IDSs.

There are ML algorithms capable of discovering hidden relationships in data and
making judgments without explicit guidance [10,11]. The majority of these techniques are
based on a back-propagation learning algorithm. Hence, IDS is a real-time system that
requires a high classifier performance speed during the system design planning stage. A
rapid and reliable approach to real-time applications for the detection of attacks is necessary
for IDS. As the learning algorithm and architecture of the extreme learning machine (ELM)
are efficient and straightforward, ELM can detect attacks more rapidly and precisely than
conventional identification approaches, such as support vector machines (SVM) [12,13].

Recently, the use of ELMs has increased in real-time classification applications, as they
outperform their peers in categorization. ELM can improve computational efficiency by
selecting the optimal features and identifying the number of neurons in the hidden layer.
The most effective selection methods are meta-heuristic-based, including evolutionary,
physics, and swarm algorithms. These methods can select the most ideal data features and
hyperparameter values to construct an efficient ML-model-based IDS [12].

Thus, an ML-based detection strategy that works well in terms of accuracy and FAR is
required to determine how many correct predictions were made and how effective the clas-
sifier was in reducing the number of wrongly classified cases. As such, this paper focuses
on constructing a robust software anomaly-based IDS using the techniques discussed from
a classification point of view. Additionally, it provides information about performance
metrics such as the accuracy, DR, FAR, precision, and Fl-score. This paper makes the
following main contributions:

e  Proposes a new IDS that uses ML rather than deep learning (DL) to create the classifi-
cation system, which has resulted in more efficient and less complicated models;

e  Utilizes ELM for the categorization of attacks—ELM has already been utilized for IDS,
but not quite in the manner that is being proposed;

e Calculates the importance of features and chooses the best ones to detect attack types
using efficient meta-heuristic optimization algorithms;

e  Selects optimal values of ELM parameters using a novel hybrid meta-heuristic-based
hyperparameter selection method;

e  Utilizes an aggregation of ELM binary models, with one for each attack type, and
collects these models via a hierarchical layer to derive an interpretable and highly
accurate output.

The rest of the paper is organized as follows: Section 2 briefly discusses some research
on ML-based IDSs. Section 3 describes the preliminary concepts of some standard methods
for ML classification and meta-heuristic optimization. Section 4 and its subsections describe
the detailed stages of the proposed system. The experimental analytic procedures, the
UNSW-NB15 and CICIDS2017 dataset specifications, a demonstration of the performance
metrics, and a discussion of the results are presented in Section 5. Section 6 concludes
the paper.
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2. Literature Review

In this section, the state of the art is presented as regards the use of ML anomaly-based
IDSs for networks and the key theoretical approaches that use one or more of the important
datasets that are available for training the ML models.

Some researchers have presented overviews of various approaches to network in-
trusion detection that focus on improving the overall performance. These include ELM,
SVM, Random Forests (RF), Decision Trees (DT), Deep Neural Networks (DNN), Mul-
tilayer Perceptron (MLP), etc. Some researchers also focus on feature selection and hy-
perparameter optimization, representing two more common areas of study. This section
concentrates on the state of the art of multi-class classification using the selected benchmark
malware datasets.

Moualla et al. [12] suggested a network IDS based on multi-class ML that is dynami-
cally scalable. Structured based on supervised ML, the approach comprises many steps.
The dataset’s unbalanced classes are addressed with the synthetic minority oversampling
technique (SMOTE), which then extracts relevant features from the dataset for each class
using the extra trees classifier. In the next step, the ELM model acts as a binary classifier for
each type of attack (i.e., “One-Versus-All"”) for its identification. Finally, a fully connected
layer is used to learn from all the possible permutations of the ELM classifier’s outputs. A
logistic regression layer is then used to make soft judgments across all classes.

Ren et al. [14] proposed an efficient IDS that combines data sampling and feature
selection in a single hybrid data optimization process. To obtain the best training dataset,
they utilized the RF classifier as the evaluation criterion, the Genetic Algorithm (GA)
to improve the sampling ratio, and the Isolation Forest (iForest) to filter out irrelevant
data. Once again, GA and RF were employed for feature selection to determine the best
possible subset of features to use. Finally, the best training dataset was collected via data
sampling, the best features were chosen through feature selection, and an RF-based IDS
was developed.

Gu and Lu. [15] suggested a naive Bayes feature embedding system based on SVM
for intrusion detection. In order to create new high-quality data, their system applies the
naive Bayes feature transformation approach to the original features. Next, the system
trains an SVM classifier on the changed data to create an intrusion detection model. The
proposed detection system is effective and resilient in experiments across various intrusion
detection datasets.

Faker and Dogdu. [16] integrated big data with deep learning techniques to boost IDS’
effectiveness. A Deep Feedforward Neural Network (DNN) and two ensemble techniques—
RF and Gradient Boosting Tree (GBT)—were used to classify the network traffic datasets.
They used a homogeneity metric to select the datasets’ most essential features. The ML
models were evaluated using a five-fold cross-validation approach. The proposed method
was implemented using Apache Spark, a distributed computing framework, the Keras
deep learning library was used for the deep learning application, and the Apache Spark
ML library was used for the ensemble techniques.

He et al. [17] proposed a system that extracts different levels’ features from the network
connection instead of a large feature vector for the sake of more efficient processing.
The system employs a multimodal-sequential intrusion detection technique utilizing a
hierarchical progressive network with Multimodal Deep Autoencoder (MDAE) and Long
Short-Term Memory (LSTM) technology. The system can easily combine information
on multiple levels’ characteristics inside a network and automatically learn temporal
information across nearby connections using a hierarchical progressive network.

Wang et al. [18] developed a model for IDS using an ameliorated Deep Belief Network
(DBN). Conventional approaches, such as neural network training methods, begin training
a model with pre-prepared parameters, including thresholds and randomly initialized
weights, which can cause problems such as the biasing of the model toward suboptimal
solutions and the extension of the training time. To improve the model, they employed
a Kernel-based Extreme Learning Machine (KELM) escorted by supervised learning in
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place of the back-propagation (BP) algorithm in DBN. Considering the poor classification
performance that might result from randomly initializing kernel parameters using KELM,
an improved grey wolf optimizer was developed to tune these parameters.

Vinayakumar et al. [19] developed a versatile and efficient IDS using a DNN to identify
and categorize unknown and unanticipated cyberattacks. The proposed model is based on a
hybrid intrusion detection warning system within a highly scalable framework deployed on
a commodity hardware server to assess the network and host-level activity for the purpose
of processing and analyzing large amounts of data in near real time. In-depth comparisons
with traditional ML classifiers on many benchmark IDS datasets led to the DNN model’s
selection. In addition, the suggested DNN model was used to collect real-time features
from hosts and networks to spot intrusions and attacks.

Choobdar et al. [20] developed an SDN-based IDS that can be deployed as an appli-
cation module in the controller. In the suggested system, there are three distinct stages.
Initially, the features are pre-trained using sparsely stacked autoencoders (AE), and later,
these are learned in an unsupervised way. The system is trained using the Softmax algo-
rithm in the second stage, and in the third stage, the system’s parameters are adjusted.

Lee et al. [21] proposed the Generative Adversarial Networks (GAN) model as a
solution to the problem of data imbalance by employing an unsupervised DL technique to
produce synthetic data that are highly comparable to real data. After fixing data imbalances
with a GAN, the proposed model uses RF to improve the detection performance.

Lee and Park [22] developed a DL-based IDS for use in networks when the ratio of ma-
licious to benign traffic is exceptionally high. The system’s goal is to address issues of data
asymmetry and achieve high-performance intrusion detection using unsupervised learning
models (AE and GAN models) during DL. The AE-CGAN (autoencoder—conditional GAN)
model was suggested to enhance the intrusion detection efficiency.

Researchers have explored and developed effective IDSs based on ML and DL. The
authors’ comprehensive evaluations of experiments with ML classifiers were used to
analyze several benchmark malware datasets that are available to the public, such as
UNSW-NB15 and CICIDS 2017, with three key challenges: (1) Some researchers assessed
their systems by establishing a few performance metrics that do not allow for deep analysis,
such as FAR, which is one primary types of IDS indicators. (2) They did not state the
optimal values of the hyperparameter selection methods. (3) The performance is affected by
significant differences in the feature numbers of each dataset. To deal with the challenges
outlined above, this paper considers feature selection methods and identifies the best
hyperparameter values of ELM when constructing multiple binary models to detect attack
types separately. It also evaluates the proposed system using six metrics: accuracy, precision,
DR, FAR, specificity, and the F1-score.

3. Preliminary Concepts

Software anomaly-based IDSs use different ML algorithms. Hence, enhancing the
designed ML pipeline increases the efficiency of the proposed software anomaly-based
IDS. The pipeline includes feature selection methods, the classifier, and hyperparameter
optimization. The next subsections provide brief descriptions of the various issues.

3.1. Feature Selection Methods

Feature selection (FS) is approached via three methods: filter, embedded, and wrapper.
The filter method identifies and extracts a feature subset via the given evaluation criteria,
the wrapper method utilizes the learning algorithms, and the embedded (hybrid) approach
combines both. The embedded method selects features based on their weights after training
an ML model [23,24].

Table 1 summarizes the characteristics of the three FS methods. Each method is
described, with examples of its benefits and drawbacks.

FS is the process of identifying the most important features and discarding or removing
irrelevant, redundant, and noisy features to derive a better classification model that requires
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less learning time and has a lower data dimensionality [25]. In the context of a feature set
size of fsiz, the FS methods search for an optimal feature subset among the competitive
2fsiz possible subsets. Depending on the problem at hand, the definition of an optimal
subset may change [26].

Table 1. The benefits and drawbacks of the filter, embedded, and wrapper methods.

Method

Benefits

Drawbacks

Examples

The filter method relies
on the dataset’s
characteristics to select a
subset of features
without running any
classifiers through
statistical analysis [27].

Independence of the
classification algorithm.
Lower computational
complexity.

Filters are better than
embedding methods and
wrappers in terms of the
time consumed.

No interaction with the
classifier.

It is not apparent how
one sets a threshold for
selecting the subset
features and how noise is
filtered out.

The selected feature
subset has a poorer
classification accuracy
than the embedded and
wrapper methods.

Correlation feature
selection (CFS).
Information gain.
Consistency-based filter.

The embedded method
incorporates the FS
phase into the classifier
training process and is
usually tailored to the
specific learning
machine issue [23].

Interacting with the
classification algorithm.
Faster than the wrapper
method.

More accurate than the
filter method.

Less prone to overfitting.

Classification algorithms
are dependent on subset
selection.

Recursive Feature
Elimination for SVM
(RFE-SVM).

Feature Selection
Perceptron (FS-P).

The wrapper method is
considered one of the
most widely used and
robust supervised
learning algorithms, and
classification is
employed as a black box
to test the efficiency of
the best features [28].

Interacting with the
classification algorithm.
Classification algorithms
are dependent on subset
selection.

More prone to overfitting
than embedded and
wrapper methods.
Costly in terms of
computation.

Genetic Algorithm (GA).
Particle Swarm
Optimization (PSO).
Grey wolf optimization
(GWO).

e  Has the best
classification accuracy
compared to embedded
and filter methods.

Grey Wolf Optimizer (GWO)

Recently, a large number of meta-heuristic algorithms were created and used for a
wide range of optimization issues. The GWO algorithm for mathematical modeling was
created by Mirjalili et al. [29] and requires the adjustment of a few parameters, allowing
for exploration and exploitation to be accomplished in a straightforward manner while
offering favorable convergence [30].

The inspiration for the GWO is the predatory behaviors of grey wolves in the wild.
Wolves live in groups with a rigid hierarchy and several participants (5 to 12). In the GWO,
the population is separated into alpha («x)—group leader, beta ([3)—can take over as leader
of the group if the alpha wolf gets sick or dies, and then delta (8) and omega (¢)—the rest
of the group (see Figure 2). Predation involves a series of steps: pursuit, encirclement,
harassment, and, finally, attack [31,32]. Each wolf represents a possible solution, while the
prey itself is the best option. «, 3, and 4 are the best solutions. The remaining nominees
are marked as ¢. Based on the locations of «, 3, and 6, the positions of the omegas are
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updated. A wolf (wo) uses Equations (1)—(4) to figure out how far away it is from the three
best solutions. It then uses Equation (5) to change its position [32]:

N
A=2dv—a 1)
—
C =20 @
— - = — — - = — — - = —
Doc—‘c X — Xwo /DB—‘C 'X[S_Xwo /Dé—‘c X5 — Xwo (3)
— — - = = — - = = — - =
Xi=Xoa—A Dy Xo=Xpg—A-Dg, X3=X5s—A-Ds 4)
Xy + Xa + X.
— + X5 +
Xypo(nt) = 2L 221728 32 > ®)
e —
where Xy, X«, Xg, and X5 are the position of the wolf vectors for wo, o, 3, and 8, while

— — - =

nt is the next iteration of the wolf vector. A and C are the coefficient vectors. D, Dg, and
- . — — .

Dj; represent distance vectors between «, 3, §, and wo. v1 and v, are vectors derived at

random from the range [0,1]. A variable with an arrow over it is a vector quantity. Thus,

writing an arrow over a variable is the standard way of writing a vector. “| |” represents

the absolute operator, which extracts the magnitude of an actual number independently

"o

of its sign, while represents the multiplication operator. a is calculated using the

equation below:

ZZZ—Z-t ©)

tmux

where t is the number of current iterations, and t,,,,y is the maximum number of iterations.

A The best solution is Ol ’

ond best solution is B]

[ The third best solution is o ‘

solution is (|

Figure 2. Wolf group composition scheme.

3.2. Hyperparameter Optimization

Hyperparameter optimization in ML involves selecting the appropriate hyperparam-
eters for a learning algorithm. The values of a hyperparameter are utilized to tune the
learning process. The hyperparameters’ values must be tuned so that the model can op-
timally handle the ML task. Different algorithms and methods can be used to determine
the best hyperparameter values, including meta-heuristic-based search algorithms [33].
Archimedes optimization and honey badger were recently introduced as heuristic-based
search algorithms.
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3.2.1. Archimedes Optimization Algorithm (AOA)

AOA is a population-based meta-heuristic physics algorithm inspired by Archimedes’
rules of buoyancy in water. AOA is an algorithm that uses a population of objects as
candidates to achieve a particular aim. AOA starts by determining how to fit the initial
population and then begins to repeat the process with a set limit. The search for objects
involves the generation of volumes, densities, and accelerations at random. By considering
both exploitation and exploration, the AOA is a global optimization method that can be
described through a mathematical model with the following steps [34]:

Step 1—Initialization. This involves the initialization of all the objects’ locations, the
volume (vol), density (den), and acceleration (acc) using the equations below:

01:lb[+7’a7’ld>((Mb[—lbl),’lzl,z,...,POP (7)
den; = rand

vol; = rand ®)

acc; = Iby + rand x (ub; — 1b;) )

where o; represents the " object in a population of POP objects, while the minimum and

maximum boundaries of the solution space are denoted by Ib; and ub;, respectively. rand
creates random numbers from the range [0,1] in the G-dimensional vector. In this step,
the best population is assessed, and the best-fitting object with the highest fitness value is
chosen and assigned 0p,s¢, detpest, V0lpest, and accyeg;.

Step 2—Updates volumes and densities. The object’s volumes and densities for the
next iteration ¢ 4- 1 are updated and can be formulated using the equations below:

den'™ =den! + rand x (denpes—deny)voli ™ =volf + rand x (volyes—voll)  (10)
where rand refers to a random numeric that is uniformly distributed between [0, 1]. denp,g;
and voly,g; refer to the volume and density of the best object identified up to this point.
Step 3—Transfer operator and density factor (TF). This step involves the transfer
from exploration to exploitation. A collision between objects is commenced and, after a set
time, the objects strive for a state of balance. The TF rises until it reaches a stable value and
is defined using the equation below:

TF = exp <t — t’””) (11)

max

where f is the number of current iterations, and t;,,, is the maximum number of iterations.
TF progressively grows over time until it reaches 1. Another feature that helps AOA in
global-to-local searches is the density decreasing factor dd f, which becomes smaller over
time and is defined using the equation below:

t —t t
ddft+1 = exp(m?;ax ) — (tmx) (12)

Through iteration, the value of dd f'*! decreases over time until it reaches a previously
identified target region. AOA enables a good balance between exploration and exploitation
if this variable is regulated well.

Step 4—Update the object’s acceleration and normalization. The object’s accelera-
tion for the iteration t + 1 update process accfJrl is split into three phases. These are called
the “exploration phase,” “Exploitation phase,” and the “normalized acceleration phase”.

The following offers a more detailed explanation.
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Step 4.1—Exploration phase (a collision between objects occurs). If TF < 0.5,
which indicates a collision between objects, we choose the random material (mr) and
update the object’s acceleration for iteration ¢ + 1 using the equation below:

t41 _ denyy + volyy X accyy

acc
! den;+1 X vollt+1

(13)
where deni;, vol;, and acc; represent the density, volume, and acceleration of the object /, re-
spectively. The density, volume, and acceleration of the random material are represented by,
denyr, v0lyy, and accy,r, respectively. In particular, it is essential to note that TF < 0.5 en-
ables exploration in one-third of the iteration time. The exploration—-exploitation efficiency
is altered when a value other than 0.5 is used.

Step 4.2—Exploitation phase (no collision between objects occurs). In the absence
of collisions (i.e., TF > 0.5), the following equation should be used to update the object’s
acceleration at the next iteration, t + 1:

o denbest + vOlbest X ACChest

acc
! den;+1 X vollt+1

(14)

where accyes; represents the object’s acceleration and is the best possible value.
Step 4.3—Normalize acceleration. Here, the acceleration is normalized to compute
the alteration percentage using the equation below:

b1 acci™ — min(acc)

aCC) _poym = UP % max(acc) — min(acc) e 1)

where the range of normalization is defined as up = 0.9 and lo = 0.1, respectively. accff’l1 orm

specifies the proportion of the step that each object alters. The acceleration values are high
if the object | is far from the global optimum, indicating that it is in the exploration phase.
Conversely, it will be in the exploitation phase, i.e., demonstrating the advancement of
the search from its exploration phase to its exploitation phase. The AOA is successful in
achieving stability with regard to exploitation and exploration.

Step 5—Update position. During the exploration phase (i.e., TF < 0.5), the position
must be updated, whereby the position of object I is modified for the next iteration ¢ + 1
using the equation below:

bt = b} + Cony x rand x acct™!  x ddf x (bygq — b)) (16)
where bl“rl represents the I'" object’s updated position in a population of POP objects. Corn;
is a constant that always equals 2. Contrarily, however, during the exploitation phase (i.e.,
TF > 0.5), the objects update their locations using the equation below:

bitt = b}, +F x Cony x rand x acctt!  x ddf x (TR x byes — b}) (17)

I—norm

where Conj is a constant equal to 6. TR rises as time goes on and is directly proportional
to the transfer operator, which can be represented as TR = Cong x TF. The range of TR is
[Cons x 0.3, 1], and Conj is a constant equal to 2. We begin with small proportions, since
this causes the step size of the random walk to be significant and the difference between
the best and the present positions to be considerable. During the search, this proportion
gradually increases to diminish the disparity between the best and the actual positions,
achieving a balance between exploration and exploitation. F presents the direction of the
object as a flag that is arranged according to the object positions, which are defined using
the equation below:

[ 4+1ifp<05
F‘{ ~1if p>05 (18
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where p = 2 x rand — Cong, and Cony is a constant equal to 0.5.

Step 6—Evaluation. Through iteration, AOA uses the objective function and identifies
the best possible solution for each object as the evaluation while allocating the best values
to each of the following variables: byes;, V0lpest, detpess, and accpes;-

3.2.2. Honey Badger Algorithm (HBA)

The honey badger is a huge weasel-like animal with black and white fluffy hair that is
found in the semi-deserts of Africa, Southwest Asia, and the Indian subcontinent. The HBA
is a honey badger swarm-based algorithm modeled based on the clever hunting behavior
of honey badgers, who either smell and dig or follow the honeyguide bird to find food.
The HBA process may be broken down into two steps: the “digging phase” and the “honey
phase”, respectively. Thus, in the first phase, referred to as the digging mode, it utilizes
its sense of smell to identify the prey’s approximate position. Once it reaches the prey, it
changes its position to find the best location for digging and capturing it. The honey badger
uses the honeyguide bird as a direct guide to the beehive in a later phase, referred to as the
honey mode. The following shows a mathematical explanation of these processes [35].

Step 1—Initialization phase. We set the starting population size (PS) and locations of
the honey badgers using the equation below:

zx = Ibp +r1 X (upby — loby); k=1,2,...,PS (19)

where z; represents the k" honey badger in a population of PS objects. In this context, upby
and loby represent the lower and upper boundaries of the search space. r; is a random
number in the range [0,1].

Step 2—Defining intensity (I). Calculating the intensity based on the prey’s attention
force and the badger’s proximity to the prey is the purpose of this step, k. This equa-
tion states that if the prey’s scent intensity (I;) is high, it will move rapidly. If the scent
intensity (Ix) is low, it will move slowly, based on the inverse square law, as stated by the
following equation:

S ,
Iy =13 % Fd%’ S =(z+ zkH)z, disy = Zprey —2zk (20)

where S is the attention force, disy represents the distance that separates the prey from the
k" honey badger, and Zprey is the prey’s position. r; is also a random value in the range of
[0, 1].

Step 3—Update density factor (9). This step controls the randomization of time-based
changes to facilitate a smooth transition from exploration to exploitation. Here, we update
the density factor (9), which is reduced with each iteration, to render randomization less
probable over time using the equation below:

d = cons X exp( —t ) (21)
max

where t stands for the current iteration number, cons is a constant number equal to 2, and

tmax represents the maximum number of iterations.

Step 4—Escaping and averting local optimum. This step, along with the two steps
that follow it, is used to break out of the optimal local positions. In this scenario, the HBA
uses a flag called E that modifies the search direction to provide increased possibilities for
agents/candidates to thoroughly scan the search space.

Step 5—Updating the positions of agents/candidates. The HBA position update
process (zpew) is split into two phases, which were previously mentioned. These phases
are called the “digging phase” and the “honey phase”. The following offers a more
detailed explanation.
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5.1—Digging phase. Honey badgers utilize their keen sense of smell to locate their
prey and then dig around it using their cardioid shape. The HBA update position procedure
(Znew) s carried out throughout the digging phase via the equation below:

Znew = Zprey + E X ¥ X I X Zprey + E X 13 X 0 X disy x |cos(27try) x [1 — cos(27r5)]| (22)

where zyy represents the best estimate of the prey’s location, I represents the intensity
mentioned in step 2, and the update density factor is denoted by 9, as mentioned in step 3.
The honey badger’s food-gathering capacity is given by the variable v > 1 (which is set to 6
by default). disy is the distance from the honey badger to its prey. 3, 14, and 75 denote three
random numbers in the range of [0,1], respectively, “| |” represents the absolute operator. E
is a flag used to modify the search direction, which is represented by the equation below:

[ 41ifre<05
E‘{ ~1ifre>05 (23)

where 7 is also a random value in the range [0,1]. The smell intensity I of zy,.y is repre-
sented, and disy is the distance from the honey badger to its prey, and the search influence
factor is d, which changes over time. Both are critical factors in the honey badger’s dig-
ging phase. In addition, any disruption E may be caused by the prey during the digging
activities, enabling the badger to choose an even better location for its approach.

5.2—Honey phase. Sometimes a honey badger follows a honeyguide bird to access a
beehive. This can be represented via the following equation:

Znew = Zprey + E X 17 X 0 X disy (24)

where z;,¢, indicates the honey badger’s new position, and z., indicates the prey’s po-
sition. ry is also a random value in the range [0, 1]. Equations (21) and (23) can be used to
compute d and E, respectively. In Equation (24), it can be observed that the honey badger
searches near the prey’s position z,.y, as it has already been identified, depending on
the information obtained about the distance disy. The time-varying search behavior 9
has an effect on the search at this point. An E disturbance may also be discovered by a
honey badger.

3.3. Extreme Learning Machine (ELM) Classifier

The ELM was developed by Huang et al. [36]. It is a feedforward network with a
single hidden layer and three components: input neurons, hidden neurons, and output
neurons [37]. The ELM has recently caught the attention of an increasing number of
researchers. It can overcome several challenges in ways that other techniques cannot
due to its strong generalization capacity, low reliance on manual intervention, and the
assurance of a specific level of learning accuracy. It saves a great deal of time and cost when
compared to conventional neural networks [38,39]. Figure 3 depicts the model diagram for
a single-hidden-layer feedforward network ELM model.
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Output Layer

Hidden Layer

Input Layer

Figure 3. The architecture of the ELM, a single-hidden-layer feedforward network [39].

For any given classification problem, there are N unique samples (x;,y;), where
Xi =[x, %2, ..., xin]T € R" is the sample input vector and y; = [yi1, V2, - -, yim]T € R™
is the output vector, while 7 is the number of features of the training sample, and m is the
total number of training sample classes. L indicates the nodes used in the hidden layer of
the ELM. The output of the ELM can be formulated using the following equations:

L
Oig(wixj+u;)) =Q;,j=12,..., N (25)
i=1

1=

where g(e) is the activation function, and w; = [wj, wjp, ..., Wjy] T indicates the in-
put weight vector that connects the input layer nodes to the hidden layer nodes. (); =
[Qn,Qp, .., Qin]T indicates the output weight vector that acts as the connecting link
between the hidden layer nodes and output layer nodes. u; indicates the offset value of
the first node in the hidden layer. w;.x; indicates the weight assigned to the inner product
of the value and the training sample value. Q; is the network model’s actual output. The
objective of the single-hidden-layer feedforward network is to minimize the output result’s
error value using the equation below:

N
Z{HQj—yjH =0 (26)
=

where y; is the predicted output, and || || is a bounded operator between normal spaces. Ac-
cording to Equations (25) and (26), (};, w;, and u; exist to render the following equation true:

L
Y Quglwixj+u;) =yj, j=12,..., N 27)
i=1

Based on the matrix, the following simplification of Equation (27) can be made:

HQ=T (28)
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where H stands for the output value matrix of the hidden layer, () stands for the output
weight matrix that extends from the hidden layer to the output layer, and T represents the
predicted output matrix. In addition to this, H, T, and () are expressed via the following;:

g(wl.xl —|-1/l1) g(wL-xl+uL)
H= : : @9)
glwrxy +uy) -+ glwpan+uL)] .,
_QlT
Q=|: (30)
_Q{ Lxm
yi
T=|: (31)
_y{ Nxm

The equation HQ) = T cannot be demonstrated in the great majority of cases. Several
criteria are determined to train a model, including ();, w;, and u;. The following equation
demonstrates the importance of adjusting these criteria in order to achieve the minimum
possible error:

[H(w;, u1)Q; = T|| = min |[H(w;, u;)Q; — T (32)
wW;, Q1

The conventional neural network algorithm would spend more time training the
model due to its continuous optimization of the parameters during the iterative process of
dealing with such issues. The input weights and the bias of the hidden layer are randomly
initialized in the model training of the ELM. The output weight matrix is also provided.
Since H is determined, the model becomes a linear system, H() = T, which can be fixed
with least-squares. () can be formulated using the equation:

Q=H'T (33)

In Equation (33), the symbol H™ represents the Moore-Penrose generalized inverse
matrix of the weight matrix of H’s output.

ELM is effective as a single-hidden-layer feedforward network with a high ability
to generalize, as little manual intervention as possible, and a guarantee of the learning
accuracy. Moreover, the algorithm’s speed is significantly increased. It saves costs and
a great deal of time. This occurs during training, as the algorithm does not require the
repeated optimization of the input weights and hidden layers from the input layer to the
hidden layer. There is a neuron offset, but the input weight and hidden layer offsets are
obtained through random initialization. During training, we are only required to deduce
how many neurons are in the hidden layer. We can directly obtain the model’s output
weight from this point and finish the training. The following Algorithm 1 is a summary of
the learning process that is carried out by the ELM.
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Algorithm 1: Standard ELM Procedure

Input: Activation function g(e)
#Neurons of hidden layer L
N training samples (x;,y;), x; € R", y; € R", i€ 1,2,..., N.

Output: The output weight () from the hidden layer to the output layer.

Begin
1. | Initialize randomly the input weights w; and the offset of the hidden layer u;,
2. | Calculatethe output weight of the hidden layer H and

3. Calculate the output weight from hidden layer to the output layer (2.
End

Our research focuses on constructing an ML-based network IDS. As IDS is a real-
time application, ELM is strongly recommended, since it involves simple implementa-
tion, has an excellent generalizability, and requires less time spent on training, without
iterative adjustment.

4. Proposed Methodology for the IDS Development
4.1. Proposed Development Pipeline

In binary classification, two classes correspond to the two decision elements. In
multi-class approaches, there are many FN choice elements, with one for each of the FN
classes. Learning a function that maps the set of input features to two decision elements
is more straightforward than learning a function that maps the input features to FN
decision elements. As a result, multi-class classification is more complicated than binary
classification, especially when dealing with imbalanced big data.

After reviewing the previously identified challenges in the research, we determined
that the ELM algorithm performs well in change classification, whether multi-class or
binary. The learning process of the ELM technique is also affected by the selection of the
optimum features. Additionally, the number of neurons in the hidden layer is a challenge
in the hyperparameter tuning of the ELM algorithm.

The proposed multi-class classification issue was broken down into a collection of
binary classifications to reduce the complexity burden on the classifiers in the aggregation
stage. Figure 4 shows the major components of the proposed meta-heuristic optimization
algorithms based on the hierarchical IDS. The figure is to scale, can be used to reliably detect
the ever-changing data streams in future networks, and contains three principal stages.
First, the proposed system starts with a set of essential phases that must be performed before
the training process. More specifically, network traffic packets are the data stream captured
and logged in the raw dataset before preprocessing, feature reduction, and subsampling to
generate binary sub-datasets, guaranteeing the data quality before sending them to the IDS.
Secondly, the training stage splits the binary sub-datasets into training and validation test
sets, trains the ELM model using the training set, optimizes the hyperparameters using
the validation set, and evaluates the binary ELM model using the test set. Finally, for
the intrusion detection task, there is an aggregated anomaly detection engine that uses a
hierarchical structure.
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Figure 4. Context flowchart of the proposed system.

4.2. Essential Stage: Network Traffic and Data Preparation

The ML pipeline is commenced at this point, and the raw datasets obtained through a
tcpdump or similar network packet collection technique are loaded and handled. There
are differences in the dataset, especially when examining instances with a large amount of
data and a high level of imbalance in the classes. Data preparation guarantees the model’s
quality in terms of its construction and prediction by imputing missing values, removing
data redundancy, and excluding data outliers. To facilitate the ML modeling process, we
proposed an FS method to discard irrelevant, redundant, or noisy features without affecting
the data quality and performance of the classification model. Figure 5 represents different
phases of the essential data stage for the proposed scheme.



Computers 2022, 11, 170

15 of 37

Phase 1
Data pre-processi

Phase 2

Feature selection

Phase 3
Data reduction

Phase 4
Subsampling
generating sub-dataset

Dataset

- Feature mapping
- Handling missing values
ng - Normalization

Gray wolf
optimization

Selection
criteria

N flow features
extracted from the
dataset

Figure 5. First stage of the essential data preparation procedures.

4.2.1. Data Preprocessing Phase

The proposed system accepts and loads the raw dataset and handles it through feature
mapping, missing value imputation, and normalization to derive the final tuned dataset.
When dealing with categorical features, a mapping strategy such as label-encoding (LE)
is used to encode them numerically. The LE method assigns a numerical value to each
classified feature. Since network systems occasionally lose packets while transferring or
exchanging faulty data values, the missing values must be addressed as follows. The
missing values of the numeric features are replaced with their mean values. Additionally,
the missing values of the categorical features are replaced with unknown values. Feature
transformation is supported by normalization. The “StandardScaler” normalization method
eliminates any bias in the features and preserves their statistical characteristics as unaltered.

4.2.2. Feature Selection and Data Reduction Phase

The amount of digital data available around the world is continually increasing,
because data are being collected for various reasons. As a result, ML algorithms can deal
with the growth in both the volume and complexity of the data.

Binary GWO Feature Subset Selection (BGWO)

BGWO is a binary optimization selection method, wherein each feature in a dataset is
represented as a binary cell in the solution vector. A value of 1 indicates that a feature is
relevant and important, whereas a value of 0 indicates that a feature is not selected and is
irrelevant to the objective function (see Figure 6).
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Figure 6. Binary representation of a solution.

All positions in the GWO may be found everywhere in a continuous space. This allows
for the updating of the equations to be implemented simply. In BGWO, the search spaces
are represented as a hypercube, i.e., the wolves move to be either closer to or further away
from the hypercube by adjusting specific values (which must be binarized as 0 or 1). Itis
impossible to continue utilizing the same equations, as mentioned above, in GWO to keep
it up to date [32]. BGWO follows the mathematical model of GWO to obtain the values

- = —
of o, B, and 6 and utilizes Equation (3) to acquire Dy, Dg, and Ds. Next, the sigmoid
function (S1) is applied to obtain sy, s, and s3, which can be formulated using the following
equations:

sf = 1/(1 + ¢710(4"DI-05)y (34)
sd = 1/(1 4 ¢ 10(A"DE-05)y (35)
53 =1/(1 + ¢ 10(A"DI-05)) (36)

where d refers to the wolf’s d*" dimension.

The bstepy, bstepy, and bsteps values are calculated using Equations (37)—(39). Next,
the result provides a binary value rather than a continuous one. Then, as shown in the
Equations (34)-(36), we use the transfer function to perform the switch. The values of 0
and 1 are used for the comparison with random numbers:

1if (s > rand

bestp? = { if (S(l) e_lszan ") (37)
1if (s4 > rand

best ! —{ if (53 = ron ) (38)
1if (s¢ > rand

by — { 11542 @

where randn is a number chosen at random from the range [0,1]. bstepy, bstep,, and bsteps
are the distances that wo moved relative to «, 3, and & (wo mentioned above in GWO). The
following equations are used to determine X;, X5, and X3:

i [ Lif (X3 +bstep? > 1)

Xi = { 2 else 40
i [ Lif (X4 +bstep§ > 1)

X = { 2 else 41
i [ Lif (X9 + bstep? > 1)

X5 = { 2 else (42)
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Dataset

Finally, we employ straightforward stochastic crossover, illustrated by Equation (43),
to update the location of X, in the subsequent iteration:

X4 if (rand < 1/3)
X4, (nt) = X§if (1/3 < rand <2/3) (43)
Xg else

In turn, BGWO employs the FS method, which works by selecting the features of
the purity classification through a summary formed by selecting the relevant features and
ignoring the others for the sake of the maximization of the classification accuracy (see
Figure 7).

Classification
Feature subset

Selection
criteria

Binary gray wolfl No
optimization J

N flow features
extracted from
the dataset

------------------------------------------

Figure 7. BGWO FS method of purity classification.

4.2.3. Multiple-Attack-Based Dataset(s) Subsampling Phase

The reduced dataset with a subset of flow features already extracted using the BGWO
FS method is split into multiple binary and balanced datasets. Each sub-dataset is derived
based on a specific attack, i.e., a binary label. The derived dataset is subsampled randomly
for use in the subsequent stage(s) and reduces the system complexity.

4.3. Classification Stage

We use a type of ML called the “supervised learning approach”. Each instance in the
dataset is classified into a label or category. Classification enables us to construct a model
that assigns a subset of features to each category. The ELM classifier is introduced as one of
the speediest learning algorithms. It is speedier than the multitude of back-propagation-
based classifiers and meets the requirements related to the performance speed in many
applications, especially those that run in real time.

ELM Hyperparameter Optimization

In the abovementioned learning algorithm, many parameters affect the classifier
performance and change the evaluation outcomes, such as the accuracy, FAR, and others.
These parameters include the number of hidden neurons, the activation function, the
learning rate, and the number of iterations. The proposed system uses meta-heuristic
physics and swarm algorithms to determine the best values for the hyperparameters so as
to overcome such challenges. Figure 8 shows the major roles of the designed algorithm(s)
in identifying the best values. The tuned dataset is first resampled randomly to generate
a balanced binary subsample dataset per attack. Hence, the first stage outputs a set of
the binary subsampled dataset(s) (i.e., one sub-dataset per attack), which is/are used to
construct multiple binary ELM classifier(s) (i.e., software anomaly-based recognizers per
attack). The binary ELM classifiers are utilized, and the hyperparameter is tuned using one
of the designed physics and swarm-based search methods. Most ELMs significantly reduce
the computational burdens and use one single-hidden-layer feedforward neural network,
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which involves using a “One-Versus-All” binary classifier that is applied to each class for
the purpose of simple and fast processing. Hence, the most common parameter required
for tuning the ELM classifier is the number of neurons of the single hidden layer.
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=
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Figure 8. Hyperparameter optimization of a classification model.

Figure 9 represents an ELM tuning procedure using the physics meta-heuristic-based
AOA. In AOA, we search for the best values of the most important field of the ELM to
increase the accuracy when detecting and recognizing attacks. The proposed search occurs
within the possible range of the number of hidden neurons and selects the best one per
binary attack classifier. The ad hoc goal function is defined to construct a binary ELM
classifier using the suggested value via AOA and to check the model’s performance in
terms of its accuracy. Figure 10 represents the complete flowchart involved in the use of
HBA to identify the optimal value of the number of hidden neurons, which is considered a
hyperparameter and is used by the ELM classifier.



Computers 2022, 11, 170

19 of 37

Archimedes Hyperparame

;[ Global best No collision | [Collision between | :
: 'solution\location b

Validation

: ter
i soptimizatio I
: Move away from plmization
Buoyancy

. local solution |

i acc <w TF > 0.5

_Start Exploitation phase

Exploration

Start Exploration phase _
F<=0.5

etween objects| | objects occurs !

Tuned values

—>[Validation results|—

| Extreme learning machine ‘

Figure 9. The designed AOA for tuning the ELM parameters.

4.4. Aggregated Hierarchical Classifiers Stage

The proposed multi-class classification issue was broken down into a collection of
binary classifications to reduce the complexity burden on the classifiers in the aggregation.

The aggregation process is applied for the purpose of merging the multiple binary ELM
classifiers so as to classify the inputs and categorize them into the multiple available groups.
Figure 11 shows the flow steps of the aggregation of the ELM model, which is employed
to detect anomalies and determine the attack type. The procedure of the binary models
depends on the performance metric of the accuracy. The proposed aggregation scheme
is dynamic and structured based on the number of attack types and their performance
metrics. For the input flow packets, the aggregation model checks the anomaly skewness
in a hierarchical order, starting with the most accurate binary ELM model and proceeding
down to the least accurate binary ELM model. When the flow packet used passes all the
check nodes, it is marked as normal activity; otherwise, the checking procedure alerts the
system administrator to the instance, blocks it, and flags its type.
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5. Experimental Results and Discussion
5.1. Benchmark Datasets

Due to their numerous benefits over the other outdated standard datasets, such as
KDD98, KDDCUP99, and NSLKDD, which are almost 20 years old and have proven
insufficient for modern cybersecurity, lacking data on recent attack types and having
inadequate normal instances, the UNSW-NB15 and CICIDS2017 benchmark datasets for
IDS were used here.

5.1.1. UNSW-NB 15 Dataset

The UNSW-NB 15 dataset was created with the assistance of the IXIA Perfect Storm
tool in the Cyber Range Lab of the Australian Centre for Cyber Security (ACCS) at the
University of New South Wales. The researchers can use this dataset to better illustrate,
validate, and test their proposal in a way that simulates real-world limitations and scenarios
based on the ACCS declaration. The UNSW-NB 15 dataset is a significant standard and is
the most realistic and challenging in the context of the intrusion detection problem. The
dataset includes one hundred gigabytes” worth of raw network traffic. It covers recent
modern, normal, and synthetic attack cases obtained from network traffic by configuring
three virtual servers in its setup. The UNSWNB15 dataset has 2,540,044 records (instances)
described by 49 attributes and organized into six distinct categories. These categories
are as follows: flow features, fundamental features, content features, time features, extra
produced features, and labeled features. The training dataset contains details on several
forms of attack, which serve as labels. The distribution of each record included in the
UNSW-NB15 dataset is displayed in Table 2. The records can be broken down into two
primary categories: normal and attack. The data on the attacks are then organized into nine
families according to the kinds of attacks carried out [40].

Table 2. Descriptions of different classes and the distribution of instances in the UNSW-NB15
dataset [40,41].

Class No

Discerption

Normal 2,218,761 Benign transaction instances.

Generic 215,481

This is an attack style in which the attacker does not care how the underlying
cryptographic primitives are implemented. Consider a cypher text protected
by a V-bit key. In a brute-force assault of this type, the attacker would attempt
every conceivable combination of these V bits, or 2V in total.

The attacker’s planned series of operations aim to exploit an exploitable flaw

Exploits 44,525 in a target system or network. The attacker is aware of a security flaw in a

given system or piece of software and uses this information to their advantage.

Fuzzers 24,246

An attacker takes action in searching for a security flaw in a system or network
by flooding it with false data to bring it down.

A deliberate attempt to prevent legitimate users from accessing a server or

Dos 16,353 network resource, typically by temporarily disrupting or stopping such

services on a host connected to the internet.

Backdoors 2329

The process of secretly bypassing a system’s security measures to gain
unauthorized access to a system or its data and, potentially, to issue
commands from outside the compromised system.
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Table 2. Cont.

Class No Discerption

Reconnaissance 13,987 A group of attackers pretend tp gather information about a computer system
or network to access the security controls.

Analysis 2677 Utilized to.penetrate online apphc.atlons using various techniques, including
port scanning, spam, and HTML file penetrations.

Shellcode 1511 The attacker creates malicious code and injects it into any program that

launches a command shell, exploiting the software’s flaws with minimal effort.

The attacker makes copies of their working files to spread to other computers.
Worms 174 Most of the time, it spreads through a computer network by taking advantage
of the weak security of the target computer.

5.1.2. CICIDS2017 Dataset

The Canadian Institute for Cybersecurity (CIC) released the CICIDS2017 dataset in late
2017 [42]. This dataset includes both normal instances and the latest instances of commonly
used attacks. According to a study published by McAfee in 2016, the CICIDS2017 dataset
includes the most widespread attacks. Data were collected and analyzed for five days
using an open-source tool called CICFlowMeter [16]. The CICIDS2017 database simulates
actual network activity. The attack profiles built by the developers insert various attack
instances into fourteen families according to the kinds of attacks carried out other than
normal network packets (instances). The CICIDS2017 dataset not only includes cutting-
edge examples of cyberattacks carried out in networks, but it also satisfies all the other
conditions typical of real-life cyberattacks [43]. Table 3 displays the distribution of the
different traffic classifications in the dataset, where the number of instances is 2,830,743,
and these are described by 78 features. The extracted features include the destination port,
flow time, total forward packets, and total reverse packets.

Table 3. The description of different categories, classes, and instances’ distribution in the CICIDS2017
dataset [18,42].

Category Class No Description
Normal Normal 2,359,087 Benign connection instances.
Dos Hulk 231,072

The goal of the attack is to render a computer or network resource

Dos DoS GoldenEye 10,293 temporarily inaccessible, overloading systems with unnecessary
DoS slowloris 5796 requests to block some or all valid requests from being completed.
DoS Slowhttptest 5499 It is a common method used in this attack.
The victim’s bandwidth or resources are overloaded when many
systems work together. These attacks often include many hacked
DDos DDos 41,835 computers (a botnet, for example) sending a deluge of traffic to the
infiltrated server.
FTP-Patator FTP-Patator 7938 Secure shell—representation of a brute force attack.

SSH-Patator SSH-Patator 5897 File transfer protocol FTP-Patator of a brute force attack.
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Table 3. Cont.
Category Class No Description
Web Attack—Brute Force 1507 Today, these new attacks are appearing daily because people and
businesses are now taking security seriously. We use SQL Injection,
Web Attack—XSS 652 in which an attacker const?ucts a strlr.1g of SQL comm.ands and uses
them to coerce a database into returning the information, Cross-Site
Web Scripting (XSS), which occurs when developers fail to properly test
their code to determine the possibility of script injection, and Brute
Web Attack—Sql Injection 21 Force over HTTP, which uses a list of passwords to try to identify
the administrator’s password.
Used to identify the access port on a network. An attacker can use
PortScan PortScan 158,930 this to learn about the listening habits of both the sender and the
recipient.
A collection of computers and other networked computers utilized
Bot Bot 1966 by a botnet’s creator to carry out their malicious plans. It gives an
attacker access to the computer and its network and may be used to
steal information or deliver spam.
Insider attacks utilize weak software such as Adobe Acrobat
. . . . Reader. After successful exploitation, a backdoor is installed on the
Infiltration Infiltration 36 . ., .
victim’s machine and may perform IP sweeps, complete port scans,
and Nmap service enumerations.
This a problem in the Open SSL cryptographic library, a
widespread TLS implementation tool. It is abused by sending a
Heartbleed Heartbleed 1 faulty heartbeat request to a susceptible party (typically a server) to
elicit a response.
5.2. Evaluation Results Using the UNSW-NB15 and CICIDS2017 Datasets
A binary meta-heuristic FS method is used to enhance the software-based anomaly
IDS system to extract the most relevant of the available features. The FS method reduces the
number of features by 65.31% and 51.28% for UNSW-NB15 and CICIDS2017, respectively,
representing the most informative features. Table 4 lists the features used to classify the
normal and attack data from the UNSW-NB15 and CICIDS2017 datasets. The configuration
used for the BGWO is the FS method, which selects the features of the purity classification,
including the value of each parameter (the number of iterations = 100, population size = 50).
The objective function is the classification accuracy.
Table 4. Features selected from the datasets.
Dataset Number of Available Number of Selected Features Index of Informative
Features Features
1,5,12,13,17,20,21,22,23,25,
UNSW-NBI15 4 17 28,32,33,38,43,44,46
3,5,7,12,13,14,17,18,19,21,
CICIDS2017 78 38 23,25,27,29,30,31,32,34,35,38,

39,41,46,49,51,52,53,56,57,58,
61,63,64,67,69,71,73,76

Due to the fact that the performance of the ELM classifier is affected by changed
parameters, the hyperparameter optimization methods AOA and HBA were proposed to
select the optimal value of the number of hidden neurons.

AOA and HBA are meta-heuristic-based optimization algorithms that identify the best
hyperparameter values for ELM per attack. These algorithms’ configurations include the
values per parameter (the number of iterations = 100, population size = 75), and the fitness
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function is the accuracy metric. Table 5 represents the hyperparameter values suggested by
AOA and HBA for the attack list of UNSW-NB15 and CICIDS2017 datasets.

Table 6 depicts the statistical analysis performance of the ELM classifier per attack
using UNSW-NB15. The tuned ELM classifier using AOA achieves maximum accuracy and
precision values of 99.62% and 100, respectively. It reaches values of 99.19%, 98.64%, and
98.91% for the average DR, specificity, and Fl-score, respectively, for different attacks, and
it achieves a superior FAR compared to the others for the attacks of worms. Additionally,
it shows the tuned ELM using HBA, which exceeds DR by 100% for analysis attacks,
with averages of 97.84%, 98.65%, 97.87%, and 98.63% in terms of the precision, accuracy,
specificity, and F1l-score, respectively. For FAR, the performance of the ELM tuned by HBA
ranges from zero for a generic attack up to 0.04% for worms, which represent an average of
0.02% of all the attacks.

Table 5. The number of hidden neurons for the hyperparameter optimization of the ELM classifier,
using the AOA and HBA algorithms for UNSW-NB15 and CICIDS2017 datasets.

Number of Hidden Neurons

Dataset Attack AOA HEA
Exploits 1479 1293
Reconnaissance 883 754
DoS 716 721
Generic 2495 2817
UNSW-NB15 Shellcode 198 199
Fuzzers 904 926
Worms 47 39
Backdoor 287 287
Analysis 311 330
DDoS 489 671
PortScan 327 354
Bot 37 44
Infiltration 69 70
Web_Attack_Brute_Force 77 68
Web_Attack_XSS 350 281
Web_Attack_Sql_Injection 900 911
FTP-Patator 289 214
SSH-Patator 108 93
CICIDS2017 DoS slowloris 83 79
DoS Slowhttptest 77 83
DoS Hulk 3476 3512
DoS GoldenEye 883 384
Heartbleed 17 23
DDoS 489 671
PortScan 327 354
Bot 37 44
Infiltration 69 70

Web_Attack_Brute_Force 77 68
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Table 6. Overall analysis of the tuned ELM classifier using the UNSW-NB15 reduced features.

Classifier ~ #Features Tum.ng Statistic ~ Precision DR Accuracy  Specificity =~ FAR F1-Score
Algorithm
Min 97.63% 95.92% 98.10% 97.57% 0% 97.92%
AOA Max 100% 99.83% 99.62% 100% 0.02% 99.62%
Ave 98.65% 99.19% 98.93% 98.64% 0.01% 98.91%
ELM 17
Min 96% 97.96% 97.14% 96.43% 0% 96.97%
HBA Max 99.54% 100% 99.58% 99.54% 0.04% 99.58%
Ave 97.84% 99.44% 98.65% 97.87% 0.02% 98.63%
Table 7 illustrates the statistical analysis of the ELM classifiers’ performance per attack
using the CICIDC2017 dataset. The proposed tuned classifier achieves the best performance
for Heartbleed in terms of the precision, DR, accuracy specificity, and F1-score, all of which
exceed those of the others by 100%, and it achieves the minimum FAR of zero, regardless of
whether AOA or HBA are used for the tuning. However, the tuned AOA classifier achieves
better values in terms of the FAR than ELM using HBA.
Table 7. Overall analysis of the tuned ELM classifier using the CICIDS2017 reduced features.
i Tuning N~ - e
Classifier ~ #Features . Statistic Precision DR Accuracy  Specificity ~ FAR F1-Score
Algorithm
Min 97.87% 99.34% 98.72% 97.96% 0% 98.66%
AOA Max 100% 100% 100% 100% 2.04% 100%
Ave 99.48% 99.78% 99.63% 99.49% 0.51% 99.63%
ELM 38
Min 77.78% 90.00% 84.62% 66.67% 0% 87.50%
HBA Max 100% 100% 100% 100% 33.33% 100%
Ave 97.01% 99.04% 97.74% 95.54% 4.46% 98.02%

In term of the accuracy of each binary ELM classifier, the aggregation module creates
a hierarchy classifier comprising multiple binary recognizers. Figure 12 represents the
aggregated hierarchical multiple binary classifiers for the UNSW-NB15 dataset. Figure 12a
demonstrates the reduced subset features and the use of AOA for the tuning of ELM binary
classifiers, whereas Figure 12b illustrates the details of the use of HBA for the tuning of
binary ELM classifiers. Figure 13 represents the aggregated hierarchical multiple binary
classifiers for the CICIDS2017 dataset using the reduced features. Figure 13a illustrates the
order of fourteen binary tuned classifiers using AOA based on the accuracy. Figure 13b
demonstrates the tree compositions of the fourteen binary classifiers based on the accuracy
using HBA for the hyperparameter optimization. A comprehensive analysis of the proposed
system outcomes are discussed in terms of the performance metrics of the supervised
learning, including the accuracy, DR, FAR, precision, and Fl-score, versus the recent
contributions and IDS systems, as illustrated in the next section.

5.3. Discussion

Here, we evaluate the use of the proposed BGWO FS and optimized ELM-based AOA
and HBA as the primary detector for a hierarchical aggregation system. Our analysis
confirms that the proposed system can achieve a remarkable accuracy, precision, DR,
specificity, and F1-score, all of which are higher than those of the other state-of-the-art
systems. The FAR of an IDS should be kept to a minimum, and the DR should be kept at a
maximum. The proposed system performs exceptionally well, with a far lower FAR and
higher DR than those in previous studies. This section compares the proposed approach
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with the most up-to-date research methods in terms of the accuracy, DR, FAR, precision,
and Fl-score so as to validate the effectiveness and reliability of the proposed system.
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Figure 12. Aggregated hierarchical multiple binary classifiers for the UNSW-NB15 dataset are listed
as: (a) description of the aggregated hierarchical multiple binary classifiers for AOA optimization;
(b) description of the aggregated hierarchical multiple binary classifiers for HBA optimization.

Accuracy is a metric for determining which model best identifies the relationships and
trends between variables in a dataset based on the input data. It calculates this by dividing
the total number of correct classifications by the total number of classifications made and
formulated using the following equation:

TP+TN
FN+TP+FP+TN

Accuracy = (44)
where the true positive (TP) is the number of positive instances (attack events) detected
correctly. The true negative (TN) is the number of negative instances (normal events)
detected correctly. The false positive (FP) refers to the number of non-positive events
mistakenly identified as positive. The false negative (FN) refers to the number of positive
events incorrectly identified as negative [44].
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Figure 13. Aggregated hierarchical multiple binary classifiers for the CICIDS2017 dataset, listed

as: (a) description of the aggregated hierarchical multiple binary classifiers for AOA optimization;

(b) description of the aggregated hierarchical multiple binary classifiers for HBA optimization.

Table 8 illustrates the accuracy recognition rate in the context of UNSW-NB15, where
the proposed system reached the most significant average accuracy rates of 98.93% when
using the AOA-ELM, which is the top result compared to all the other systems, and 98.65%
when using HBA-ELM, which is the second-best result compared to all the other systems.
The sample systems reached an average accuracy of 98.79% =+ 0.14, representing the general
population’s standard deviation of the accuracy rates.
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Table 8. Accuracy comparison of the proposed system in relation to the other systems using the
UNSW-NT15 dataset.

The

The

Mouall, R 1. Sharm G 1. ian, 1. Raj 1 Manjunath: Vi ki r
Atk Proposed  Proposed GNP Repfeh o R Cpgenh o Teggqel o Regpel o MERTET Ve non
Exploits 99.03% 98.9% 93.91% 92.6% 90.12% 84.2% 79.21% 76.22% 84.2% 89.9%
Reconnaissance  99.03% 98.73% 98.74% 98.8% 95.33% 95.7% 89.45% 20.77% 95.7% 92.7%
DoS 98.97% 98.71% 98.14% 93.1% 94.9% 94.9% 92.12% 83.8% 94.9% 99.4%
Generic 99.62% 99.58% 98.34% 100% 98.23% 91.5% 96.37% 1151% 91.5% 78.3%
Shellcode 98.57% 97.91% 99.92% 99.2% 99.4% 99.5% 92.79% 18.4% 99.5% 99%
Fuzzers 98.98% 98.67% 98.92% 95.3% 91.47% 91.6% 93.43% 29.36% 91.6% 98.8%
Worms 98.1% 97.14% 97.28% 100% 99.92% 99.9% 65.31% 15% 99.9% 99.9%
Backdoor 98.71% 98.93% 99.06% 98% 99.11% 99.2% 83.53% 49% 99.2% 95.1%
Analysis 99.38% 99.25% 99.44% 98.2% 99.26% 99.1% 84.67% 58% 99.1% 99.55%
Average 98.93% 98.65% 98.19% 97.24% 96.42% 95.07% 86.32% 40.23% 94.51% 94.74%
Underlined and bold: the best result amongst the systems. Bold: the second-best result amongst the systems.
Table 9 shows the details of the accuracy recognition rate of each class in CICIDS2017
obtained by Choobdar et al. [20], Zhiqgiang et al. [49], Vinayakumar et al. [19], and our
system. From Table 9, the accuracy values in relation to all the attack types achieved by
the proposed approach are higher than those of the other three approaches, except for
the results of Zhigiang et al. [49], who reached a 99.8% accuracy in DDoS attacks. The
accuracies achieved range from 98.72% to 100% for SSH-Patator applied to DoS goldeneye,
DoS slowloris, and Heartbleed, respectively. Moreover, the proposed system achieved an
average accuracy of 99.63% versus the values of 96.07% derived by Choobdar et al. [20],
88.58% derived by Zhiqiang et al. [49], and 93.99% derived by Vinayakumar et al. [19]. The
proposed system achieved percentage increases of approximately 3.56%, 11.05%, and 5.64%
in terms of the average accuracy compared to the other systems.
Table 9. Accuracy comparison of the proposed system in relation to the other systems using the
CICIDS2017 dataset.
Attack The Proposed The Proposed Choobdar et al. Zhiqiang et al. Vinayakumar
AOA-ELM HBA-ELM [20] [49] et al. [19]
DoS Hulk 99.92% 99.91% 99.2% 97.48% NA
PortScan 99.97% 99.96% 98.5% 99.72% 85.5%
DDoS 98.89% 98.72% 98.2% 99.8% 85.5%

DoS GoldenEye 100% 90.91% 95.2% 95.84% NA
FTP-Patator 99.45% 98.78% 98.7% 98.71% NA
SSH-Patator 98.72% 98.47% 94.8% 91.57% 95.8%

DoS slowloris 100% 84.62% 98.4% 97.62% 92.8%
DoS Slowhttptest 99.94% 99.92% 87.7% 85.52% NA
Bot 99.75% 99.69% 98.2% 31% 95.9%
Web
Attack—Brute 99.83% 99.83% 95.2% NA 98.8%
Force
Web Attack—XSS 99.61% 99.48% 95.3% NA 98.8%
Infiltration 99.14% 98.38% 98.9% NA NA
Web Attack—5q] 99.68% 99.66% 97% NA 98.8%
Injection
Heartbleed 100% 100% 89.7% NA NA
Average 99.63% 97.74% 96.07% 88.58% 93.99%
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Some researchers are more interested in DR (recall) than other metrics. The DR shows
that the critical metric for IDS is the proportion of successfully classified attacks relative to
the total attack instances, and it is formulated using the following equation:

TP

DR =757 FN

(45)

When addressing these issues, we concentrate more on attack instances than usual,
because wrongly classifying attacks from among attack instances causes more damage than
cases when they are wrongly classified from among normal instances.

Table 10 demonstrates that the proposed system achieves a better average DR when
using HBA-ELM and AOA-ELM, yielding values of 99.44% and 99.19%, respectively,
compared to the other systems. Table 10 shows that the proposed system achieves the best
DR for most attack type(s), and the system set out by Moualla et al. [12] achieves higher
DR values of 99.86% and 99.91% for shellcode and worms attacks, respectively.

Table 10. DR comparison of the proposed system with other systems using the UNSW-N15 dataset.

The The

Attack Proposed Proposed i\:[:f ?lll;] Reaz}t al. ] agn}t;(l)i] etal. I::ja al“.;([)f;]l War[llgs&]et al.
AOA-ELM HBA-ELM
Exploits 99.62% 99.55% 86.05% 66.3% 97% 85% 60.4%
Reconnaissance 99.73% 99.76% 93.16% 82% 72% 74.8% 66.7%
DoS 99.65% 99.48% 82.47% 46.1% 57% 25% 41.4%
Generic 99.65% 99.63% 97.05% 96.6% 96% 98.32% 99.8%
Shellcode 99.56% 98.90% 99.86% 78% 11% 58.22% 62%
Fuzzers 99.83% 99.79% 95.8% 38.1% 0.1% 60.97% 62.8%
Worms 95.92% 97.96% 99.91% 79.5% 1.6% 37.5% 50%
Backdoor 99.14% 99.86% 98.11% 40.3% 64% 10.79% 0%
Analysis 99.63% 100% 98.89% 6.1% 60% 11% 64.8%
Average 99.19% 99.44% 94.59% 59.22% 50.97% 51.29% 56.43%

Table 11 shows the detailed DR of each class obtained by the proposed system and the
other systems. Table 11 shows that the proposed system achieves the best and second-best
average DR values for each attack type, namely 99.78% and 99.04%, when using HBA-ELM

and AOA-ELM.
Table 11. DR comparison of the proposed system in relation to other systems using the
CICIDS2017 dataset.
Attack Pr(;n:)ese d Pn;l"he d Choobdar Lee et al. Ho et al. Ferra; Hosseini Lee et al. Wang et al. Toupas
AOEELM HBAECM etal. [20] [21] [51] etal. [52] etal. [53] [22] [18] etal. [43]
DoS Hulk 99.93% 99.93% 98.5% 99.34% 99.96% 96.78% 98.8% 99.73% 89.4% 99.25%
PortScan 99.99% 99.99% 97.1% 99.95% 99.99% 99.88% 99.79% 99.96% 92.1% 99.79%
DDoS 99.83% 99.49% 97.5% 99.93% 99.94% 99.87% 99.9% 99.92% 70.4% 99.9%
DoS Golden Eye 100% 90.00% 93% 99.42% 99.92% 67.57% 99.27% 99.44% 89.4% 99.27%
FTP-Patator 99.34% 99.34% 95.4% 99.84% 99.73% 99.63% 99.59% 99.84% 77.1% 99.59%
SSH-Patator 99.46% 99.46% 95.6% 99.75% 99.32% 99.9% 98.97% 99.75% 97.3% 98.97%
DoS slowloris 100% 100% 96% 99.48% 99.65% 97.75% 89.93% 99.31% 89.4% 89.93%
DoS Slowhttptest 100% 100% 88.1% 99.05% 99.63% 93.84% 86.87% 89.95% 89.4% 86.76%
Bot 99.66% 99.66% 97.3% 53.13% 66.37% 46.47% 95.12% 54.51% 87.4% 95.11%
Web Attack—Brute 99.72% 99.72% 87.6% 60% 99.53% 73.26% 98.31% 94.84% 94.5% 98.31%

Force
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Table 11. Cont.

The

The

b . . ini L L

Mack Poped  mopmed  Clophd  lepelal  Hpcal  Femg o Howeni o lectal  Wepgelal  Toupas
Web Attack—XSS 99.52% 99.52% 96.2% 60% 92.8% 30.62% 98.31% 94.84% 94.5% 98.31%
Infiltration 99.61% 99.65% 98.2% 60% 91.66% 100% 81.66% 66.67% NA 81.66%
Web Attack—Sql . . . o 0 0 0 0 0 0
€ Inj‘efzfion 1 99.90% 99.87% 95% 60% 80.95% 50% 98.31% 94.84% 94.5% 98.31%
Heartbleed 100% 100% 88.7% 100% 100% 100% 95% 100% NA 95%
Average 99.78% 99.04% 94.59% 84.99% 94.96% 82.54% 95.70% 92.40% 88.26% 96.84%

A high FAR value significantly reduces the effectiveness of the IDS. Even if the value
of FAR can be kept to a minimum, this does not indicate that the system is entirely safe
and immune to assault. FAR is a reducing function representing the proportion of normal
instances incorrectly classified as attacks and is formulated using the following equation:

FP
FAR = ———— 46
FP+TN (46)

Traditional ML-based IDSs suffer from high FAR values, mainly due to the fact that
dataset imbalance is not considered. The proposed system maintains the lowest FAR
values, even though the sample size of the worm attacks in the UNSW-NB 15 dataset is very
small, with only 174 instances, and infiltration, web attack—SQL Injection, and Heartbleed
attacks in the CICIDS2017 only number 36, 21, and 11, respectively. This indicates that the
proposed system can learn the features of the data more effectively and carry out accurate
classification with a small amount of data. Tables 12 and 13 demonstrate that the proposed
system achieves a lower FAR than the other systems.

Table 12. FAR comparison of the proposed system in relation to other systems using the UNSW-
N15 dataset.
The Proposed The Proposed Moualla et al. Salman et al.
Attack AOA-ELM HBA-ELM [12] Ren etal. [14]  Wang et al. [18] [54]
Exploits 0.02% 0.02% 0.09% 0.34% 2.9% 1.40%
Reconnaissance 0.02% 0.02% 0.04% 0.18% 2.4% 4.90%
DoS 0.02% 0.02% 0.09% 0.54% 7.6% 4.20%
Generic 0% 0.00% 0.16% 0.03% 0.9% 0.39%
Shellcode 0.02% 0.03% 0% 0.22% 0.68% 11%
Fuzzers 0.02% 0.02% 0.03% 0.62% 4.7% NA
Worms 0% 0.04% 0.03% 0.21% 0.08% 20%
Backdoor 0.02% 0.02% 0.01% 0.20% 1.2% 3.70%
Analysis 0.01% 0.02% 0.01% 0.39% 1.3% 7.83%
Average 0.01% 0.02% 0.05% 0.30% 2.42% 6.68%
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Table 13. Comparison of FAR values of the proposed system and other systems using the
CICIDS dataset.

Attack The Proposed AOA-ELM The Proposed HBA-ELM Wang et al. [18]

DoS Hulk 0.09% 0.11% 1.40%

PortScan 0.04% 0.06% 0.09%

DDoS 2.04% 2.04% 0.80%

DoS GoldenEye 0% 8.33% 1.40%

FTP-Patator 0.44% 1.78% 0.32%

SSH-Patator 1.93% 2.42% 1.30%

DoS slowloris 0% 33.33% 1.40%

DoS Slowhttptest 0.13% 0.17% 1.40%

Bot 0.17% 0.28% 0.32%

Web Attack—Brute Force 0.06% 0.06% 0.34%

Web Attack—XSS 0.31% 0.55% 0.34%

Web Attack—Sql Injection 1.34% 12.75% 0.34%
Infiltration 0.55% 0.55% NA
Heartbleed 0% 0% NA

Average 0.51% 4.46% 0.79%

Precision refers to the system’s ability to determine how many positive classifications
are correct. It is calculated by dividing the number of true positives by the number of
events that were classified as positive and can be formulated using the following equation:

. TP
Precision = TP L FP (47)

As is observable from Tables 14 and 15, the precision rate of the proposed system is
considerably higher in relation to all the attack categories than that of the other systems,
indicating that the proposed system’s overall performance is good.

Table 14. Comparison of the precision of the proposed and other systems using the
UNSW-N15 dataset.
Mo Popowd  hopowd Mo Renedil Gt el
AOA-ELM HBA-ELM
Exploits 98.44% 98.25% 91% 75.9% 100% 63.41% 90.1%
Reconnaissance 98.33% 97.7% 93% 9% 73% 90.65% 68%
DoS 98.29% 97.93% 100% 35.1% 53% 41.6% 7.6%
Generic 99.58% 99.54% 100% 99.8% 91% 99.42% 97.7%
Shellcode 97.63% 96.98% 100% 35.2% 72% 68.65% 15.2%
Fuzzers 98.13% 97.58% 98% 94.2% 40% 64.42% 65.4%
Worms 100% 96% 95% 77.8% 33% 57.69% 3.2%
Backdoor 98.29% 98.03% 100% 15.1% 77% 70% 0%
Analysis 99.14% 98.55% 100% 4.6% 44% 67.44% 100%
Average 98.65% 97.84% 97.44% 58.50% 64.78% 69.25% 49.69%
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Table 15. Comparison of the precision of the proposed and other systems using the CICIDS
2017 dataset.

The

The

Attack Proposed Proposed S?;)lolzgoa]r Le[ezi; al. Tou}EZ?s:]et al. Le[ezzﬁ al. War[lig,STt al.
AOA-ELM HBA-ELM ’
DoS Hulk 99.91% 99.88% 98.6% 99.59% 99.77% 99.63% 92.9%
PortScan 99.96% 99.94% 98.5% 99.37% 97.94% 99.38% 82.9%
DDoS 97.99% 97.98% 97.1% 99.9% 99.82% 99.99% 80.9%
DoS
100% 90% 96.9% 99.56% 97.54% 99.42% 92.9%
GoldenEye
FTP-Patator 99.56% 98.26% 93.2% 100% 98.68% 99.97% 72.4%
SSH-Patator 97.87% 97.35% 93.2% 100% 99.05% 99.66% 94.6%
DoS slowloris 100% 77.78% 96.2% 99.74% 92.91% 99.61% 92.9%
Do$ 99.87% 99.83% 87.3% 99.14% 93.23% 99% 92.9%
Slowhttptest . 0 . 0o o (¢] . (¢] . (¢] (¢] . (¢]
Bot 99.83% 99.72% 95.9% 86.31% 71.92% 83.69% 83.6%
Web
Attack—Brute 99.94% 99.94% 96.40% 99.41% 95.59% 99.40% 92.30%
Force
Web 99.70% 99.46% 97.3% 99.41% 95.59% 99.40% 92.30%
Attack—xss . 0 o (1] o o . (¢] . (¢] . (¢] . (¢]
Infiltration 98.67% 98.56% 98.20% 100% 79.54% 100% NA
Web
Attack—Sql 99.45% 99.45% 96.5% 99.41% 95.59% 99.40% 92.30%
Injection
Heartbleed 100% 100% 88.40% 100% 100% 100% NA
Average 99.48% 97.01% 95.26% 98.70% 94.08% 98.47% 96.47%

In regard to the Fl-score, it is common for the recall and precision to be in a state
of trade-off. The score is commonly used as a performance metric for evaluating the
effectiveness of IDS, since it considers both the precision and recall. Mathematically, it is
expressed using the following equation:

Precision x Recall
Precision + Recall

F1 — score = 2 x (48)

Using the confusion matrix derived from the testing of the proposed system, Table 16
shows the comprehensive Fl-scores for each attack category gained by the proposed
and other systems using the UNSW-NB15 dataset, which confirms the superiority of the
proposed system in relation to the exploits, reconnaissance, DoS, generic, fuzzers, and
worm attacks compared to Moualla et al. [12], Ren et al. [14], Jiang [46], and Jagruthi
et al. [50]. The system set out by Moualla et al. [12] achieved higher F1-scores in relation
to shellcode and backdoor attacks. As a result, the proposed system has a higher F1-score
average (of 98.91%) than the other systems.
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Table 16. Comparison of F1-scores of the proposed and other systems using the UNSW-NB15 dataset.

Attack T};eOlngfls\Zd TII_II;I:?EE;Zd Mou?il;} etal. Ren et al. [14] Jiang [46] J agru[tsl(l)i] etal.
Exploits 99.03% 98.9% 88.45% 70.8% 67.89% 98%
Reconnaissance 99.03% 98.72% 93.11% 85.3% 62.54% 73%
DoS 98.96% 98.7% 90.39% 39.9% 29.55% 55%
Generic 99.62% 99.58% 98.41% 98.3% 98.85% 94%
Shellcode 98.59% 97.93% 99.92% 48.6% 30.95% 19%
Fuzzers 98.97% 98.68% 96.34% 54.2% 37.47% 11%
Worms 97.92% 96.97% 97.34% 78.7% 10.75% 22%
Backdoor 98.71% 98.93% 99.05% 21.9% 8.97% 70%
Analysis 99.39% 99.27% 99.44% 5.3% 9.69% 0.1%
Average 98.91% 98.63% 95.83% 55.89% 39.63% 49.12%
Table 17 shows the comprehensive Fl-scores of each attack category gained by the
proposed and other systems using the CICIDS2017 dataset. Here, the proposed system
achieved higher Fl-scores for DoS hulk, portscan, DoS goldeneye, DoS slowloris, DoS
Slowhttptest, bot, web attack—brute force, web attack—XXS, infiltration, and web attack—
SQL Injection attacks compared to Choobdar et al. [20], J. Lee et al. [21], Toupas et al. [43],
and Lee et al. [22]. The system set out by Lee et al. [21] achieved higher F1-scores for DDoS,
FTP-Patator, and SSH-Patator than the other systems. The proposed system achieved a
higher average F1-score of 99.63% than the other systems, which is a high value.
Table 17. Comparison of the Fl-scores of the proposed and other systems using the CICIDS
2017 dataset.
Attack Tzi)lzfgfls\zd Tll;igl:fgf;:d Chool;zdoa;r etal. Lee et al. [21] Toulfzglet al. Lee et al. [22]
DoS Hulk 99.92% 99.91% 96.3% 99.47% 99.25% 99.68%
PortScan 99.97% 99.96% 97.6% 99.66% 98.82% 99.67%
DDoS 98.90% 98.73% 98% 99.96% 99.86% 99.96%
Gollg::Eye 100% 90% 85.8% 99.49% 98.35% 99.43%
FTP-Patator 99.45% 98.80% 95.9% 99.92% 99.12% 99.92%
SSH-Patator 98.66% 98.40% 92.5% 99.87% 99% 99.87%
DoS slowloris 100% 87.50% 98.3% 99.61% 88.85% 99.46%
DoS 99.94% 99.92% 88.6% 99.09% 87.64% 98.98%
Slowhttptest —
Bot 99.75% 99.69% 97.3% 65.77% 79.72% 65.94%
Web
Attack—Brute 99.83% 99.83% 94.8% 97.73% 96.91% 97.07%
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Table 17. Cont.

The Proposed The Proposed  Choobdar et al. Toupas et al.
Attack AOA-ELM HBA-ELM [20] Lee et al. [21] [43] Lee et al. [22]
Web o, o 0, o, o, 0,
Attack—XSS 99.61% 99.49% 97% 97.73% 96.91% 97.07%
Infiltration 99.14% 99.10% 98.2% 75% 79.16% 80%
Web
Attack—Sql 99.67 % 99.66% 95% 97.73% 96.91% 97.07%
Injection
Heartbleed 100% 100% 88.3% 100% 96.66% 100%
Average 99.63% 98.02% 94.54% 95.07% 94.08% 95.29%

6. Conclusions

This paper proposed a new optimized IDS based on multiple hierarchical ELM classi-
fiers. The new proposed IDS utilizes two novel meta-heuristic optimization algorithms,
AOA and HBA, to enhance the classification performance of ELM, in addition to using
enhanced BGWO optimization, which selects the most important features. As a result, the
proposed system introduces a multi-class classifier for detecting attack types. It implicitly
trains multiple binary classifiers to detect the differences between normal and attack in-
stances. Each ELM classifier is introduced to accurately detect a specific attack class defined
by the “One-Versus-All” method. In the newly proposed optimized IDS, the multi-class
classification issue is broken down into a collection of binary classifications, as using binary
classifications entails lower a complexity than multi-class classification. Each classifier is
tuned to quickly obtain the optimal neuron number of the hidden layer.

The newly proposed IDS incorporates a three-stage pipeline that can be summarized by
algorithms such as BGWO feature selection, the ELM classifiers, AOA, and HBA for tuning
the ELM hyperparameters, which are themselves selected to construct adaptable and fast
binary classifiers. Two benchmark datasets, UNSW-NB15 and CICIDS2017, were utilized
for the validation. The newly proposed IDS is adaptable to any new dataset. The accuracy,
DR, FAR, precision, specificity, and the F1-score were the evaluation metrics used to show
that the proposed system is better than the other systems in the same general category.
All the systems were evaluated using the same benchmark datasets, thus ensuring that
the comparisons are unbiased and fair. The experimental results reveal that the proposed
system considerably increased the overall accuracy and Fl-score, giving values up to
98.9% and 99.6%m compared to the other systems using the UNSWNB-15 and CICIDS2017
datasets, respectively. Furthermore, it maintains the highest precision and DR and the
lowest FAR. These results are promising. Additionally, according to the research results,
the proposed IDS is highly successful in detecting attack types in imbalanced datasets. In
future work, IDS could be used to independently utilize feature selection for each attack
type and create a new classification approach to identify attack types.
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