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Abstract

:

In this study, we analyze a signal segmentation-specific pain duration transfer task by applying knowledge transfer from short-term (phasic) pain stimuli to long-term (tonic) pain stimuli. To this end, we focus on the physiological signals of the X-ITE Pain Database. We evaluate different distance-based segment selection approaches with the aim of identifying individual segments of the corresponding tonic stimuli that lead to the best classification performance. The phasic domain is used to train the classification model. In the first main step, we compute class-specific prototypes for the phasic domain. In the second main step, we compute the distances between all segments of the tonic samples and each prototype. The segment with the lowest distance to the prototypes is then fed to the classifier. Our analysis includes the evaluation of a variety of distance metrics, namely the Euclidean, Bray–Curtis, Canberra, Chebyshev, City-Block and Wasserstein distances. Our results show that in combination with most of the metrics used, the distance-based selection of one individual segment outperforms the naive approach in which the tonic stimuli are fed to the phasic domain-based classification model without any adaptation. Moreover, most of the evaluated distance-based segment selection approaches lead to outcomes that are close to the classification performance, which is obtained by focusing on the respective best segments. For instance, for the trapezius (TRA) signal, in combination with the electric pain domain, we obtained an averaged accuracy of 68.0%, while the naive approach led to 66.0%. For the thermal pain domain, in combination with the electrodermal activity (EDA) signal, we obtained an averaged accuracy of 59.6%, outperforming the naive approach, which led to 53.2%.
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1. Introduction


Physical pain is a sophisticated phenomenon [1]. Each individual learns its meaning by experience [2], mostly early in life. The experience of painful arousal is always subjective [2]. In general, self-reports are preferred for a precise assessment of pain, including its intensity [3]. However, self-reports are not always possible due to several circumstances [4], e.g., for comatose patients [3] and patients suffering from communication disorders or mental disorders such as dementia. Besides self-reports, there exist different techniques that are used by physicians for the assessment of pain [5]. However, the physician’s perspective could be biased. More precisely, the human expert might be affected, for instance, by the patient’s attractiveness [6]. Moreover, continuous pain monitoring is simply not possible for human experts [1,5], which might lead to erroneous pain treatments causing health risks [1].



In the field of automated pain recognition (APR), the aim is to address the issues discussed above [1,7], by using computer-aided detection systems in combination with machine learning techniques [5]. Note that most of the databases, including induced pain, focus on recordings specific to short-term (phasic) pain stimuli. However, patients are more likely to experience long-term (tonic) pain episodes [8]. Unfortunately, it is very challenging to collect a sufficient amount of data specific to tonic pain sequences [9]. Therefore, the study objective is to use the knowledge of the phasic domain to detect pain-specific sequences in the tonic domain by partitioning the tonic samples into equally sized segments of the same length as the available phasic domain samples. To this end, we first compute class-specific prototypes for the phasic domain, which are used to measure the distances to the individual segments of the tonic samples. The segments leading to the smallest distances are then used to classify the corresponding tonic samples. Note that this is a follow-up study based on our previous work [10]. Our main contributions of the current work can be summarized as follows:




	
We address the pain duration transfer learning task by applying knowledge transfer from phasic to tonic pain stimuli, based on the estimation of individual tonic segments, which constitute the shortest distance to the phasic domain.



	
The segment estimation is based on class-specific prototypes computed for the phasic domain.



	
We evaluate a set of various distance metrics, namely the Euclidean, Bray–Curtis, Canberra, Chebyshev, City-Block, Wasserstein and Hausdorff distances, whereby the Hausdorff distance uses the whole phasic domain to determine the distance to each of the tonic segments.








The rest of this study is structured as follows. In Section 2, we provide a brief overview of previous studies in the field of APR. The analyzed data set, including the preprocessing and feature extraction steps, is presented in Section 3. In Section 4, we define the evaluated distance metrics. The experimental settings as well as the evaluation approach are provided in Section 5. The obtained results are presented in Section 6 and discussed in detail in Section 7. Finally, this study is closed with a conclusion of our findings in Section 8.




2. Related Work


In this section, we summarize some of the previous works from the field of APR, including studies that cover the general context of automated pain recognition as well as the initial attempts at solving the task of signal segmentation-based pain duration transfer.



Over the last years, a lot of research has been performed in the field of APR, e.g., [11,12,13,14]. In [15], Thiam et al. conducted a time window analysis for the feature extraction process followed by the evaluation of three different fusion architectures to analyze different pain assessment tasks, including pain detection and pain intensity recognition. This study was evaluated in combination with the SenseEmotion Database [16], which includes recordings of physiological, audio and video data specific to subjects that underwent induced heat pain arousal. The database is partitioned into two parts, data separately collected by stimulating the participant’s left forearm and by stimulating the participant’s right forearm. A combined grid search over different shift steps of the stimulus starting point and the window length was performed to extract the most informative time window with respect to the pain assessment task. The evaluated window length ranged from 4 s to 6.5 s, whereas the shift of the starting point varied from 0 s (no shift) to 5 s with a step size of 1 s. From each extracted time window, various hand-crafted features were extracted. Each time window parameter combination was then evaluated in a subject-specific 10-fold cross-validation approach in combination with the task of no pain vs. the highest pain intensity level (pain tolerance level). The results show that a temporal shift of 4 s with a time window length of 6.5 s increased the accuracy values in combination with the physiological and audio signals. For the video data, a shift of 2 s in combination with a window length of 6.5 s led to the best results. Based on the optimal time window, from which multiple descriptors were extracted, three different fusion architectures were evaluated. In the first fusion approach, the descriptors specific to each signal were combined into one feature vector, which was then presented to the classification model. The second fusion architecture was a late fusion approach in which one model was designed per data channel (physiological signals, audio and video data). The last fusion approach was a late fusion approach in which one model was designed for each single modality (audio, head pose, local binary patterns from three orthogonal planes, geometric data describing the subject’s face, the electromyogram—measuring the muscle contraction, electrodermal activity—measuring the skin conductance level, electrocardiogram—measuring the heart activity, and respiration data). During the classification phase, in both late fusion approaches, the obtained scores from each model were combined to a final decision. Each fusion approach was additionally evaluated in combination with the leave-one-subject-out cross-validation (LOSO-CV) approach, in which the data of the left out subject are used to test the trained model in each iteration. The best classification performance for the task of no pain vs. the pain tolerance level was obtained in combination with the latter fusion approach (one model per modality), leading to the LOSO-CV mean accuracy values of 81.76% (left forearm) and 83.95% (right forearm).



Furthermore, in combination with the BioVid Heat Pain Database [17], Thiam et al. [18] reported state-of-the-art results obtained by end-to-end deep learning architectures. In the study, uni-modal architectures specific to each single modality from the BioVid Heat Pain Database as well as two fusion architectures were evaluated. Each architecture is based on convolutional neural networks, which are used to learn feature representations of each filtered signal, followed by fully connected layers. No hand-crafted features were used. The evaluated fusion approaches were defined as (a) late fusion of the uni-modality-specific learned feature representations which are concatenated and fed to a fully connected layer to receive a final classification decision; and (b) late fusion of the decisions of each uni-modal architecture, whereby each decision is weighted for the final output. As the evaluation protocol, they applied the LOSO-CV approach. For the binary classification task of no pain vs. the highest pain intensity level, the best performing single modality was the electrodermal activity signal for which they obtained a mean accuracy value of 84.57%. The best performing fusion approach was the late fusion (b) for which they obtained a mean accuracy value of 84.40%.



In one of our previous works [8], we also used the BioVid Heat Pain Database to discuss the possibilities of a segment-specific assessment of pain intensity levels. Note that the BioVid Heat Pain Database consists of biopotentials and video signals recorded in combination with induced short-term heat pain stimuli. We randomly concatenated different samples corresponding to one pain level and one participant, and defined the resulting feature vectors as long-term stimuli. The aim of the study was to analyze the course of the recognition rates with respect to the different lengths of the artificially constructed long-term stimuli. Our conclusions can be summarized as follows. Under the assumption that a person’s physiological signals do not change significantly over time during a long-term experience of pain, the classification performance significantly increases with the number of available samples. However, we also discussed that this assumption is less likely to be observed in practice. Therefore, the results reported in [8] can be regarded as upper bound accuracy estimations specific to the corresponding classification scenarios, binary (no pain vs. pain tolerance) and multi-class (including no pain and four pain levels). Furthermore, in [19], we analyzed the complexity of the 5-class pain intensity recognition task constituted by the BioVid Heat Pain Database.



In [20], Badura et al. proposed a system for the rating of patient-specific pain responses during physiotherapy sessions, to prevent the patients from tissue damage, without frequently asking about the currently experienced pain level. For the study, the authors collected various signals during the physiotherapy sessions, whereby the assigned pain level are based on the patients’ self-reported intensity levels. The intensity ranges from 0 (no pain) to 10 (maximum level of pain). For the feature extraction process, they applied the wavelet scattering transform. For the classification of the pain-specific sequences, the authors designed support vector machines [21] (SVMs) and decision tree-based adaptive boosting (AdaBoost) ensembles. The pain spectrum was divided into three categories: no pain, moderate pain and severe pain. For the binary classification task of no pain vs. severe pain, in combination with the LOSO-CV, the authors reported mean accuracy values of 0.82 and 0.56 for the AdaBoost and SVM approaches, respectively.



In [22], Othman et al. proposed a system for continuous pain monitoring based on the X-ITE Pain Database [23] in combination with classification- and regression-based random forests [24] and neural networks, analyzing a variety of modality fusions.



In [10], we presented initial knowledge transfer results based on the X-ITE Pain Database in combination with a signal segmentation-specific transfer from short-term to long-term stimuli. More precisely, applying a LOSO-CV evaluation, we analyzed the classification performance of random forests that were trained in combination with short-term stimuli and evaluated the models in the long-term-specific domain. To this end, we divided the long-term stimuli into equally sized segments of the same length as their short-term counterparts and analyzed different evaluation approaches. In the decision average approach, each of the extracted segments was classified separately by the classification model. The final label was then determined by the maximum average over the individual class scores. In the feature average approach, we computed the mean over the feature vectors, which were extracted from the individual segments. The resulting feature average was then fed to the classification model to obtain the final label. In addition, we evaluated the performance based on the individual segments of the long-term stimuli. Our results indicate that focusing on one of the segments outperforms the decision average and feature average approaches. Therefore, in the current study, we want to analyze to which extent it is possible to detect the segments which lead to the best classification performance.



For a larger overview of the field of APR, we kindly refer the reader to the survey articles of Werner et al. [1] and Al-Eidan et al. [25].




3. X-ITE Pain Database


In this section, we first briefly describe the X-ITE Pain Database [23], including the calibration and the main pain induction phases. Subsequently, we provide the preprocessing and feature extraction steps.



3.1. Data Set Description


The X-ITE (Experimentally Induced Thermal and Electrical) Pain Database was collected at the Ulm University. A total of 134 healthy subjects, equally distributed among women and men, participated in the pain induction experiments. Pain was induced in form of heat (a thermode attached to one of the participants forearms) and electricity (a disposable Ag/AgCl electrode attached to the index finger and middle finger).



Each of the participants had to undergo an individual calibration phase to determine the pain threshold and the pain tolerance levels. The thermal pain threshold was defined by the temperature value at which the participant felt a change from heat to low pain. The electric pain threshold was defined by the milliampere value at which the participant felt a change from tingling to low pain. For both pain sources, thermal and electric, the pain tolerance was defined as the point (corresponding value) at which the pain became unbearable. Both pain types were applied in combination with short-term (phasic) and long-term (tonic) stimuli. Therefore, for each participant, the calibration process was conducted four times, each one used to determine the corresponding pain threshold and pain tolerance levels. An intermediate level, defined as the mean between the pain threshold and pain tolerance, was introduced for each of the four combinations which consist of one pain duration type (phasic or tonic) and one pain source (thermal or electrical).



It was not allowed to exceed 50 °C and 49.5 °C for the phasic and tonic heat domains, respectively. For both domains, phasic and tonic electro, it was not allowed to exceed 25 mA to keep the participants constantly safe during the experimental phase (the ethics committee of the Ulm University approved the experiments (372/16)).



During the experimental phase, each of the participants was stimulated 30 times with each of the phasic pain levels, leading to 180 phasic stimuli per participant (90 thermal and 90 electrical). Moreover, each of the participants was stimulated once with each of the tonic pain levels, leading to 6 tonic stimuli per participant (3 thermal and 3 electrical). Each of the phasic thermal stimuli was held for four seconds, and each of the phasic electric stimuli was held for five seconds. All phasic pain elicitations were always followed by a heat stimulation of 32 °C, with a random duration of eight to twelve seconds. Each of the tonic stimuli, thermal and electric, were held for sixty seconds, always followed by a heat stimulation of sixty seconds with 32 °C. All of the pain stimuli were applied during one session in randomized order.



During the pain elicitation experiments, the experimenters recorded audio signals, facial videos from three different angles, video signals from a body view camera and a thermal camera, as well as five physiological signals. The physiological signals include the electrodermal activity (EDA), which measured the skin conductance level, the electrocardiogram (ECG), which measured the participant’s heart activity, as well as three electromyogram (EMG) signals. The EMG signals were measuring the participant’s muscle activities of the musculus trapezius (TRA), corrugator supercilii (COR) and zygomaticus major (ZYG).



In this work, we focus on the physiological signals, i.e., ECG, EDA and the three EMG signals, COR, TRA, and ZYG. For additional data set information, we kindly refer the reader to [23].




3.2. Preprocessing and Feature Extraction


For the preprocessing and feature extraction process, we followed one of our previous works [26]. We were able to use the data of 125 out of the 134 available subjects. The data specific to the nine remaining subjects contained errors. Based on our time window analysis presented in [26], we applied the setup, which led to the highest mean accuracy values. More precisely, we shift each time window of a phasic thermal stimulus by 3 s. The time window of a phasic electric stimulus is shifted by 1 s. The length of both stimuli types is set to 4 s. For the tonic samples, we apply the same shifts. Each tonic sequence is additionally split into 14 equally sized segments with a length of 4 s. The last segment is ignored due to its length, which is less then 4 s. For each extracted time window, we applied a 3rd-order Butterworth bandpass filter for all three EMG channels and the ECG channel. For the non-periodic EDA signal, we did not conduct any filtering. For each EMG signal, we filtered out the frequencies below 20 Hz and above 250 Hz. The frequencies beneath 0.1 Hz and above 25 Hz were filtered out for the ECG signal. For the extraction of features, we followed our previous work [10]. In summary, each stimulus is represented by a vector of 412 features. For each pain domain, we extracted individual no-pain sequences (baselines). Each baseline followed a stimulus of the corresponding lowest pain intensity level. Note that in the pain elicitation experiments, the baseline stimuli were defined as thermal stimuli with the temperature set to 32 °C. We applied the same shifts to each extracted baseline stimulus, with respect to the electric and thermal pain domains.



Note that in this study, we focus on the data specific to the baseline level and the pain tolerance level. The number of features per single- and multi-modality is presented in Table 1. The number of available samples for each stimulus type is presented in Table 2.





4. Methods


In this section, we describe the applied distance metrics that are used to find the segments with the smallest distance to the phasic pain domain and which will be used to classify the complete tonic samples. The distance between two vectors can be measured in multiple ways. At first, let   x ∈  R n    and   y ∈  R n    be n-dimensional feature vectors.



4.1. Euclidean Distance


The Euclidean distance [27] is defined as the square root of the sum of squared differences between the elements of both vectors, i.e.,


  d  ( x , y )  =    ∑  i = 1  n    (  x i  −  y i  )  2    .  



(1)








4.2. Manhattan (City-Block) Distance


The Manhattan or City-Block distance [27] is defined as the sum of absolute differences between the elements of the two vectors x, y, i.e.,


  d  ( x , y )  =  ∑  i = 1  n   |  x i  −  y i  |  .  



(2)








4.3. Chebyshev Distance


The Chebyshev distance [27] is defined as the maximum of the element-wise differences between the two vectors x, y, i.e.,


  d  ( x , y )  =  max i   |  x i  −  y i  |  .  



(3)








4.4. Canberra Distance


Another distance measure, which can be seen as a weighted Manhattan distance, is the Canberra distance [27] defined as


  d  ( x , y )  =  ∑  i = 1  n     |   x i  −  y i   |     |   x i   | + |   y i   |    .  



(4)







In the case of    x i  =  y i  = 0  , the addend i is ignored in the summation.




4.5. Bray–Curtis Dissimilarity


The Bray–Curtis dissimilarity [27] is defined as the sum over the absolute differences between the i-th elements of the two vectors x, y divided by the sum of the i-th elements of x, y, i.e.,


  d  ( x , y )  =     ∑  i = 1  n    |  x i  −  y i  |      ∑  i = 1  n    (  x i  +  y i  )    .  



(5)







The denominator can be equal to zero in general settings, meaning that the corresponding Bray–Curtis distance is undefined. In special cases, e.g., for probability vectors, the Bray–Curtis is always well defined.




4.6. Jensen–Shannon Divergence


For probability vectors x, y, the Jensen–Shannon divergence [27] is defined as


  J S D ( x , y ) = β K L ( x , z ) + ( 1 − β ) K L ( y , z ) ,  



(6)




with   β ∈ [ 0 , 1 ]   and   z = β ( x + y )  . Here, KL denotes the Kullback–Leibler distance:


  K L  ( x | | y )  =  ∑  i = 1  n   x i  ln   x i   y i   .  



(7)







Setting   β = 1 / 2   and taking the square root of the JSD leads to a distance measure [27] defined as


  d  ( x , y )  =    K L ( x | | z ) + K L ( y | | z )  2   .  



(8)








4.7. Wasserstein Distance


The   L 1  -Wasserstein distance [27] is defined as


  d  ( x , y )  =   ∫  0  1   |  F x  − 1    ( u )  −  F y  − 1    ( u )  |  d u  ,  



(9)




whereby    F x  ,  F y    denote the inverse cumulative distribution functions over the distributions x, y, respectively.



Bellemare et al. [28] showed that an alternative to the   L p  -Wasserstein distance is the   L p  -Cramér distance [29], for all   p ≥ 1  , whereby the properties of the Wasserstein hold also for the Cramér distance. The Cramér distance is defined as


   d p   ( x , y )  =    ∫  − ∞  ∞    |  F x   ( u )  −  F y   ( u )  |  p  d u   1 / p   ,  



(10)




whereby    F x  ,  F y    denote the cumulative distribution functions over the vectors x and y, respectively. As Bellemare et al. pointed out, the   L 1  -Wasserstein and   L 1  -Cramèr measures lead to identical distances. For empirical distributions, the Cramér distance with   p = 1   is given by


  d  ( x , y )  =  ∑  i = 1  n   |  F x   (  x i  )  −  F y   (  y i  )  |  .  



(11)







Therefore, the Cramér distance (the implementation of the Wasserstein distance in [30]) is used for the computation of the Wasserstein distance.




4.8. Hausdorff Distance


The Hausdorff distance [27] measures the distance between two sets of samples X, Y. More precisely, the Hausdorff distance is defined in Equation (12), whereby the distance between the samples x, y is computed by the Euclidean norm as defined in Equation (13), i.e.,


  d  ( X , Y )  = max (  d m   ( X , Y )  ,  d m   ( Y , X )  ) ,  



(12)






   d m   ( X , Y )  =   max min   x ∈ X  y ∈ Y    | | x  −  y | | .   



(13)







Note that in Equation (13), in addition to the Euclidean norm, one can also use other measures, such as the Chebyshev or Manhattan distances.




4.9. Evaluation Protocol


As the evaluation protocol, we apply the leave-one-subject-out cross-validation (LOSO-CV). In each iteration of the LOSO-CV, the data of the left out subject are used to evaluate the classification model, which is trained in combination with the data specific to the remaining subjects.





5. Experimental Setup


In this section, we provide our experimental setup, including the parameter settings used to find and evaluate the tonic segments with the smallest distance to the phasic pain domain.



In this study, we focus on the biophysiological signals in combination with the binary classification task of no pain vs. the pain tolerance level, which we simply refer to as no pain vs. pain.



In the experiments, we evaluate the task of knowledge transfer from phasic to tonic pain stimuli in combination with the signal segmentation approach. We apply the random forest algorithm [24] with 100 decision trees [31]. Each tree is limited to ten nodes. The impurity is measured by the Gini-Index.



We evaluate each tonic segment individually in combination with the single- and multi-modal signals for both pain domains (electric and thermal), respectively. More precisely, for the evaluation of the distance metrics, one random forest model is trained in combination with the phasic pain stimuli and evaluated on one individual segment of the tonic samples, in the electric and thermal domain, respectively.



First, we compute two class-specific (no pain and pain) feature-average samples (prototypes). The distance between each segment of a tonic sample and each feature-average sample is computed by one of the distance metrics defined in Section 4. Based on the Jensen–Shannon distance, we first estimate the probability distribution over the given feature vectors by applying the kernel density estimation approach in combination with the radial basis function (RBF) kernel. The optimal bandwidth is estimated by performing a grid search over   γ =  10 δ  , δ ∈  { − 4 , − 3 , − 2 , − 1 , 0 , 1 , 2 }   . For each test sample, we obtain 28 distance values, one value for each segment (14 segments in total, 2 class-specific prototypes). Based on these distance values, the segment which has the shortest distance to the phasic prototypes is selected. In combination with the Hausdorff distance (implementation from https://pypi.org/project/hausdorff/ (last accessed on 16 March 2023) which implements the algorithm presented in [32]), the complete phasic training set is used to determine the closest segment, instead of focusing on the prototype-specific representations.



The selected segment is then evaluated by the model and the predicted label is taken as the final output for the corresponding tonic sample. The complete evaluation process is depicted in Figure 1. Additional information for the prototype-based segment selection is depicted in Figure 2.



We conducted all experiments with the Python (https://www.python.org/ (last accessed on 16 March 2023)) programming language and the corresponding packages of the data stack (NumPy [33], Scikit-learn [34], pandas [35], SciPy [30], Matplotlib [36] and seaborn [37]).




6. Results


In this section, we provide the results for the pain duration knowledge transfer task based on multiple distance measures, which are used to determine the individual segments of the tonic stimuli that are the closest to the phasic domain. The evaluated metrics are presented in Section 4.



First, for each signal, we provide the results, for which we always use the same segment for the classification of the tonic samples (evaluation of individual segments). In addition, for each signal, we provide the results, for which we evaluate the models in combination with the complete tonic samples (no segmentation). We will denote the evaluation without the segmentation as the naive approach. Moreover, as references for each signal, we additionally present the mean accuracy values, which are obtained by the models that are trained and evaluated in combination with the tonic stimuli without segmentation. The thermal and electric domains are always analyzed separately.



6.1. Electric Domain


In Table 3, we present the obtained mean accuracy values for the evaluation of the individual segments. The highest mean accuracy value of 74.0% is obtained with the ECG signal in combination with the first segment. Except for the EMG and TRA signals, the first segment leads to the highest mean accuracy values.For the EMG and TRA signals, the highest mean accuracy values are obtained with the 6th segment (68.0% and 68.4%, respectively).



In Table 4, we present the results for the distance metrics Euclidean, City-Block, Chebyshev, Canberra, Bray–Curtis, Wasserstein and Hausdorff. We evaluated the Hausdorff distance in combination with the Euclidean, Chebyshev and City-Block distances. Note that initial results indicated that on average, the Hausdorff metric performs best in combination with the Chebyshev distance. Therefore, for the Hausdorff distance, we focus on the outcomes which were obtained in combination with the Chebyshev metric. Across the distance-based approaches evaluated in the electric pain domain, the Chebyshev and the Canberra metrics led to the maximum of 68.0% mean accuracy in combination with the TRA signal. A slightly decreased mean accuracy value of 67.2% was obtained with the EMG signal in combination with the Wasserstein distance. The lowest mean accuracy value of 46.8%, which is below the chance level, was obtained with the COR signal in combination with the Hausdorff distance.



For the Jensen–Shannon distance, the obtained results are presented in Table 5. The maximum of 67.2% mean accuracy is obtained with   γ ∈ {  10 1  ,  10 2  }   in combination with the TRA signal. A slightly decreased mean accuracy value of 66.8% is obtained in combination with the TRA signal and   γ =  10 0   . The lowest mean accuracy value (42.4%) is obtained with   γ =  10  − 1    , also in combination with the TRA signal.




6.2. Thermal Domain


In Table 6, we present the obtained mean accuracy values for the evaluation of the individual segments with respect to the thermal domain. The highest mean accuracy value of 69.2% is obtained with the EDA signal in combination with the third segment of the tonic samples.



In Table 7, we present the results for the distance metrics Euclidean, City-Block, Chebyshev, Canberra, Bray–Curtis, Wasserstein and Hausdorff. For the heat pain domain, the highest mean accuracy value of 59.6% is obtained with the EDA signal in combination with the Wasserstein distance.The lowest mean accuracy value of 46.8%, which is below the chance level, is obtained with the ECG signal in combination with the Hausdorff distance.



The results of the performed grid search in combination with the Jensen–Shannon distance are presented in Table 8. The maximum of 60.0% is obtained for the TRA signal in combination with   γ =  10  − 4    . For   γ =  10 0   , the maximum of 57.6% mean accuracy is obtained in combination with the EDA signal. A slightly decreased value of 57.2% is obtained for the ZYG signal in combination with   γ ∈ {  10 0  ,  10 1  ,  10 2  }  . The lowest mean accuracy value of 45.2% (below chance level) is obtained when the COR signal is used in combination with  γ  set to   10  − 3   .





7. Discussion


In this study, we tried to determine the individual segments of the tonic samples which are expected to be the closest to the phasic domain. To this end, we evaluated different metrics used to compute the distances between all segments of the tonic samples and the class-specific prototypes of the phasic domain (except for the Hausdorff distance). Our findings indicate that using the knowledge obtained from the phasic domain to classify the metric-selected individual segments of the tonic domain samples performs well in the electric domain. However, in the thermal domain, the same task is more challenging. As also discussed in some previous studies [7,26,38], in combination with the electric stimuli, the classification tasks within the same pain duration domains, phasic and tonic, lead to higher accuracy values in comparison to the thermal domains, respectively. Moreover, for the electric domain, in combination with various signals, we are able to select the segments which are almost as good as the optimal segment that was found in the evaluation of all individual segments.



7.1. Electric Domain


In the individual segment evaluation, in combination with the electric domain, we were able to come close to or even to outperform the naive approach with various signals. The highest mean accuracy value of 68.0% is obtained with the 6th segment in combination with the EMG signal, which is 2.0% above the naive approach obtained in combination with the EMG signal.



With the TRA signal, in combination with the 6th segment, we obtained a maximum of 68.4%, which is above the naive approach obtained in combination with the TRA signal (66.4%). The segment selection based on the Canberra and Chebychev metrics led to an almost equal result of 68.0% mean accuracy. Since the EMG modality is a composition of three signals (COR, TRA, and ZYG), the huge predictive power might be based in the TRA signal. The TRA signal led to a mean accuracy value of 68.4%, whereas the EMG signal is only 0.4% below the result obtained for the TRA signal, both in combination with the 6th segment. For the COR and ZYG signals, in combination with the 6th segment, a mean accuracy slightly above the chance level is obtained (51.6% and 56.4%, respectively).



In Figure 3, the selection frequency of each segment is depicted for the TRA signal, based on the Canberra metric. As we can observe, with simple metrics, it is not possible to determine the best-performing individual segment for each tonic sample. Since distance values are simple scalars which express a (linear) relationship between two vectors, the non-linear information which might be learned by the RF algorithm cannot be represented by these values. In general, the RF algorithm is able to use more information from the samples. Nevertheless, the segments selected based on the applied metrics include enough useful information, which leads to almost similar results.



To further investigate the information contained in the selected segments, we collected the most important feature from the phasic electric domain by applying a 3-fold cross-validation in which each left-out fold contained the data of   1 / 3   of the available subjects. We analyzed the obtained RF model of each fold and gathered the most important feature from the three evaluations. For the obtained feature, we analyzed the extracted feature values, specific to each class for the phasic domain samples and the selected segments. The distributions of the extracted feature values are depicted in Figure 4. As it can be seen, for both baseline and pain, the distributions of the extracted feature values show similarities between the phasic samples and the selected segments. In Figure 5, we provide a similar observation for the TRA signal in combination with the Jensen–Shannon metric with the bandwidth set to ten.



The selection frequency of each segment is depicted in Figure 3, in combination with the TRA signal and the Canberra metric. As presented in Table 3, the 6th segment is the best-performing segment of the tonic samples. However, as it can be seen, not only the 6th segment is selected when the metric is applied. Therefore, under the assumption that the best results of the individual segment evaluation provide upper bounds for the segment selection-based approaches, it is not possible to determine the optimal segments by computing the distances between the phasic electric prototypes and the corresponding segments. However, it seems that for the TRA signal, the segments which are determined in combination with the Chebychev and Canberra metrics, contain enough useful information for the analyzed classification task.



Note that for the electric pain domain, in combination with the signals ECG, EDA, COR, ZYG, and EFU, we observed a decline in the obtained accuracy values over time. As discussed in [8], the human body might adapt to the experienced pain over time, leading to a significant change in the physiological signals. Furthermore, as reported in [7,26] for the electric pain domain, the most informative part is found in the beginning of a pain-specific sequence due to the nature of electricity because electrically stimulated pain is felt instantly. This was also observed by the obtained results for the EFU signal in [10]. For the signals EMG and TRA, a similar behavior is observed but with a delay in time. Moreover, based on the results presented in Table 4, the TRA and EMG signals are the best-performing modalities with respect to the pain duration transfer task in the electric pain domain. These modalities also show good performance over time, as can be observed by the results presented in Table 3.




7.2. Thermal Domain


With the approach, in which each segment is evaluated individually, we were able to outperform the naive approach with the EDA and EFU signals. For the EDA signal, the highest mean accuracy value of 69.2% is obtained with the 3rd segment, whereas with the naive approach, the mean accuracy value is slightly above the chance level (53.2%). For the EFU signal, the maximum of 65.2% is also obtained with the 3rd segment (naive approach: 59.6%). As discussed in previous studies ([7,15,26]), the EDA signal is a good-performing signal for the thermal pain domain, in general. As already reported in [10,15,26], the human body shows a delayed reaction to the pain induction by thermal stimulation in the physiological signals. Based on the results presented in Table 6, the good performance of the EFU signal might originate from the effectiveness of the EDA signal since for each remaining signal (ECG, COR, TRA, and ZYG) the mean accuracy values are close to or even below the chance level.



For the COR signal, in combination with the 12th segment, a mean accuracy value of 61.6% was obtained, which is 0.8% above the outcome obtained with the naive approach. For the TRA signal, in combination with the 13th segment, a maximum of 60.8% was obtained. With the TRA signal, in combination with the Jensen–Shannon metric and the bandwidth set to   10  − 4   , we obtained a mean accuracy value of 60.0%, which is slightly below the result obtained for the 13th segment.



For the ZYG signal, we were able to reach the result which we obtained for the optimal segments (1st and 2nd: 57.2%). In combination with the Jensen–Shannon metric and the bandwidth set to 1, the ZYG signal led to a mean accuracy value of 57.2%. Moreover, with the obtained results for the optimal segments in combination with the Jensen–Shannon metric, we are only 1.2% below the reference value (58.4%).



For the thermal pain domain, we observed a delayed body reaction to the induced pain stimuli. Similar to the phasic electric domain, we collected the most important feature, specific to the thermal pain domain, with the approach described in Section 7.1. The distributions of the extracted feature values for the most important feature in the thermal domain for the TRA signal in combination with the Jensen-Shannon metric and the bandwidth set to   10  − 4    are depicted in Figure 6. As it can be seen, the distributions for the extracted feature values for both, baseline and pain, in combination with the phasic samples and the selected segments show similarities. In Figure 7, we provide a similar observation for EDA signal in combination with the Wasserstein metric. The selection frequency of each segment is depicted in Figure 8, in combination with the EDA signal and the Wasserstein metric.





8. Conclusions


In this study, we analyzed a pain duration transfer, in combination with electric and thermal pain domains, respectively. To this end, we evaluated various distance metrics, with the aim of finding optimal segments of the tonic samples, which are represented best by the phasic training stimuli. Our results indicate that the TRA signal is the most reliable signal for the knowledge transfer from phasic to tonic stimuli. In combination with the thermal domain, the pain duration transfer task is more challenging in comparison to the electric domain. Based on the electric pain domain, a maximum of 68.0% mean accuracy is obtained with the TRA signal in combination with the Canberra and Chebychev metrics. With the TRA signal, we were able to obtain outcomes close to the results, which were reported for the evaluation of the individual segments. Based on the thermal pain domain, the highest mean accuracy value of 60.0% was obtained with the Jensen–Shannon metric and the bandwidth of the kernel density estimator set to   10  − 4   .



In combination with the applied metrics, we were able to select segments which show similar distributions for the most important feature in comparison to the phasic samples. However, the selected segments were not always equal to the ones which performed best in the evaluation of the individual segments. Nevertheless, the selected segments seem to contain enough important information that can be used by the model.
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Abbreviations


The following abbreviations are used in this manuscript:



	APR
	Automated Pain Recognition



	SVM
	Support Vector Machine



	AdaBoost
	Adaptive Boosting



	ECG
	Electrocardiogram



	EDA
	Electrodermalactivity



	EMG
	Electromyogram



	TRA
	Trapezius



	COR
	Corrugator



	ZYG
	Zygomaticus



	EFU
	Early Fusion



	B
	Baseline



	P
	Pain



	LOSO-CV
	Leave-One-Subject-Out Cross-Validation



	RBF
	Radial Basis Function



	RF
	Random Forest



	PB
	Phasic Baseline



	PP
	Phasic Pain



	TB
	Tonic Baseline



	TP
	Tonic Pain
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Figure 1. Complete process of the evaluated experiments. The random forest model is trained solely on the phasic domain samples. The evaluation follows one of the two available branches. The left branch represents the prototype-based evaluation, whereas the right branch represents the Hausdorff distance-based evaluation. Note that the Hausdorff distance is the only evaluated metric in which no prototypes are computed. The knowledge transfer from the phasic domain to the tonic domain is performed by the evaluation of the individual segments. 
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Figure 2. Segment selection process. The *-operator denotes the metric-based distance computation between the prototypes and each segment    s 1  , … ,  s n   . Parameters    d  B 1   , … ,  d  B n     and    d  P 1   , … ,  d  P n     denote the resulting distance values for the baseline (B) and pain (P) prototypes, respectively. The ⋆-operator denotes the selection operator (here: minimum) performed on the vectors of the obtained values.   d  B j    and   d  P k    denote the lowest distances to the prototypes. The overall lowest distance is obtained when the ⋆-operator is applied to   d  B j    and   d  P k   . The segment, to which the value   d ⋆   belongs to, is selected and evaluated by the model. (Note that this approach is applied in combination with all evaluated metrics defined above, except for the Hausdorff distance). 
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Figure 3. Electric domain. The segment selection frequency for the TRA signal in combination with the Canberra metric. On the x-axis, the segment number is depicted. The y-axis represents the segment counter. 






Figure 3. Electric domain. The segment selection frequency for the TRA signal in combination with the Canberra metric. On the x-axis, the segment number is depicted. The y-axis represents the segment counter.



[image: Computers 12 00071 g003]







[image: Computers 12 00071 g004 550] 





Figure 4. Electric domain: TRA signal—Canberra metric. Distribution of extracted feature values for the feature trapezius_second_derivative_features_signal_std of the TRA signal in combination with the selected segments with the Canberra metric and the distribution of the source domain samples (phasic domain). (Left) Value distributions for the baseline stimuli. (Right) Value distributions of the pain stimuli. 
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Figure 5. Electric domain: TRA signal—Jensen–Shannon metric with bandwidth set to ten. Distribution of extracted feature values for the feature trapezius_second_derivative_features_signal_std of the TRA signal in combination with the selected segments with the Canberra metric and the distribution of the source domain samples (phasic domain). (Left) Value distributions for the baseline stimuli. (Right) Value distributions of the pain stimuli. 
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Figure 6. Thermal Domain: TRA signal—Jensen–Shannon metric with a bandwidth of   10  − 4   . Distribution of extracted feature values for the feature trapezius_second_derivative_features_signal_ split_equal_part_std of the TRA signal in combination with the selected segments with the Canberra metric and the distribution of the source domain samples (phasic domain). (Left) Value distributions for the baseline stimuli. (Right) Value distributions of the pain stimuli. 
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Figure 7. Thermal Domain: EDA signal—Wasserstein metric. Distribution of extracted feature values for the feature trapezius_mean_value_first_diff of the EDA signal in combination with the selected segments with the Wasserstein metric and the distribution of the source domain samples (phasic domain). (Left) Value distributions for the baseline stimuli. (Right) Value distributions of the pain stimuli. 
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Figure 8. Thermal domain. The segment selection frequency for the EDA signal in combination with the Wasserstein metric. On the x-axis the segment number is depicted. The y-axis represents the segment counter. 
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Table 1. Number of features per single- and multi-modality. Corrugator (COR), Trapezius (TRA) and Zygomaticus (ZYG) are electromyogram (EMG) signals. ECG denotes the electrocardiogram, EDA denotes the electrodermal activity and EMG denotes the early fusion of COR, TRA, and ZYG. EFU denotes the early fusion over all modalities.
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	ECG
	EDA
	COR
	TRA
	ZYG
	EMG
	EFU





	87
	79
	82
	82
	82
	246
	412
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Table 2. Label distribution per pain domain. PB: phasic baseline stimuli (no pain), PP: phasic pain stimuli, TB: tonic baseline stimuli (no pain), TP: tonic pain stimuli.
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Thermal Domain

	
Electric Domain






	
PB

	
PP

	
TB

	
TP

	
PB

	
PP

	
TB

	
TP




	
3727

	
3716

	
121

	
124

	
3720

	
3719

	
123

	
123
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Table 3. Electric domain: Evaluation of the individual segments of the tonic samples based on uni- and multi-modal signals. Parameter k-S specifies the evaluated segment. NA: Naive approach, in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The segment leading to the best outcome is depicted in bold, respectively.
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	k-S
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	NA
	Ref.





	ECG
	   74 . 0   
	   64.8   
	   59.2   
	   54.0   
	   55.2   
	   56.0   
	   49.6   
	   48.4   
	   40.8   
	   41.6   
	   42.4   
	   46.4   
	   45.6   
	   40.0   
	   50.0   
	   83.2   



	EDA
	   66 . 0   
	   60.8   
	   54.0   
	   54.4   
	   48.4   
	   44.4   
	   50.4   
	   50.4   
	   45.2   
	   50.0   
	   49.2   
	   50.4   
	   51.2   
	   47.2   
	   55.6   
	   84.8   



	EMG
	   53.6   
	   46.0   
	   50.4   
	   55.6   
	   56.0   
	   68 . 0   
	   60.8   
	   61.2   
	   61.6   
	   60.4   
	   55.6   
	   58.8   
	   52.0   
	   50.4   
	   66.0   
	   90.8   



	COR
	   61 . 2   
	   47.6   
	   44.4   
	   53.6   
	   48.8   
	   51.6   
	   52.4   
	   52.8   
	   50.4   
	   52.0   
	   48.8   
	   53.6   
	   45.6   
	   48.4   
	   55.2   
	   72.8   



	TRA
	   51.6   
	   46.4   
	   53.6   
	   56.4   
	   60.4   
	   68 . 4   
	   68.0   
	   62.0   
	   63.2   
	   60.0   
	   53.2   
	   55.6   
	   51.2   
	   48.8   
	   66.4   
	   87.2   



	ZYG
	   72 . 0   
	   66.8   
	   52.4   
	   55.6   
	   54.0   
	   56.4   
	   53.2   
	   50.0   
	   47.2   
	   46.8   
	   43.6   
	   44.0   
	   42.4   
	   42.0   
	   43.2   
	   74.8   



	EFU
	   68 . 8   
	   50.8   
	   46.8   
	   54.0   
	   55.2   
	   53.6   
	   56.8   
	   53.2   
	   52.8   
	   51.2   
	   49.2   
	   56.4   
	   48.8   
	   48.0   
	   56.8   
	   93.6   
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Table 4. Electro: Transfer from phasic to tonic stimuli. Evaluation of various distance metrics used to determine the closest segment. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The metric leading to the best outcome is depicted in bold, respectively.






Table 4. Electro: Transfer from phasic to tonic stimuli. Evaluation of various distance metrics used to determine the closest segment. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The metric leading to the best outcome is depicted in bold, respectively.





	Metric
	Euclidean
	City-Block
	Chebyshev
	Canberra
	Bray-Curtis
	Wasserstein
	Hausdorff
	k-S
	NA
	Ref.





	ECG
	   54.4   
	   52.4   
	   56 . 8   
	   48.0   
	   55.6   
	   47.2   
	   50.0   
	   74.0   
	   50.0   
	   83.2   



	EDA
	   49.6   
	   50.8   
	   50.8   
	   48.0   
	   52.8   
	   47.2   
	   54 . 0   
	   66.0   
	   55.6   
	   84.8   



	EMG
	   65.6   
	   64.4   
	   63.2   
	   65.2   
	   52.0   
	   67 . 2   
	   61.6   
	   68.0   
	   66.0   
	   90.8   



	COR
	   54 . 0   
	   50.4   
	   52.0   
	   53.2   
	   50.8   
	   52.0   
	   46.8   
	   61.2   
	   55.2   
	   72.8   



	TRA
	   65.6   
	   66.4   
	   68 . 0   
	   68 . 0   
	   67.2   
	   66.4   
	   57.2   
	   68.4   
	   66.4   
	   87.2   



	ZYG
	   54 . 8   
	   48.8   
	   53.6   
	   52.4   
	   52.0   
	   52.0   
	   50.8   
	   72.0   
	   43.2   
	   74.8   



	EFU
	   57.6   
	   58.4   
	   56.4   
	   59.6   
	   56.4   
	   60.0   
	   60 . 8   
	   68.8   
	   56.8   
	   93.6   
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Table 5. Electro: Transfer from phasic to tonic stimuli—Jensen–Shannon. Grid search over the bandwidth values for the kernel density estimation. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The  γ -value leading to the best outcome is depicted in bold, respectively.






Table 5. Electro: Transfer from phasic to tonic stimuli—Jensen–Shannon. Grid search over the bandwidth values for the kernel density estimation. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The  γ -value leading to the best outcome is depicted in bold, respectively.





	   γ   
	    10  − 4     
	    10  − 3     
	    10  − 2     
	    10  − 1     
	    10 0    
	    10 1    
	    10 2    
	k-S
	NA
	Ref.





	ECG
	   47.6   
	   53.6   
	   42.8   
	   54 . 4   
	   54.0   
	   52.0   
	   52.0   
	   74.0   
	   50.0   
	   83.2   



	EDA
	   52.8   
	   51.2   
	   50.0   
	   50.0   
	   48.0   
	   53 . 6   
	   53 . 6   
	   66.0   
	   55.6   
	   84.8   



	EMG
	   46.0   
	   44.4   
	   46.4   
	   43.2   
	   61.2   
	   65 . 2   
	   64.8   
	   68.0   
	   66.0   
	   90.8   



	COR
	   47.6   
	   52 . 8   
	   51.2   
	   52.0   
	   52.4   
	   52.4   
	   52.4   
	   61.2   
	   55.2   
	   72.8   



	TRA
	   60.0   
	   47.6   
	   44.4   
	   42.4   
	   66.8   
	   67 . 2   
	   67 . 2   
	   68.4   
	   66.4   
	   87.2   



	ZYG
	   46.4   
	   53.6   
	   52.0   
	   50.0   
	   54 . 4   
	   54 . 4   
	   54 . 4   
	   72.0   
	   43.2   
	   74.8   



	EFU
	   54.0   
	   54.4   
	   47.6   
	   55.2   
	   58 . 8   
	   58 . 8   
	   58 . 8   
	   68.8   
	   56.8   
	   93.6   
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Table 6. Thermal domain: Evaluation of the individual segments of the tonic samples in combination with the uni- and multi-modal signals. Parameter k-S specifies the evaluated segment. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The segment leading to the best outcome is depicted in bold, respectively.






Table 6. Thermal domain: Evaluation of the individual segments of the tonic samples in combination with the uni- and multi-modal signals. Parameter k-S specifies the evaluated segment. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The segment leading to the best outcome is depicted in bold, respectively.





	k-S
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	NA
	Ref.





	ECG
	   42.4   
	   50.0   
	   54.8   
	   53.2   
	   53.6   
	   48.4   
	   50.4   
	   48.0   
	   48.8   
	   56 . 0   
	   50.8   
	   48.4   
	   50.8   
	   50.8   
	   48.8   
	   81.6   



	EDA
	   34.8   
	   58.8   
	   69 . 2   
	   57.6   
	   52.0   
	   50.0   
	   46.0   
	   49.6   
	   50.0   
	   55.6   
	   55.6   
	   52.0   
	   54.8   
	   50.4   
	   53.2   
	   84.4   



	EMG
	   42.8   
	   48.4   
	   51.2   
	   51.2   
	   46.4   
	   49.6   
	   53.2   
	   54.8   
	   52.8   
	   57.2   
	   56.8   
	   60 . 8   
	   56.8   
	   54.8   
	   62.8   
	   70.8   



	COR
	   43.6   
	   47.2   
	   50.4   
	   50.8   
	   47.6   
	   48.4   
	   52.8   
	   52.8   
	   50.0   
	   55.6   
	   56.4   
	   61 . 6   
	   53.6   
	   55.6   
	   60.8   
	   63.6   



	TRA
	   47.6   
	   52.0   
	   45.2   
	   42.4   
	   50.0   
	   46.8   
	   56.8   
	   50.8   
	   55.2   
	   56.8   
	   56.0   
	   52.4   
	   60 . 8   
	   53.6   
	   62.4   
	   64.8   



	ZYG
	   57 . 2   
	   57 . 2   
	   54.0   
	   50.0   
	   45.2   
	   46.4   
	   51.6   
	   54.0   
	   53.6   
	   52.8   
	   54.0   
	   55.6   
	   52.8   
	   53.6   
	   57.6   
	   58.4   



	EFU
	   33.6   
	   51.6   
	   65 . 2   
	   56.0   
	   48.8   
	   43.6   
	   51.2   
	   52.8   
	   51.6   
	   58.4   
	   56.4   
	   58.0   
	   53.6   
	   52.0   
	   59.6   
	   86.0   
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Table 7. Thermal domain: Transfer from phasic to tonic stimuli. Evaluation of various distance metrics used to determine the closest segment. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The metric leading to the best outcome is depicted in bold, respectively.






Table 7. Thermal domain: Transfer from phasic to tonic stimuli. Evaluation of various distance metrics used to determine the closest segment. k-S: The highest accuracy value obtained in combination with the evaluation of the individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified tonic samples (no segmentation). Ref.: Reference values obtained in the tonic domain. The LOSO-CV accuracies are given in %. The metric leading to the best outcome is depicted in bold, respectively.





	Metric
	Euclidean
	City-Block
	Chebyshev
	Canberra
	Bray-Curtis
	Wasserstein
	Hausdorff
	k-S
	NA
	Ref.





	ECG
	   49.6   
	   50.0   
	   53.2   
	   55 . 2   
	   50.4   
	   51.2   
	   46.8   
	   56.0   
	   48.8   
	   81.6   



	EDA
	   56.4   
	   52.8   
	   56.8   
	   55.6   
	   47.2   
	   59 . 6   
	   49.2   
	   69.2   
	   53.2   
	   84.4   



	EMG
	   54.8   
	   57 . 6   
	   52.8   
	   55.2   
	   50.0   
	   56.4   
	   54.0   
	   60.8   
	   62.8   
	   70.8   



	COR
	   50.8   
	   50.0   
	   52.4   
	   53.6   
	   51.6   
	   54.0   
	   54 . 4   
	   61.6   
	   60.8   
	   63.6   



	TRA
	   55.2   
	   57 . 2   
	   51.6   
	   54.4   
	   54.4   
	   54.0   
	   56.0   
	   60.8   
	   62.4   
	   64.8   



	ZYG
	   54.4   
	   56.8   
	   56.4   
	   58 . 8   
	   46.8   
	   58.4   
	   53.6   
	   57.2   
	   57.6   
	   58.4   



	EFU
	   50.4   
	   52.4   
	   55.6   
	   57 . 6   
	   54.8   
	   57 . 6   
	   56.8   
	   65.2   
	   59.6   
	   86.0   
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Table 8. Thermal domain: Transfer from phasic to tonic stimuli—Jensen–Shannon. Grid search over the bandwidth values for the kernel density estimation. k-S: The highest obtained accuracy value in combination with the evaluation of individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified (no segmentation) tonic samples, Ref.: Reference values obtained in the tonic domain. The LOSO-CV results are given in %. The  γ -value leading to the best outcome is depicted in bold, respectively.






Table 8. Thermal domain: Transfer from phasic to tonic stimuli—Jensen–Shannon. Grid search over the bandwidth values for the kernel density estimation. k-S: The highest obtained accuracy value in combination with the evaluation of individual segments. NA: Naive approach in which the model is trained on phasic stimuli and evaluated on the unmodified (no segmentation) tonic samples, Ref.: Reference values obtained in the tonic domain. The LOSO-CV results are given in %. The  γ -value leading to the best outcome is depicted in bold, respectively.





	   γ   
	    10  − 4     
	    10  − 3     
	    10  − 2     
	    10  − 1     
	    10 0    
	    10 1    
	    10 2    
	k-S
	NA
	Ref.





	ECG
	   53 . 2   
	   47.2   
	   51.2   
	   50.8   
	   47.2   
	   47.2   
	   47.2   
	   56.0   
	   48.8   
	   81.6   



	EDA
	   54.0   
	   48.4   
	   55.6   
	   54.0   
	   57 . 6   
	   55.2   
	   55.2   
	   69.2   
	   53.2   
	   84.4   



	EMG
	   56 . 8   
	   49.6   
	   50.0   
	   50.0   
	   52.0   
	   52.0   
	   52.4   
	   60.8   
	   62.8   
	   70.8   



	COR
	   55 . 2   
	   45.2   
	   52.0   
	   51.6   
	   51.6   
	   51.6   
	   51.6   
	   61.6   
	   60.8   
	   63.6   



	TRA
	   60 . 0   
	   50.4   
	   52.0   
	   55.6   
	   54.0   
	   54.0   
	   54.0   
	   60.8   
	   62.4   
	   64.8   



	ZYG
	   50.4   
	   47.2   
	   53.2   
	   46.8   
	   57 . 2   
	   57 . 2   
	   57 . 2   
	   57.2   
	   57.6   
	   58.4   



	EFU
	   57 . 2   
	   53.2   
	   50.8   
	   50.4   
	   52.8   
	   52.8   
	   52.8   
	   65.2   
	   59.6   
	   86.0   
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