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Abstract: In contemporary software development, it is crucial to adhere to design patterns because
well-organized and readily maintainable source code facilitates bug fixes and the development
of new features. A carefully selected set of design patterns can have a significant impact on the
productivity of software development. Data Access Object (DAO) is a frequently used design pattern
that provides an abstraction layer between the application and the database and is present in the
back-end. As serverless development arises, more and more applications are using the DAO design
pattern, but it has been moved to the front-end. We refer to this pattern as WebDAO. It is evident
that the DAO pattern improves development productivity, but it has never been demonstrated for
WebDAO. Here, we evaluated the open source Angular projects to determine whether they use
WebDAO. For automatic evaluation, we trained a Natural Language Processing (NLP) model that can
recognize the WebDAO design pattern with 92% accuracy. On the basis of the results, we analyzed
the entire history of the projects and presented how the WebDAO design pattern impacts productivity,
taking into account the number of commits, changes, and issues.
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1. Introduction

Early software development was performed in machine language, which was a time-
consuming and error-prone process. With the development of higher-level programming
languages, programming became more accessible to a broader audience. “The discipline of
software engineering required development methodologies such as Waterfall and Agile
that increase the efficacy and quality of software development, but the quality of the source
code must also have been enhanced [1]”. These methodologies provide a structured devel-
opment framework that produces well-organized source code, thereby having a positive
influence on source code quality. The planning and design phases must play significant
roles in the development process because these duties will be reflected in the source code.
The appearance of object-oriented programming resulted in significant advancements in
software development, which still have a great deal of potential. Best practices in novel
methodologies and techniques have always guided developers, but they are sometimes
language- or framework-specific. To be readily adaptable, it is necessary to collect the best
practices and specify so-called design patterns from them. The patterns are time-tested so-
lutions to common problems; consequently, software developers can use them as templates
to resolve common issues, resulting in more reusable and maintainable code. In addition,
design patterns provide a universal language for software professionals, allowing for clear
communication regarding solutions and architecture. This improves collaboration and
increases the effectiveness of debugging and code evaluations. Maintaining and modifying
systems with inadequate documentation necessitates the detection of design patterns [2].
Despite these advantages, the application and significance of design patterns are frequently
undervalued or neglected. Numerous developers prioritize functionality over the long-term
advantages of using design patterns.
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Occasionally, however, it is necessary to view our software as a system. The low-level
details and the high-level structure comprise a single entity. One cannot exist without the
other, and there is no distinct line separating them. Architecture functions as a blueprint
for a system, providing an abstraction that manages system complexity and establishes
communication and coordination among elements. It provides a structured approach
for meeting technical and operational requirements while optimizing crucial quality at-
tributes such as performance and security. In addition, it involves making crucial decisions
regarding the organization of software development, and each of these decisions has a
significant impact on the quality, maintainability, performance, and overall success of the
final product [3,4].

The layered architecture, also known as the n-tier architecture, is one of the most widely
used architectural patterns, but is especially prevalent in contemporary Web development.
The layered architecture presents the traditional IT communication and organizational
structure, making it an appropriate design choice in many situations. It has become the
de facto standard for Java 2 Platform and Enterprise Edition (J2EE) applications, and the
layered architecture pattern is currently utilized by the most prominent Web frameworks
as well [5].

Despite the fact that these front-end frameworks were designed to construct applica-
tions with layered architecture, it is the developer’s responsibility to thoroughly implement
the architecture or simplify the structure. Often, software developers implicitly employ
well-proven architectural solutions resulting from the implementation and best practices
of particular frameworks. In a system, it is always crucial how the front-end and the
back-end are communicating and how the data sources can be accessed. It is the devel-
oper’s responsibility to not only concentrate on creating a user-friendly interface but also
to ensure a robust and efficient back-end infrastructure capable of handling requests and
delivering responses quickly and accurately. When front-end and back-end technologies
are considered, there are numerous development platforms that can implement a potent
combination of frameworks. Technically, there are no inherent limitations dictating specific
combinations. Nevertheless, certain pairings are typically recommended due to their com-
plementary characteristics or proven efficacy in specific scenarios. In Web development,
two prominent stacks are the MEAN and MERN stacks, which provide so-called full-stack
development. Not only do these frameworks work well together, but they also offer a high
level of productivity because an entire system can be implemented with knowledge of a
single programming language [6].

According to a well-known principle [7], “Every software problem can be solved
with another layer of indirection”. A classic layered architecture consists of four layers: a
presentation layer, a business layer, a persistence layer, and a database layer [8]. In practice,
however, there are different shared services that should be used at various locations of the
application and must be accessed via the business layer. Since these shared services are not
explicitly a part of the business layer, it makes sense to delegate them as a so-called service
layer. However, in many instances it is not necessary to traverse the service layer, so it is left
as an open layer that can be disregarded if necessary. The link between the data source and
the client is the persistence layer. Data Access Object (DAO) incorporates this isolated layer
into a system and provides elegant abstract access to the data source. DAO is a well-proven
design pattern that is essential in J2EE application development. Today, the DAO design
pattern is also extensively utilized in Web development. Traditional DAO is placed at
the back-end of a system, but as serverless development becomes more prevalent, clients
should access the data source directly or through an unknown system. Since modern
front-end frameworks such as Angular, React, and Vue.js follow the concepts of layered
architecture [9], DAO must take place in the front-end. Technically, it can represent an
open layer in the architecture, so it can function as a service layer in a contemporary
five-tier architecture.

DAO is considered a design pattern that, due to its simplicity, may increase software
development productivity. Productivity is one of the most important subjects that ties
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together technical, social, and economic factors [10]. It can be measured from a variety
of perspectives [11,12], but focused statistics can be obtained by analyzing source codes
and project metrics. Organizations are constantly on the lookout for new methods to
enhance development productivity [13]. It can be substantially improved if the following
six primary options are considered: getting the most out of people, making steps more
efficient, eliminating steps, eliminating rework, creating simplified products, and reusing
components [14]. DAO keeps the source code simple and reusable, allowing at least two of
the six requirements to be met.

Considering the modern DevOps methodologies, software releases have become faster
and more frequent than ever before by utilizing Continuous Integration, Continuous De-
livery (CI/CD); however, this technology requires a high level of productivity [15]. DAO
is an end-to-end design pattern because it affects all phases of the software development
lifecycle. It is believed that writing source code with explicit design patterns and guar-
anteeing quality with build pipelines and review procedures results in software that is
more maintainable [16].

After several years of Web development experience, we discovered that developers
frequently employ the DAO design pattern or DAO-like structures in the front-end. Today,
Angular, React, and Vue.js are the three most prominent front-end frameworks in the world,
but Angular was the first to offer TypeScript as its primary implementation language,
thereby making the source code type safe [17]. DAO is an object-oriented design pattern, so
Angular can serve as a firm basis for gathering sufficient samples for analysis. To provide
global statistics on the use of DAO in Angular, either extensive manual labor or dependable
automation is required.

In this study, we present a 92% accurate machine-learning-based technique for de-
tecting the DAO design pattern in Angular applications. Using our trained model, we
demonstrate that WebDAO is present in over 25% of open-source Angular projects and
that it enhances productivity by requiring over two times fewer source code modifications
than projects that do not use WebDAO. In addition, the lengths of the issues are nearly
60 h shorter, and the standard deviation of the issue lengths is substantially lower than in
projects that do not use WebDAO.

The main contributions of this paper are as follows:

• Introducing the WebDAO design pattern.
• A machine learning (ML) model for detecting the WebDAO design pattern in

Angular applications.
• A dataset containing 19,116 Angular projects downloaded from GitHub.
• The analysis of a retrieved dataset using a self-trained machine learning model.
• Comparison of project and productivity metrics with the WebDAO design pattern

in mind.

Our study is guided by the three research questions listed below:

RQ1: How accurately can we detect the WebDAO design pattern?

RQ2: In how many projects is the WebDAO design pattern dominant?

RQ3: How does the WebDAO design pattern influence the productivity and the
project timeline?

The remaining sections are organized as follows: In Section 2, we provide an overview
of the focused design pattern. In Section 3, we discuss the existing literature review in this
field. Section 4 describes the experimental dataset, ML algorithms, and evaluation methods.
Section 5 presents the experimental results and Section 6 presents a short discussion. In
Section 7, we present the potential threats to validity. Section 8 concludes the study by
presenting the key findings, limitations, and future research.
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2. Background

This section provides context for the software structural patterns analyzed in the
present paper.

2.1. Layered Architecture in Front-End Applications

The layered architecture pattern emphasizes the concept of closed layers, meaning
that requests must traverse through the layer directly below them as they move through
the architecture. For example, a request from the presentation layer must first go through
the business layer and then the persistence layer before reaching the database layer. This
closed-layer approach is essential for maintaining layers of isolation [18,19]. Layers of
isolation ensure that changes made within one layer have minimal impact on components
in other layers. If the presentation layer were allowed direct access to the persistence layer
or database layer, changes to the database structure would affect both the business layer
and the presentation layer, resulting in a tightly coupled and interdependent application.
The layers-of-isolation concept enables each layer to operate independently, making it
easier to modify and refactor specific layers without disrupting the entire architecture [20].
While closed layers promote isolation, there are cases where certain layers may be open.
For example, introducing a shared-services layer restricts access to common service com-
ponents from the business layer but not the presentation layer. By creating an open layer,
access restrictions can be governed more effectively. However, open layers can introduce
challenges, such as the business layer needing to go through the services layer to reach the
persistence layer. To address this, open layers are created within the architecture to allow
specific layers to be bypassed when necessary.

Modern Web frameworks have begun to employ similar front-end concepts. Google’s
Angular framework perfectly matches the concepts of layered architecture [21–23]. As
presented in Figure 1, Angular’s component-based architecture segregates the presentation,
business, and service layers. Occasionally, the distinctions between the business and service
layers become blurry. Angular templates are responsible for the presentation; components
and services contain the business logic; and services serve as a link between the front-end
and the back-end. In serverless development, the entire back-end is hidden from the
developer, allowing the business logic and service layers to communicate directly with
the back-end. This communication can be managed through an Application Programming
Interface (API) or a system-specific Software Development Kit (SDK).

Figure 1. Comparison of traditional and modern layered architecture.
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2.2. The WebDAO Design Pattern

Data Access Object (DAO) is a structural design pattern that is frequently combined
with the layered architecture pattern. DAO functions as a bridge between the business layer
and the database layer in a layered architecture. It provides an abstraction for accessing
and manipulating data from diverse data sources, including databases, APIs, and files.
This allows the business logic layer to interact with data in a consistent and standardized
manner. Typically, the DAO comprises interfaces and concrete implementations. Interfaces
define the contract for data access operations, while implementations provide the actual
implementation details for interacting with the data source [24]. Utilizing DAO within the
layered architecture improves code reuse, maintainability, and productivity. The separation
of concerns facilitates testing and modifications in the future. Changes to the data access
implementation, such as transferring databases or integrating new data sources, can be
limited to the DAO layer, thereby mitigating the impact on other layers. To maximize
data access efficacy, DAO can also integrate additional functionality, such as caching or
connection pooling. It functions as a centralized access point for data operations, ensuring
consistency and encapsulating the complexities of data access. However, in contemporary
Web development, a similar layer with the same responsibility exists on the front-end.
Because it functions as a DAO with Web capabilities, we refer to it as WebDAO. WebDAO
is typically placed in the service layer, where an interface or class of the domain entity is
defined, and provides all four fundamental database operations: create, read, update, and
delete (CRUD). As shown in Figure 2, DAO can still play a significant role in the back-end,
but WebDAO is the link between the front-end and back-end.

Figure 2. Presence of WebDAO in modern layered architecture.

With the contribution of Inclouded [25], we have already implemented such a solution
in the form of an installable package [26] that is publicly available for developers who use
the NodeJS runtime environment. This package supports standardized telemedicine appli-
cation development and provides tools for Not-only Structured Query Language (NoSQL).

3. Related Work

To recognize design patterns within a system, it is necessary to comprehend how the
employed technologies and frameworks function. S. Rathinam conducted a comprehensive
comparison of Angular, React, and Vue.js [27]. Angular has the steepest learning curve,
whereas Vue.js has the shallowest learning curve. It is claimed that Angular has the worst
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performance due to its complex structure, which can result in delayed initial load times.
Angular and React have the largest communities, but React has stronger support due to
its simplicity. Scalability is a strength of all frameworks, but Angular is recommended for
very large applications. React and Vue.js are highly adaptable and allow developers to
use arbitrary libraries for state management and routing problems. Although the three
frameworks were developed using distinct concepts, they share similar capabilities and
solutions. Object-oriented programming is necessary for DAO and WebDAO design pat-
terns. WebDAO could provide an abstraction layer to manage data access and persistence
in the context of a Web application, enabling the isolation of the application’s business
logic from the underlying data storage or APIs. Angular is the most typed framework
because TypeScript is its principal language, so this requirement is met by this framework.
F. Al-Hawari examined six projects and outlined five client-side design patterns [28]. How-
ever, the aforementioned design patterns exist primarily in the form of User Interface (UI)
components, and by implementing them, the source code’s reusability is achieved and the
required development time is reduced. Manually finding these design patterns in a large
codebase is tedious and error-prone. It is always better to automate a process if it is possible.
Automating a process whenever practicable is always preferable. Some design patterns can
also be predicted using code metrics, but a machine learning approach can be more effective
because it can make decisions based not only on the facts but also on the contexts. ML
and NLP revolutionize design pattern identification and implementation. ML systems can
learn to recognize design trends using millions of code samples. NLP techniques not only
accelerate the discovery of design patterns but also reduce human error. Using ML models,
S. Komolov et al. [29] developed a method for detecting Model–View–Presenter (MVP)
and Model–View–ViewModel (MVVM) architectural design patterns. They gathered 5973
Java-based Android projects from GitHub and compared the performance of their approach
to other published ones. Their contributions are accurate to the extent of 83%. In their
study, the prediction of design patterns is a metric-based implementation utilizing the Java
code metrics calculator (CK) [30] to extract metrics. It is difficult and potentially misleading
to evaluate a project based on code metrics. In addition, the findings yield no additional
statistical results. However, code metrics could be used to estimate how a desired pattern
impacts a project’s source code quality and development processes. S. Wagner and M.
Ruhe [31] collected the productivity factors in software development. We found that many
of our metrics for measuring productivity can be found in their list as well. However,
our study focuses on technical factors mostly. S. Choudhary et al. [32] evaluated the ef-
ficacy of open-source projects. They downloaded 6401 mature projects with a minimum
of 10 stars and 3 contributors. They examined the active phases of the project timeline
and demonstrated that coordination is associated with an effect during these phases. This
measurement technique gave us a solid notion for efficiently locating peak periods in the
project timeline. Due to the layered architecture pattern’s well-separated components and
low development complexity, testability and development productivity are expected to
increase with the new version of the layered architecture as well. We measure a large
number of projects in order to gain a broader understanding of how WebDAO is utilized
by developers around the globe, as well as how it affects productivity and the project
lifecycle. In this paper, we present an NLP-based technique for detecting the WebDAO
design pattern in Angular-framework-based applications. Using our accurate model, we
count the number of projects that contain the design pattern and compare the productivity
of WebDAO and NO_WebDAO cases.

4. Materials and Methods

In this section, we present our methodology for accurate design pattern detection and
analysis technique for measuring productivity in open-source projects.
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4.1. Dataset

We collected projects from GitHub, the largest open-source repository space, in order to
gather an enormous quantity of data. Regarding WebDAO, it is essential to examine projects
that employ object-oriented concepts and have a back-end. Filtering only repositories with
a back-end is not a simple task, but if the query is limited to serverless development,
we can guarantee that the projects have a background system with which the client is
communicating. We opted to search for Angular projects in order to discover a large number
of projects that use a modern, object-oriented, and strongly typed front-end framework.
Since Angular 2+ is a Google product and Google Cloud Firebase is a Google platform,
the framework’s compatibility with the cloud is guaranteed. There are over 1 million
Angular projects on GitHub, and over 19,000 of them are associated with a Firebase project.
We downloaded all Angular 2+ applications with a Firebase-hosted back-end. Finally, we
had an 836 GigaBytes (GB) dataset containing 19,116 open-source projects using Angular 2+
with Firebase. Using the GitHub API, we have collated, in addition to repositories, all
issues, pull requests, and commits associated with the projects. Our dataset comprises
information through 3 March 2022.

4.2. WebDAO Detection

To detect WebDAO, seven crucial conditions must be met.

• Abstraction: a WebDAO class should provide a well-defined interface or abstraction
that encapsulates the underlying data source.

• Data persistence operations: WebDAO should encapsulate the operations necessary
to interact with the data source. It must offer CRUD methods for creating, reading,
modifying, and removing data entities.

• Data source independence: a WebDAO should insulate the application from the
specifics of the data source being used, regardless of whether it is a relational database,
a document store, or another type of persistence mechanism.

• Distinct layer: a WebDAO must provide a separate layer from the business logic and
the layer of persistence.

• Encapsulation: a WebDAO class must encapsulate the logic and specifics of data source
access. It conceals the underlying implementation details, such as SQL queries or
specific data access APIs, and provides the application with a clean and consistent API.

• Transactions and error management: A WebDAO typically manages error conditions
and provides mechanisms for managing exceptions that may occur during data access.
In addition, it may support transactions to guarantee atomicity and consistency across
multiple data operations.

• Testability: DAOs should be architected to be readily testable in isolation from the
remainder of the application. They can be mimicked or stubbed to write unit tests that
ensure the correct operation of the data access logic.

Table 1 provides a summary of techniques for implementing the aforementioned
criteria in an Angular project.

Table 1. Criteria and implementation techniques of WebDAO in Angular.

Criteria Implementation Technique

Abstraction
Must have an interface or class that describes

the entity’s properties and is utilized for
data manipulation.

Data persistence operations At least the four CRUD operations are
implemented for a given entity.

Data source independence
If the data source is modified, the returned

values can be processed by the business logic
without any source code modifications.
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Table 1. Cont.
Criteria Implementation Technique

Distinct layer
WebDAO is implemented in a distinct file,

similar to how a service is, and is
therefore isolated.

Encapsulation Data access logic is implemented in an
importable or injectable component.

Transactions and error management
Exception handling must be error-specific.

In serverless development, SDKs are
responsible for this.

Testability Testability can be controlled if WebDAO is
partitioned at the file level.

In Appendix A, Code A1 provides an example of an Angular source code that satisfies
the requirements of the WebDAO design pattern. In the example, the entity being described
is called Item, and Angular’s Http library is used to manage API connection requests. All
CRUD operations are implemented, and the entire WebDAO is contained in a distinct
service file, allowing for independent testing. Error management is also a component of
the Item WebDAO.

Due to the fact that WebDAO is a well-defined design pattern, its presence in a project
can be readily identified. To generate usage statistics for this design pattern, an automated
solution is required. WebDAO is too complex for string parsing or regular expressions
to locate. Although some criteria can be verified, others cannot. NLP techniques can not
only recognize texts but also comprehend texts and source codes in context. Word2Vec is a
popular method for representing words with vectors and analyzing context by discovering
word similarities [33]. It was a significant development in NLP because words are no
longer considered atomic units. It is often combined with a decision-tree-based Random
Forest classifier, which can produce high accuracy [34]. Google researchers introduced
Bidirectional Encoder Representations from Transformers (BERT) for the first time in 2018.
It is a more complex machine learning technique using a neural network that manages
word embeddings based on the surrounding words’ context [35]. We trained both Random
Forest classifier and BERT and compared the outcomes.

4.3. Data Preprocessing for Training

To claim that WebDAO is present in a project, the project must satisfy the prerequisites.
The distinct layer criterion can only be met if the WebDAO resides in a separate file from
the business logic. WebDAO must be implemented as a service when utilizing the Angular
framework. If there is no service in the undertaking, WebDAO requirements cannot be
satisfied. To determine whether WebDAO is present or not, we organize and analyze
only the service files of a project. If all other conditions are met, the sorted service files
must be analyzed. The size of a service file is modest, but the total size of services for
19,166 applications is much larger. Since the context is not altered by reformatting the
source code and TypeScript and JavaScript codes can be written on a single line, it is
reasonable to minify the source codes by removing white spaces and new lines. In a single-
line implementation, it is essential to remember that a single-line comment can disable the
source code after it. Thus, we also removed single-line comments. In its minified form,
the size of the complete service dataset is 248 MegaBytes (MB).

To conduct an exhaustive study, we deemed it necessary to examine more than one ML
technique for solving our classification problem. If WebDAO is present and the majority of
entities are managed with WebDAO, the project is categorized as employing the WebDAO
design pattern; otherwise, it is not. To select a valuable training dataset, we deemed it
essential to designate mature projects. We determined the level of maturation based on
the number of forks. We chose the 112 GitHub projects with the most forks among those
that were downloaded. We manually selected 504 Angular services based on the presence
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or absence of WebDAO. We discovered that we cannot classify a project based on a single
service file discovered at random, so we analyzed the projects on a file-by-file basis. We
labeled 247 services as WebDAO and 257 services as not WebDAO in the training and
validation datasets, respectively. On the basis of the designated service files, 35 projects
were identified as using WebDAO, whereas in 77 projects, WebDAO was not dominant
or not present at all. There were 378 service codes added to the training set and 126 files
added to the validation set. The dataset was a Comma-Separated Values (CSV) file with
3 columns containing, in order, the label, the project name, and the minified source code.

4.4. Burst Detection and Productivity Measurements

Using DAO is claimed to increase development efficiency; therefore, we intended to
find whether WebDAO could have similar effects. In addition, the presence of a design
pattern may influence the activity in the project, so we decided to analyze not only the
number of lines of code modified but also the number of issues and pull requests and their
length. In order to comprehend the development processes and validate the downloaded
data, we first investigated the developers’ activity in the project. According to the commits
and their timestamps, the activity appears to be sporadic rather than constant. In software
development, a burst is a time period in which the activity is higher than a calculated
average. Lappas et al. [36] developed an algorithm that requires linear time to solve the
Maximum Sum Segment problem for a burst sequence. In their study, the burstiness of
events in an interval I within a larger sequence S is defined as the difference between
the ratios of the frequency of events in I and S and the ratios of the durations of I and S.
The formula can be seen in Equation (1). In the context of a project, m represents the age of
the project in hours. The duration of every period beginning with l and ending with r is
a day, so it takes 24 h. Every tth period, the number of commits between l and r (within
24 h) is calculated and compared to the average number of commits over the lifetime of
the project. A burstiness value of 0 indicates that the level of activity is ordinary. Positive
burstiness values mean that the activity is above-average and therefore bursty, whereas
negative values show that there is no or less activity on the project.

B(t, [l : r]) =

( r

∑
i=l

yti

m

∑
j=1

ytj

− len(Yt[l : r])
m

)
(1)

We calculated and displayed the project’s timeline using the Maximum Sum Segment
algorithm. We also plotted the issues, their period, the commits that belonged to the
issues, and the commits that contained modifications to Angular services to validate
how developer activity changes. Long active periods are depicted in Figure 3 for a project
utilizing WebDAO and a project not utilizing WebDAO, respectively. The bursty periods are
depicted by vertical lines colored gray. The open periods of the issues and pull requests are
represented by horizontal black lines. The blue bars represent commits that are unrelated to
service files, while the green bars represent commits that contain modifications to services.
The height of the bars indicates the total number of modified lines during the commit. It is
recognized that bursty periods might bring in new bugs or feature requests or fix existing
issues. In this instance, the largest commits necessitated modifications to the services.

Regarding development productivity, developer time spent on a task is the most
apparent metric. However, we can readily obtain additional metrics by utilizing a version
control system. In terms of productivity, the number of modifications, the frequency of
commits, the number of issues created, and the percentage of new lines added and deleted
can still be decisive factors. Here, we provide data on how developers use WebDAO in
Angular and how the design pattern affects the previously mentioned metrics.
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(a) WebDAO (b) NO_WebDAO

Figure 3. Project commit history and bursty periods for projects using and not using WebDAO.

5. Results

This section presents the achieved results in the classification of Angular projects
based on applying the WebDAO design pattern using machine learning and the impact of
WebDAO on productivity.

5.1. RQ1: WebDAO Classifier Solutions

Here, we contrast two NLP classification strategies for WebDAO-featured files and
projects. In our initial solution, we combined Word2Vec and a Random Forest classifier.
Word2Vec facilitates the transformation of words into vectors, and 100 estimators were
used to train a Random Forest classifier. Surprisingly, we achieved an F1-score of 89.8%,
along with a precision of 86.3% and a recall of 93.6%. The text processing with Word2Vec
was managed with the Gensim library [37] and setting the vector size argument to 100
and the window to 5. We used the Random Forest algorithm that is implemented in the
scikit-learn package [38] with the default parameters. However, the performance of a neural
network on the problem blew us away. We created a BERT model with five layers: one
input layer, two Keras layers [39,40], one dropout layer, and one dense layer. In total, 769
out of 109,483,010 parameters are trainable in our BERT model. The training was conducted
on an NVIDIA GeForce RTX3060 12 GB GPU (Nvidia Corporation, Santa Clara, CA, USA)
with 5000 epochs and 64-epoch batches. The model and text processing component were
implemented using the tensorflow, tensorflow_text, and tensorflow_hub packages [41].
As shown by the accuracy and loss curves in Figure 4a,b, this many epochs were required
for training. In Table 2, the attained precision, recall, and F1-Score values for both classes are
presented. According to the values of the confusion matrix listed in Figure 5, the number
of false positives for both classes is incredibly low, and the F1-score for both classes was
92%. Overall, we have a trustworthy BERT model that can designate an Angular class as
WebDAO or not.
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(a) Model accuracy (b) Model loss

Figure 4. Learning curves of the BERT model.

Table 2. Precision, recall, and F1-score values of our WebDAO classifier.
Class Precision Recall F1-Score

NO_DAO 91% 94% 92%

DAO 93% 90% 92%

Predicted

WebDAO NO_WebDAO

Tr
ut

h W
eb

D
A

O

60 4

N
O

_W
eb

D
A

O

6 56

Figure 5. Confusion matrix of BERT training.

5.2. RQ2: Utilization of The WebDAO Design Pattern in Open-Source Projects

During the course of our research, we amassed thousands of open-source projects for
the purpose of determining how Angular developers utilize best practices and training
a neural network to detect the WebDAO design pattern. Using the trained BERT model,
we analyzed the downloaded Angular applications to compile WebDAO design pattern
usage statistics. We evaluated all downloaded projects at the file level, and based on this
evaluation, we classified the projects as either WebDAO-dominant or not. The total number
of projects was 19,116. As shown in Figure 6, 28.09% of them use WebDAO in their services,
while 71.91% do not use WebDAO or it is not the dominant technique. It is essential to
note, however, that in 27% of projects classified as NO_WebDAO, there are no services at
all. Only 34.81% of the service files are designated WebDAO, while 65.19% are not (see
Figure 7a). Regarding the projects, a similar ratio can be observed if the 3746 projects in the
dataset that do not contain services are removed. In total, 34.94% of the projects that use
services employ the WebDAO design pattern, while 65.06% do not (see Figure 7b). Globally,
WebDAO is prevalent in one-third of all projects. However, the majority of developers
simply adhere to best practices and do not use them explicitly.
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Figure 6. Ratio of using WebDAO in open-source Angular projects.

(a) File-level ratio (b) Ratio including only services

Figure 7. Ratio of projects utilizing WebDAO including only Angular services and ratio of Angular
services that are WebDAO.

5.3. RQ3: Impact of WebDAO on Development Productivity

WebDAO is anticipated to have comparable effects on software development due to
its functional and architectural similarities with DAO. Here, we downloaded the entire
project history, including commits, commit information, issues, and pull requests, so that
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we could generate statistics from multiple perspectives. First, we selected projects with
comparable metrics in order to conduct a valid comparison. Since productivity cannot be
measured on projects with one or two commits or a brief duration, we filtered out mature
projects. To be considered mature, a project must have been active for more than six months
since its inception. Additionally, there is only one project in the dataset with more than
10,000 commits; therefore, it was eliminated so as not to skew the statistics. It is necessary to
have at least one issue or pull request in order to evaluate productivity in terms of bugs and
features, so we removed repositories that lacked at least one issue or pull request. Finally,
the GitHub bot generates issues for numerous projects due to deprecated package versions.
These issues remained open for extended periods of time, so we removed them as well.
On this thoroughly cleansed dataset, we made the following observations. It can be seen in
Figure 8 that in both WebDAO and NO_WebDAO cases, the number of commits and the
number of issues are similar. Using WebDAO reduces the number of code modifications
more than twofold, and this is true for both new line insertions and deletions. It indicates
that maintainability and code reuse are significantly enhanced. Also, the average duration
of each issue is approximately 60 h shorter, which is equivalent to more than an entire week
of workdays. In addition, the standard deviation of the length of issues is 71 h less in the
WebDAO case, allowing for more accurate estimates of the time required to complete a task
or resolve an issue. In the case of WebDAO, there are on average more commits containing
modifications to the service code.

Figure 8. Project metrics dependent on whether or not WebDAO is used.

In Figure 9a,b, we contrasted the WebDAO and NO_WebDAO projects with regard to
bursty periods. In these results, we maintained the maturity criterion and displayed the
first two years (720 days) of projects with at least six months of activity. Clearly, the greatest
amount of activity can be observed at the commencement of the projects. Nonetheless, if the
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WebDAO design pattern is not used in the project, this initial active period is significantly
longer and more bursty. This applies both to insertions and deletions. The previous statistics
regarding service-affected commits have similar results to the fifth chart regarding bursty
periods containing service-affected commits, but the WebDAO design pattern improves the
maintainability of the services due to fewer lines of code changes. Overall, the WebDAO
design pattern introduces the capabilities and benefits of the original DAO design pattern
to contemporary front-end development.

(a) Project metrics in bursty periods for projects using WebDAO (b) Project metrics in bursty periods
for projects not using WebDAO

Figure 9. The first two years of the WebDAO and NO_WebDAO projects with regard to bursty periods.

6. Discussion

As is stated in [31], there are a huge number of technical and soft factors that can
significantly influence development productivity. Our study focused on the productivity
measurement based on repository metrics and the application of the WebDAO design
pattern. Taking into account the technical factors, our methodology measures the pro-
ductivity in the sense of reusability, platform volatility, and project duration, which are
less-researched areas. Our evaluations do not meet the soft factors; however, they are more
well-travelled fields.

After overviewing the related works, we found that our trained BERT model is very
promising with its 92% accuracy. With this NLP technique, large datasets can be easily
analyzed with a relatively small error, so the results are representative.

WebDAO is often implemented as an installable application, such as an SDK. Typically,
open-source libraries that employ WebDAO implement broadly adopted open industry
standards. Fast Healthcare Interoperable Resources (FHIR) [42] and TeleManagement
Forum (TMForum) [43] are excellent examples of how resources and entities are recom-
mended to be described in the healthcare and telecommunications industries. It is common
for proprietary projects to implement their own private solutions using WebDAO, making
the systems simple to integrate. If proprietary systems are only freely available for inte-
gration, it may be possible to provide an open-source SDK while the remaining system
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components are closed. In general, proprietary projects are typically more standardized, so
WebDAO usage can be more prevalent there.

Considering the modern DevOps methodologies, WebDAO supports clean code and
thereby offers maintainable software development processes. It is a basic requirement
today, since software releases are more frequent.

7. Threats to Validity

There are a few threats to the validity of the statistics used in this study. The threats
are listed in four categories below: threats to internal validity, external validity, construct
validity, and conclusion validity [44].

Threats to internal validity: We did not identify any threats to internal validity.

Threats to external validity: The fact that team-level observations of the WebDAO design
pattern’s effects were not made represents one of the most significant threats. This restricts
our ability to generalize our findings to broader contexts, such as how this design pattern
might affect the productivity or efficacy of entire teams or even companies. Also, developers
with more experience may utilize the design pattern more frequently.

Threats to construct validity: It is possible that the design pattern is implemented as a
library that is hard to analyze even manually. Lastly, there is the possibility of distortion
caused by bot-generated issues. While we have attempted to identify and remedy such
issues, we cannot guarantee that all of them have been identified and addressed. The pres-
ence of these bot-generated issues may have artificially inflated or deflated our statistics,
jeopardizing the reliability of our data and conclusions.

Threats to conclusion validity: We did not identify any threats to conclusion validity.

8. Conclusions

The evolution of software development practices has introduced new dimensions to
the application of design patterns, particularly within the domain of Data Access Objects
(DAO). Our research delved into this changing landscape and focused on the imple-
mentation of WebDAO, a DAO pattern variant relocated to the front-end, in serverless
development. By analyzing open-source Angular projects, we aimed to quantify the usage
and influence of the WebDAO design pattern on development efficiency. Using a Nat-
ural Language Processing (NLP) model expressly trained for this task, we were able to
identify the WebDAO design pattern with a remarkable 92% accuracy. This potent tool
allowed us to explore the entire history of these projects and obtain invaluable insights.
Although WebDAO has never been formally introduced, it has been observed that Angular
developers frequently apply it implicitly as a design pattern. Our analysis included a
broad variety of metrics, such as the number of commits, changes, and issues, in more than
19,116 Angular projects, providing a comprehensive view of the WebDAO design pattern’s
influence. The concept that the DAO pattern improves productivity is well established,
but its WebDAO counterpart has not been investigated until now. Our findings not only
validate the presence of WebDAO in contemporary software development but also shed
light on its potential productivity-boosting effects. We demonstrated that WebDAO en-
hances code reusability and maintainability, allowing for more accurate estimations of the
time required to fix bugs and implement new features. We demonstrated that WebDAO
reduces the number of source code modifications by more than two times compared to
development without this design pattern. Taking into account the duration of develop-
ment, developers expend approximately 60 fewer hours on implementation if WebDAO is
present. Lastly, the smaller standard deviation of issue lengths indicates that developments
can be better planned and deadlines can be met with greater ease. Future plans call for
extending our analysis to include additional front-end frameworks. In addition, we intend
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to employ generative language models to enhance software development efficiency and
identify additional design patterns in contemporary front-end applications.
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Appendix A

Code A1 is an example of WebDAO implementation in Angular service.

Code A1. WebDAO implementation in Angular service.

import { I n j e c t a b l e } from ’ @angular/core ’ ;
import { HttpClient , HttpHeaders } from ’ @angular/common/http ’ ;
import { Observable } from ’ r x j s ’ ;
import { catchError , map, tap } from ’ r x j s /operators ’ ;

export i n t e r f a c e Item {
id : number ;
name : s t r i n g ;
// other p r o p e r t i e s as needed

}

@ I n j e c t a b l e ( {
providedIn : ’ root ’ ,

} )
export c l a s s ItemDaoService {

p r i v a t e i temsUrl = ’ api/items ’ ; // URL to the web api

httpOptions = {
headers : new HttpHeaders ( { ’ Content −Type ’ : ’ a p p l i c a t i o n /json ’ } )

} ;

c o n s t r u c t o r ( p r i v a t e ht tp : HttpCl ient ) { }

/** GET a l l i tems from the server */
getI tems ( ) : Observable <Item [] > {

re turn t h i s . ht tp . get <Item [ ] > ( t h i s . i temsUrl )
. pipe (
tap ( _ => console . log ( ’ fe tched items ’ ) ) ,
ca tchError ( t h i s . handleError <Item [ ] > ( ’ getItems ’ , [ ] ) )
) ;

}

/** GET item by id */
getItem ( id : number ) : Observable <Item> {

const u r l = ‘ $ { t h i s . i temsUrl }/ $ { id } ‘ ;

https://drive.google.com/drive/folders/1e7a_-iDOUndUMuKoAEWJ5PwcWP3plfxB
https://drive.google.com/drive/folders/1e7a_-iDOUndUMuKoAEWJ5PwcWP3plfxB
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re turn t h i s . ht tp . get <Item >( u r l ) . pipe (
tap ( _ => console . log ( ‘ fe tched item id=$ { id } ‘ ) ) ,
ca tchError ( t h i s . handleError <Item >( ‘ getItem id=$ { id } ‘ ) )
) ;

}

/** POST : add a new item to the server */
addItem ( item : Item ) : Observable <Item> {

return t h i s . ht tp . post <Item >( t h i s . itemsUrl , item , t h i s . httpOptions ) . pipe (
tap ( ( newItem : Item ) => console . log ( ‘ added item w/ id=$ { newItem . id } ‘ ) ) ,
ca t chError ( t h i s . handleError <Item >( ’ addItem ’ ) )
) ;

}

/** DELETE : d e l e t e the item from the server */
dele te I tem ( item : Item | number ) : Observable <Item> {

const id = typeof item === ’number ’ ? item : item . id ;
const u r l = ‘ $ { t h i s . i temsUrl }/ $ { id } ‘ ;

re turn t h i s . ht tp . de le te <Item >( url , t h i s . httpOptions ) . pipe (
tap ( _ => console . log ( ‘ dele ted item id=$ { id } ‘ ) ) ,
ca t chError ( t h i s . handleError <Item >( ’ deleteI tem ’ ) )
) ;

}

/** PUT : update the item on the server */
updateItem ( item : Item ) : Observable <any> {

re turn t h i s . ht tp . put ( t h i s . itemsUrl , item , t h i s . httpOptions ) . pipe (
tap ( _ => console . log ( ‘ updated item id=$ { item . id } ‘ ) ) ,
ca t chError ( t h i s . handleError <any >( ’ updateItem ’ ) )
) ;

}

/**
* Handle Http operat ion t h a t f a i l e d .
* Let the app continue .
* @param operat ion − name of the operat ion t h a t f a i l e d
* @param r e s u l t − opt iona l value to return as the observable r e s u l t
*/

p r i v a t e handleError <T> ( operat ion = ’ operation ’ , r e s u l t ? : T ) {
re turn ( e r r o r : any ) : Observable <T> => {
console . e r r o r ( e r r o r ) ; // log to console ins tead
console . log ( ‘ $ { operat ion } f a i l e d : $ { e r r o r . message } ‘ ) ;
re turn of ( r e s u l t as T ) ;
} ;

}
}
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