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Abstract

:

Understanding tourist profiles and behaviors during health pandemics is key to better preparedness for unforeseen future outbreaks, particularly for tourism and hospitality businesses. This study develops and applies a novel data analytics methodology to gain insights into the health risk reduction behavior of restaurant diners/patrons during their dining out experiences in a pandemic. The methodology builds on data relating to four constructs (question categories) and measurements (questions and attributes), with the constructs being worry, health risk prevention behavior, health risk reduction behavior, and demographic characteristics. As a unique contribution, the methodology generates a behavioral typology by identifying risk profiles, which are expressed as one- and two-level decision rules. For example, the results highlighted the significance of restaurants’ adherence to cautionary measures and diners’ perception of seclusion. These and other factors enable a multifaceted analysis, typology, and understanding of diners’ risk profiles, offering valuable guidance for developing managerial strategies and skill development programs to promote safer dining experiences during pandemics. Besides yielding novel types of insights through rules, another practical contribution of the research is the development of a public web-based analytics dashboard for interactive insight discovery and decision support.
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1. Introduction


Tourism is one of the most vulnerable economic sectors. It is directly affected by different types of risks, including political instability, natural disasters, urban risks, terrorism threats, and health emergencies [1,2,3]. In the past, the sector was impacted by many health outbreaks, e.g., Ebola, SARS, and Zika. However, the scope, duration, and consequences of the COVID-19 Coronavirus pandemic have been unprecedented. Consequently, research on the impact of the pandemic on the tourism business and tourists has saliently expanded, while only a limited number of studies have examined topics related to health risks and tourists’ behaviors [4]. The continuous advancement of knowledge about tourist behavior in risky situations is of paramount importance because experts foresee multiple and repetitive health outbreaks to occur [5]. Ref. [6] called for more research in this area to help tourism sector professionals understand tourism stakeholders’ behaviors and profiles to proactively adjust and prepare for future transformations.



In this context, data analytics methods could provide fresh perspectives and insights into understanding tourist behaviors in risky situations. Ref. [7] called for a more extensive use of data analytics methods in tourism. Ref. [8] expanded on the key role of the latter in tourist demand analysis and tourism emergency studies. Accordingly, the current study contributes to the application of data analytics in pandemic management.



The objective of this study is to better understand the typology of restaurant diner/patron behavior during pandemics. To this end, it was necessary to custom-develop a formal data analytics methodology for behavioral risk profiling, as no such methodology was found in the literature. The methodology is constructed based on and illustrated through a case study where survey data were collected in the United Arab Emirates (UAE). The present study extends an earlier study [9] from the same research stream, which focused on overall patterns and significant factors characterizing restaurant diners/patrons during the pandemic. In contrast to [9], the present research focuses on the systematic methodological generation of an exhaustive list of notable behavioral risk profiles. These profiles are expressed in the form of one- and two-level “decision rules”, where the rules are generated algorithmically using machine learning techniques and filtered and refined through visual analysis.



The two primary theoretical contributions of the paper in terms of analysis methodology are (1) the development and application of a novel integrated methodology and (2) the systematic profiling of restaurant customers during a pandemic using machine learning techniques and visualization. The latter were not encountered in the earlier literature. From a practical perspective, the first contribution of the paper is the novel types of insights obtained through the application of the developed methodology as well as the development of a public web-based analytics dashboard [10] for decision support. Furthermore, the survey data used in the study—except the demographic attributes, which contain sensitive data—have been posted online as public data in the Supplement document [11]. In terms of social sciences research, this paper incorporates the protection motivation theory (PMT) [12], rooted in the health belief model (HBM) [13], while the majority of tourism research is not based on solid theoretical frameworks.



The remainder of this paper is organized as follows. Section 2 offers an overview of data analytics methodologies in tourism and defines the different constructs used in this research. The following Section 3 is dedicated to a detailed description of the methodology adopted to employ data analytics techniques, including one-level and two-level rule discovery. Section 4 presents the main results based on the selected data analytics methods to understand the profiles and the behaviors of restaurant diners/patrons during the pandemic. Section 5 discusses the obtained results and threats to the validity of the study. Section 6 provides a conclusive summary and remarks.




2. Literature


In this section, first the field of data analytics is introduced. Next, a review and discussion of the literature on the application of data analytics in tourism and hospitality is provided. Then, the literature on the factors for tourist profiling in a health risk context is reviewed.



2.1. Data Analytics


Data analytics is the application of various methods of statistics, business intelligence, data visualization, and machine learning (ML) to analyze a particular dataset [14,15]. According to the “Analytic Ascendancy Model” by Gartner [16,17,18], there are four levels of data analytics maturity, namely descriptive, diagnostic, predictive, and prescriptive [18,19]. The primary objectives of the analytics techniques corresponding to these four maturity levels are as follows:




	
Gaining insights into data by discovering hidden patterns (descriptive);



	
Diagnosing root causes (diagnostic);



	
Predicting future outcomes (predictive);



	
Prescribing optimal decisions (prescriptive).








The primary questions answered at each level of maturity are “What happened?” (descriptive), “Why did it happen?” (diagnostic), “What will happen?” (predictive), and “How can we make it happen?” (prescriptive).



Data analytics is typically assumed to include the complete field of applied statistics, along with the machine learning techniques [20] from artificial intelligence (AI). Data analytics encompasses a multitude of computational techniques and algorithms that involve extracting and analyzing data from database systems and structured/unstructured data sources. Overall, analytics, as a combination of analysis and mathematics, is a multidisciplinary field with applications in practically every field of science [21,22,23], technology [24,25,26], and business [27,28,29]. However, it is only recently that data analytics has become a key tool in tourism to enhance decision-making outcomes and augment the customer experience.




2.2. Data Analytics in Tourism and Hospitality


The interconnection between the three disciplines of marketing, statistics, and information technology has significantly contributed to the effectiveness of businesses through accurate segmentation and predictive modeling, anticipating customer behaviors and decisions [30]. For example, the ubiquitous use of social media in tourism generates an unlimited volume of valuable data about tourists and their behaviors [31]. Accordingly, studies using big data have recently proliferated, as they represent a new opportunity to gain valuable insights into understanding and predicting tourist behaviors [31,32].



Two aspects must be highlighted in this context. First, big data can create value only through data analytics, which extracts reliable information and insights that can be interpreted for decision-making [33]. Second, applying data analytics to big data from social media, for example, and to data from surveys is not exclusive. Different data sources and types can be integrated to uncover information with a wider scope and depth. When studying images of destinations using data from social media and a survey, Ref. [34] asserted that social media data should be considered as a supplementary source of information to the commonly used survey data. For the same authors, the application of data analytics to the two types of data identified similar key image phrases, but the survey contributed insights into selected local landmarks, and the social media data identified broader and diverse characteristics of the destination. This complementarity between small data (active data collected through surveys) and big data (passive data generated through technology) was earlier suggested by Ref. [35].



Most tourism studies have focused on using analytics for tourist data generated through their activities on social media for the development of travel recommender systems. Several studies have been conducted in this direction, such as Refs. [36,37,38], but subsequent research highlighted the underutilization of the potential of social media data to sustain the decisions of destination management organization [39].



Despite many recent developments in big data and analytics, ref. [31] highlighted the further need to develop specific methods to track individuals’ movements and behavioral patterns. Refs. [40,41] added that most research on big data and data analytics in tourism is fragmented and restricted to a limited set of questions. According to [41], regression is the main analytical technique used in tourism research. In addition, although text analytics and machine learning are gaining popularity in the field, artificial intelligence and Bayesian classification approaches are applied seldomly [41].



Geoanalytics and web and social media analytics are popular research topics in tourism research. Geoanalytics examines tourist flows and localization together to optimize activities and enhance tourism offerings [42,43,44]. Tourism studies related to social media analytics generally use methods such as social network analysis, comparative analysis, and trend analysis in various sectors, such as travel, destination management, hospitality, food service, theme parks, and events [45].



Sentiment analytics is another approach conducted through natural language processing (NLP) and artificial intelligence (AI) to detect emotions and opinion polarity [46]. However, in tourism, there are only a limited number of scholars who have attempted to adequately deploy this kind of analysis. For example, Ref. [47] used sentiment analytics to analyze tourist preferences and match them with the features of relevant attractions. Based on a longitudinal approach, Ref. [48] analyzed the evolution of citizens’ attitudes toward tourism. Ref. [49] used sentiment analytics in food services to improve the performance of five restaurants.



In general, data analytics has been used to explore many behavioral patterns of tourists. Ref. [50] analyzed the browsing behavior of hotel websites of visitors and their temporal activity on websites to optimize hotel marketing strategies. Ref. [51] predicted the online complaining behavior of hotel guests by identifying recurrent issues by hotel category, enabling the performance improvement of the businesses. Finally, sustainability topics in tourism are addressed by data analytics studies. For example, Ref. [52] analyzed online reviews and demonstrated that online “word of mouth” about sustainability is enhanced by those sharing online reviews encompassing environmental sustainability aspects. The researchers found that such reviews are more likely to be voted as useful by other customers.



Ref. [53] applied various analytics approaches (e.g., NLP and interactive heatmap) to identify challenges and reasons that prevent individuals from exercising at home using wearable fitness technology. The findings of this research helped US government authorities develop strategies and communication approaches to encourage the practice of physical activity.



In a comparative study of travel intention and actual travel behavior, Ref. [54] analyzed a large-scale survey to investigate prospective domestic travel and used data analytics to examine the actual behavior based on a mobile data set. The study provided empirical evidence of the influence of health risk perception, mitigated by age and gender, on travel intention. This finding was validated by data analytics when analyzing actual domestic travel behavior. Furthermore, the study also demonstrated that travel behavior depends on whether the destination is indoors or outdoors.



Based on the above, tourists’ behavior is a key element in understanding their needs and expectations and enhancing managerial decisions. In the present study, a novel data analytics methodology is developed to analyze structured survey data (in tabular format) containing information about restaurant diners’/patrons’ behavior in the context of health outbreaks.




2.3. Analysis of Risk Behavior in Tourism Research


Understanding tourist reactions in risky or even hostile settings could help organizations adjust to the tourists’ changing behaviors in such settings. Therefore, tourism scholars investigated risk perception by considering consumer behavior theories [55]. In tourism, the nature of risk is categorized broadly as follows: political instability, natural disasters, urban risks, terrorism threats, and health emergency risks.



Refs. [56,57] have identified a variety of influencing factors, including political tensions, stereotyping, and psychosocial factors that hinder tourists from visiting destinations that are presently or formerly subject to conflicts. Political conflicts have been identified as being important, in particular, for learning about the long-term impact of political instability on the perception, attitude, and behavior of tourists and for developing an understanding of travel beyond the scope of perceived risk [58].



Natural disasters were considered by Ref. [59] as a type of risk that populations have learned how to cope with. Strategies to lessen the impact of natural disasters are instigated by governments, researchers, and international organizations [60]. The impact of natural hazards on tourists is intensified due to the lack of knowledge about the destination, the language barriers, and the difficulty of accessing key information for decision-making during a disaster [61,62].



Concerning urban violence, Ref. [63] has shown that tourists’ perceptions differ based on the type of communication channel chosen. Ref. [64] observed that certain proactive suggestions such as changing the accommodation type, combined with an upgrade, information updates, and provision of security devices, are proven to be highly effective in preventing cancellations. Other studies have identified that instead of canceling their planned bookings, tourists opt to replace stays in cities with vacations in rural areas [65].



Regarding terrorism risks, researchers are particularly challenged in precisely identifying the mechanisms through which terrorism fears and threats shape tourist behavior [66].



The impact of health risk perception on tourist behavior is still controversial [67,68]. Refs. [68,69,70] demonstrated that perceived health risks associated with HIV, drugs, and alcohol do not necessarily imply a change in tourist precautionary behavior. Ref. [54] used data analytics to analyze a large-scale survey to investigate prospective domestic travel based on the examination of the actual behavior extracted from a mobile data set. Their study provided empirical evidence of the influence of health risk perception on travel intention, which is mitigated by age and gender.



Finally, with the COVID-19 pandemic, tourism studies on health risk and its impact on behaviors have proliferated. The limited amount of previous research before COVID-19 examined topics related to health outbreaks such as SARS, Zika, bird flu, and H1N1 [71].



In a post-COVID-19 study, Ref. [72] highlighted the importance of gaining a deeper understanding of how individual behavior changed during the COVID-19 pandemic. Data analytics methods and techniques were used to provide additional insights into the strategies adopted by tourists to protect themselves from infectious hazards while consuming tourism services. Confinement during the pandemic encouraged sedentary and unhealthy lifestyles that could cause mental and other health challenges for individuals. Ref. [73] developed novel approaches to extract information from posts on COVID-19 published on Reddit. This study is relevant to our work, as we also analyze data relevant to COVID-19 and use machine learning techniques. While the cited work used a supervised machine learning technique of classification to classify posts, we use the supervised machine learning technique of decision trees for descriptive and diagnostic analytics to create risk behavior profiles. In another study using deep learning models to analyze restaurant reviews during the pandemic, Ref. [74] concluded that restaurant diners/patrons were concerned with the following aspects, listed as per their importance: “Service”, “Food”, “Place”, and “Experience”. From a methodological perspective, the authors demonstrated that, when compared to machine learning algorithms, deep learning algorithms provide more reliable results in review score prediction and sentiment classification. Again, in relation to COVID-19, Ref. [75] established a strong relationship between restaurant complaints related to safety measures. The same study also reported cases using multiple methods, including neural-network-based deep learning algorithms and spatial modeling.



In this paper, a novel data analytics methodology is developed with the objective of analyzing structured survey data, which are in tabular format. The lasting presence of the COVID-19 health risk allowed the authors of this article to contribute to the existing knowledge by investigating the actual risk reduction behavior of restaurant diners/patrons, an unexplored area of study [76]. Additionally, this paper is based on the protection motivation theory [12], rooted in the health belief model [13]. Ref. [77] affirmed that only a handful of tourism articles embedded these frameworks when examining health behavior in risk circumstances. Hence, incorporating protection motivation theory within the context of a novel data analytics methodology is the theoretical contribution of the present research.




2.4. Factors for Tourist Profiling in Health Risk Context


As opposed to “segmentation”, which refers to common patterns of a large group of people, “typology” designates the distinct characteristics of a small group of individuals [78]. Although segmentation and typology may use different methods, they both aim to categorize and profile groups based on certain characteristics and traits (as factors) to better understand and manage these groups. Several factors can be considered to profile customers, including geodemographic and socioeconomic factors, product-specific factors (frequency of purchase, loyalty, usage situation), and psychographic variables such as personality, behavior, motivations, and lifestyle [79]. In this study, restaurant diners’/patrons’ behavior patterns, worry (psychological factor), and sociodemographic variables are used to explain a risk-coping typology of customers.



Tourism and, most importantly, hospitality businesses are among the most vulnerable fields in an unstable or risky economic or social environment [1,2,3]. Studying tourists’ risk perceptions and, most importantly, their behaviors to cope with risk, is valuable and important. Several scholars [80,81] have identified risk factors as the foremost category of factor variables affecting tourist decisions and intentions toward consuming tourism services and products. Identifying the variables explaining the risky (and not risky) behaviors of tourists during a health outbreak can help guide policymakers in managing health emergency crises and hastening recovery by designing targeted and customized awareness and communication strategies [82,83].



The unprecedented COVID-19 crisis triggered changes and transformations in the tourism sector [84]. According to Ref. [6], the pandemic dismantled (“re-mantled”) the sectors at three levels: tourism demand, tourism supply, and destination management. From the perspective of tourism demand, the perspective adopted by this study is the research stream focused on exploring the formation of risk perception and its association with behavioral intention and patterns [85,86], or better preparedness for future outbreaks. Ref. [6] (p. 313) iterated on the need to better understand tourists’ “behavioral, cognitive, emotional, psychological, and even ideological drivers, actions, and reactions” to health outbreaks.



Psychological antecedents [87], sociodemographic factors [88,89,90], culture [83,91], and previous experiences [91,92,93] have been identified as the main variables that shape tourist behavior. It is established that tourists’ reactions and behaviors, as well as their aversion to risk, depend on sociodemographic factors and their personality traits [84,94,95]. At the same time, it is admitted that health risk directly affects people’s well-being and psychology. Therefore, Ref. [25] stressed the importance of investigating psychological factors impacting tourist behavior. In tourism research, risk perception is commonly associated with worry (a psychological factor) [96,97]. For this reason, adding to the sociodemographic factors, this research considers the factor of worry as well as the risk preventive behavior and the risk reduction behavior. These variables were also selected for their practicality as they are observable and easy to measure for timely decision-making.



In this study, we consider four constructs (question categories) and their measurements (questions/attributes) with primary data from a survey:




	
Worry, representing emotional and affective reactions;



	
Risk prevention behavior, representing cognitive factors;



	
Risk reduction behavior;



	
Demographics, representing individual characteristics.








The following subsections expand on each of the listed constructs.



It is important to note that the attributes for risk reduction behavior (construct C) are used to create two derived attributes as targets/responses: a numerical attribute (BHV_SCORE) as the behavior score and a categorical attribute (BHV_CLASS) to represent the behavior class. Subsequently, behavioral risk profiling is conducted to reveal the typologies of respondents belonging to the low- vs. high-risk behavior classes.



2.4.1. Emotional and Affective Reactions


In the case of a health pandemic event, people’s reactions can be expressed through fear, anxiety, and worry [87,98,99]. However, in tourism, perceived risk, uncertainty, anxiety, fear, and worry concepts are generally ambiguous. These concepts are often considered to define the same phenomenon, which causes inconsistencies in many studies in the field [100,101]. During COVID-19, these concepts were used in research studies to investigate their relationship with risk perception and behavior. Therefore, it is best to clarify the differences between these concepts, especially in the context of tourism studies, before advancing further.



Fear reflects the consciousness of danger and is generally associated with uncertainty, making an individual frightened and precautious when making decisions [102]. Fear is not the same as anxiety. Considered a mental disorder in psychology, anxiety is a new concept in tourism [103]. Anxiety describes mental tension and reaction to stress induced by unknown consequences [104]. Worry differs from anxiety, even if it is considered an interrelated concept [105]. According to Ref. [105], anxiety is linked to self-belief in problem-solving incapability, whereas worry is about the negative impact of an unmanageable and chaotic series of thoughts about an unknown future.



Worry is an emotional reaction that has been widely researched in tourism [106] and is defined by Ref. [107] (p. 261) as “an individual’s attempt to engage in mental problem-solving regarding tourist trip-related issues where outcomes are thought to be uncertain and contain possibilities for negative results”. It is generally admitted that worry is an important determinant of tourist behavior [108]. Tourists with high levels of worry carefully plan their trips, conform to safety measures, and contract travel insurance [109,110]. Similarly, Ref. [111] demonstrated that worry reduces travel intentions.




2.4.2. Cognitive Factors


Cognitive factors include aspects related to health hazard severity level, risk event information and communication management, access to information, stereotype salience, perceived control over risk, and risk preventive measures or behavior [87,99,112].



Ref. [113] investigated dine-in habits during COVID-19 and found that the perceived severity of the risk, among other factors, strongly explains the diners’/patrons’ co-creation behavior. Ref. [114] suggests that optimistic and pessimistic information impacts individuals’ consumption and that their risk perception is asymmetric in the context of dairy product contamination. According to Ref. [115], exposure to coronavirus information on social media increases females’ health risk perception and risk reduction behavior. The stereotype salience factor is the stereotype according to which a certain category of people is subject to or attracts adverse events [116,117]. This factor has not been sufficiently investigated in the specific case of health risks in the tourism and hospitality sectors. Amongst the very few studies, Ref. [118] investigated the infectability stereotype of tourists and found that “perceived COVID-19 infectability relates positively with tourist negative stereotype, which then relates negatively with resident hospitality.” [118] (p. 1). When studying perceived control over risk, Ref. [87] confirmed that perceived control has a positive link with protective behavior. Ref. [119] stated that tourists prefer staycation when they perceive their control over risk as low. Ref [120] considered self-protective behavior consisting of adopting the coronavirus preventive measures as set by the World Health Organization [121]. Ref. [120] found that health risk perception was consistently and positively related to the adoption of regulatory precautionary measures. Refs. [113,122] have found that clients exhibiting behavior of compliance with preventive measures tend to actually visit restaurants.




2.4.3. Risk Reduction Behavior


Ref. [123] reports that, across tourism studies, risk has been investigated mostly in the form of risk perception (61.6%) and risk-taking behavior (29.1%). Other streams of research “focused on determining and predicting factors (27.9%) and on consequential impacts (5.8%) of risk perception and behavior” [123]. Select studies have applied the “Cusp Catastrophe Model” to explain tourist behavior during health emergencies. The mentioned model relies on the “catastrophe theory”, which is a mathematical model that describes system behavior such that a progressively changing force can generate a sudden effect [124]. In relation to the SARS (severe acute respiratory syndrome) outbreak, Ref. [125] found that Hong Kong travelers exhibited a behavior that empirically fitted the Cusp Catastrophe Model.



With the COVID-19 outbreak, research into health risks and impact of risk on behaviors in hospitality and tourism have proliferated. A review of multiple recent publications shows that most of health-risk-related COVID-19 research has focused on investigating intended behavior and planned behavior instead of exploring actual behaviors during the outbreaks [126,127,128,129]. Most scholars surveyed tourists before their trips [130,131,132], while Ref. [87] examined tourist preventive health behavior (e.g., vaccination, health insurance, etc.) preceding an actual trip by collecting data from actual travelers at airports before their departure. Ref. [87] is among the few publications focusing on actual travelers instead of potential travelers.



When the risk is a direct stimulus, and while tourists are traveling, two concepts are commonly used to characterize behavior: risk avoidance behavior and risk reduction behavior. Adopting risk avoidance behavior refers to avoiding behaviors that may engage individuals in risky situations. Risk reduction behavior supposes that individuals engage in situations and activities that may carry risk, but at the same time, they adopt mitigating behavior to diminish the possible adverse consequences. Risk reduction behavior is frequently examined in the healthcare field [133] but has rarely been investigated in tourism studies [76]. Two examples of this stream of research are Refs. [134,135]. Ref. [134] found that backpackers exhibit risk reduction behavior by visiting attractions only when accompanied by local inhabitants of the destination. Ref. [135] found that the most significant risk reduction behavior in visiting highly rated restaurants is to mitigate food contamination risk.



This study included risk reduction behavior in the survey as a construct (question category) with 27 measurements (questions/attributes). Furthermore, two response variables (target attributes), namely behavior score and behavior class, were derived from the measurements of this construct.




2.4.4. Demographics


Demographic (individual characteristics) dimensions included all aspects related to sociodemographic differences, past experiences, cultural backgrounds, and personality traits. A study in China found that aging and uneducated individuals have inadequate knowledge about the coronavirus and tend to care less about adopting preventive measures [136]. Ref. [137] claimed that sociodemographic variables such as age and gender, as well as Hofstede’s uncertainty index, influence risk perception and behavior. The latter index also significantly influences destination perception. Ref. [138] concluded that when the cultural distance between tourists and local communities is significant, tourists tend to adopt risk reduction behaviors (e.g., opt for organized trips and use tour guides).



Multiple studies [136,139] have shown that previous visits to destinations reduce the risk perception of destinations. Despite this commonly accepted relation, in the case of the COVID-19 pandemic [140], past travel experiences did not imply a lower risk perception.



The findings of a research study undertaken in Qatar, a country geographically close and culturally similar to the UAE, revealed that “conscientiousness, neuroticism, risk perception, and personal hygiene practices predicted social distancing” [141] (p. 237). The results of Ref. [142] suggest that neuroticism and conscientiousness decrease the intention to travel, whereas extroversion and openness predict a higher willingness to travel.



According to Ref. [143], tourists are willing to pay premiums to reduce risk-taking. Yet, this behavior depends on their age and level of revenue [144]. Ref. [145] confirmed that sociodemographic factors during COVID-19 significantly impacted trip frequency, experience with the pandemic, and risk perception.






3. Methods


This section discusses the study’s location, the collected data’s scope and constructs, the data collection and validation process, the steps of data preparation, the developed methodology and its steps, and the data analytics techniques used.



3.1. Location


This study was conducted in the United Arab Emirates (UAE), a Gulf country with an estimated population of >9 million residents [146,147]. The UAE is a union of seven “Emirates” (states/regions), with the Abu Dhabi Emirate being home to the capital city. The Emirates of Abu Dhabi and Dubai are especially well-known around the world for their inspiring architectural and sustainability projects and touristic sites [148]. While the UAE’s primary economic sector is still oil and gas, with a share of 30% in the gross domestic product (GDP) [149], the country, over the years, has become a success story in transforming itself into a hub of commerce, finance, tourism, hospitality, and a multitude of other sectors.



The UAE is the top country in the world for the percentage of resident expatriates, representing 88% of the population [150]. The UAE ranks as the 32nd best country in the world to do business [151], resulting in a further flow of people, supporting the tourism and hospitality sectors. Furthermore, the UAE is a top tourist destination, with an estimated 14.4 million overnight visitors in 2022. Due to these facts, and in part owing to the systematic handling and management of the COVID pandemic [152,153], soon after the pandemic ended, the UAE was able to return to 86% of its tourism volume of the pre-COVID year 2019 [154]. Building on this achieved success, the UAE has higher goals in tourism. For example, the Dubai Emirate aims to double foreign trade by magnitude and make the city one of the top three cities in the world for tourism and business by 2033 [155].




3.2. Data


The data used in this research study were collected in the United Arab Emirates (UAE) over one month (December 2021) from a sample of 301 respondents. The survey included a section with sociodemographic questions and another to measure the restaurant patron’s worry based on a recently validated scale (see point A below). The third section encompassed preventive behaviors per the World Health Organization (see point B below). The last section was dedicated to risk reduction behaviors, covering all dining-out journey stages, from information search to payment. The latter included 27 risk reduction behaviors identified through semi-structured interviews with restaurant diners/patrons (see point C below). There were 16 participants consisting of residents and tourists reflecting different nationalities and backgrounds. The saturation level was attained after the 12th interview. No new patterns were identified when interviewing subsequent participants. The survey was first tested on a small sample consisting of seven restaurant managers and ten restaurant customers across five restaurants, mainly to adjust measurements/categories A, C, and D. The restaurants were also varied, consisting of one fine dining, one fast food, one local food, and two ethnic restaurants. Once the survey questions were ensured for clarity, survey data were collected through an online survey following a snowball approach. The link was sent to the authors’ families and friends who were hosting visitors and acquaintances on holidays in the UAE. In their turn, they shared the link with their network. The survey included two screening questions preventing individuals from responding when they were located outside the UAE and when they did not visit a restaurant within the last 2–3 weeks. The survey also prevented respondents from answering more than one time from the same IP.



In total, 67% of the sample consists of official residents of the UAE. The composition of the sample with respect to the emirate (state/region) of residence is similar to the population of each emirate within the UAE. The sample consisted of approximate participant percentages of 35% from Dubai, 28% from Abu Dhabi, 14% from Sharjah, 8% for Ajman, 7% for Al Ain, 3% for Fujairah and Umm Al Quwain, and 2% for Ras al Khaimah. The ages of 83% of the respondents ranged from 20 to 50 years. Other demographic attributes included gender (60% female and 40% male), marital status (46% married, 45% single, 12% divorced, and 7% widowed/widower), and latest educational diploma (54% bachelor, 27% master, 12% high school, 5% doctorate, and 2% primary school).



The constructs, measurements, targets/responses, derived datasets, and their relations are illustrated in Figure 1. Each construct is shown with a different fill color. Numerical attributes are shown with a green color and categorical attributes are shown with a purple color.



The constructs (question categories) in the survey were mainly the following (Figure 1), with the number of questions (measurements) in each construct (category) mentioned in parentheses:




	
Worry (7 questions/items)



	
Risk Prevention Behavior (5 questions/items)



	
Risk Reduction Behavior (27 questions/items)



	
Demographics (8 questions)








The constructs, measurement items, and scales were adopted and/or developed as follows:




	
The construct and its measurement items and scales were adopted from Refs. [156,157].



	
The construct and its measurement items and scales were adopted from Refs. [158,159].



	
The construct was adopted from health research. Measurement items were developed by the authors through interviews; the scale was adopted from Ref. [160], with the addition of a measure from Ref. [46].



	
Factors/attributes were compiled from various research studies and adopted by the authors in the UAE context (e.g., different “Emirates”, instead of different “states”).








Additional justification for constructs A, B, and C (Figure 1) are as follows:




	
Ref. [156] focused on developing a specific scale to measure worry about the COVID-19 virus. This same scale was re-validated by Ref. [157]. This scale encompasses seven items measured using a Likert scale of four levels (1 = “Not at all”; 4 = “Very much”).



	
Precautionary measures announced by the World Health Organization [158], including wearing masks, keeping social distancing, washing, or sanitizing hands amongst others, are preventive individual gestures that have shown efficiency in self-protection from the virus and in limiting the spread of the virus. In the present study, the preventive behavior was measured through five questions related to social distancing, with the questions being on touching the face, washing or sanitizing hands, wearing facemasks, and wearing gloves. The questions asked about the frequency and the observance of these precautionary behaviors. A five-point Likert scale was used ranging from 0 to 4 (0 = Never; 1 = Rarely; 2 = Sometimes; 3 = Frequently; 4 = Always).



	
This aspect represents a significant contribution as it aims to measure the actual behavior of restaurant customers. The 27 patterns of “Risk Reduction Behavior” at restaurants were identified through semi-structured interviews. The interviews explored the adopted strategies by diners/patrons to reduce risk before and during their restaurant visits. As recommended by Ref. [161], the interviews also included questions dealing with information search regarding recommended restaurants. A total of 16 restaurant customers who had recently visited a restaurant were conveniently selected. The interviewees were equally composed of UAE residents (including two Emirati nationals) and tourists. The saturation level of answers was reached after the 12th interview. Analyzing the frequency of repetitive answers related to risk reduction behaviors allowed for the identification of 27 patterns. The question related to each behavioral pattern asked about diners’/patrons’ adoption frequency of the same behaviors on a scale ranging from 0 = “None” to 4 = “Always”, as suggested by similar research Ref [160].








Further motivation and justification for the questions are detailed in the “Data Collection” section of Ref. [9].



The survey was reviewed by the Social Sciences Research Ethics Committee (SS-REC) of the United Arab Emirates University (ERS 2021 8402), and ethical approval was issued on 23 November 2021. The interviewees and survey participants provided informed consent, and the questionnaires were anonymized. Both interviewees and questionnaire participants were free to withdraw from participation at any time.




3.3. Data Validity


A valid question that needs to be asked is whether the sample is representative of the targeted population. The targeted profiles were tourists and residents who had visited restaurants during the observed period. Thus, the sample data were collected to represent the tourists and residents in the UAE who visited restaurants rather than the broader population in the UAE. Having a representative sample of tourists is a serious challenge, mainly due to the highly changing profiles of tourists. This dynamism is because of multiple factors, including seasonality and ticket prices, which in turn depend on oil prices and other macroeconomic factors (e.g., local demand/supply balance). In terms of sampling, the research aimed to collect data from residents and tourists who had visited restaurants at least twice during the three weeks before the survey was conducted. Ref. [97] firmly asserted the infeasibility of perfectly identifying a random and representative sample of tourists and entertainment diners/patrons, given that this population is not a well-defined group and has a changing profile over time. For representation purposes, the initial approach was to directly collect data from restaurant diners/patrons as they left the dining outlets. However, the research team was not able to obtain the required authorization given the pandemic circumstances. Accordingly, the team used an online questionnaire following a non-probabilistic approach: the snowball technique. This technique is recommended when the population is unknown or rare. Accordingly, the snowball technique allowed the research team to collect data by sharing a link with a network of UAE residents and tourists visiting families and friends. It is challenging to assess the representation of the 301 observations and the external validity of the findings. However, this could be mitigated by the fact that during the pandemic, the population of diners/patrons (consisting of both residents and tourists) who visited restaurants in the UAE is unknown.



Another valid question that can be asked is whether the sample size is sufficient. A related valid question is what methodology was used to determine the sample size. Firstly, it is important to note that our study differs from most survey-based research, which uses structural equation modeling (SEM) and its variants [162]. Therefore, the sample size calculations for SEM do not necessarily translate into direct values for sample selection for our research. Yet, as a benchmark, the sample size calculations for SEM were carried out [163] with Gpower software version 3.1.9.7 [164] and following the guidelines in Ref. [165]. Selecting the F test as the test family, linear regression (fixed model,     R   2     deviation from zero) as the statistical test, a priori as the type of power analysis, and with the parameter values of     f   2     = 0.15 (medium),   α   error prob = 0.05, power (1 −   β   error prob) = 0.75, and the number of predictors as 27 (the number of questions for Category C, which is the largest question set), the required minimum sample size computed by Gpower software was 249. Even if an SEM model were to be constructed using all 47 questions, the required sample size, as computed by Gpower, was 314. The obtained required sample sizes of 249 and 314, if SEM were to be conducted, are, respectively, below or only slightly above the current sample size of 301 in our study. Thus, even though SEM was not the methodology used in our research, our sample size met the benchmark values of a possible SEM study.



Upon the completion of data collection, there were no missing data points in the different question categories. Since the different question categories were taken from different inventories in earlier research, their scales were not the same and were eventually scaled to a 1–5 Likert scale. The full list of questions in the survey can be found in Appendix A of the Supplement document [11].



Confirmatory analysis of the dataset produced Cronbach’s alpha [166] values of 0.875, 0.62, and 0.865 for constructs (categories) A, B, and C, respectively. While Cronbach’s alpha values of constructs A and C were above the recommended threshold of 0.7, that of construct B was not. Removing one of the five measurements (attributes/factors), namely B_05 “How often are you wearing gloves?”, from the scale resulted in an increase in Cronbach’s alpha from 0.62 to 0.74, which suggests that this item can be removed if structural equation modeling is applied. Because the main technique in our analytical methodology was decision trees, with the presented output being rules that profile diners/patrons, B_05 was retained in the sample during the analysis to be able to obtain richer insights.



Related research [167] by one of the authors of this paper applied SEM to an extended version of this dataset and found the following:




	
Worry is positively related to risk reduction behavior. In terms of the constructs in the present research, Construct A is positively related to Construct C, with p = 0.001 and coefficient = 0.19.



	
Health risk perception (HRP) is a mediator construct that mediates the effects of worry on risk reduction behavior. HRP is not a construct that is included in the present research. In terms of the constructs in the present research, Construct HRP mediates the effects of Construct A on Construct C, with p = 0.0002 and coefficients = 0.43 and 0.22 for worry  →  HRP and HRP  →  C, respectively.









3.4. Steps of Data Preparation


After selecting the question categories to be included in the research, datasets for the analysis were created (Figure 1 and Table 1). For each of the above four question categories (A–D), two datasets were constructed, one with a numerical response and the other with a categorical response. Each dataset was then named based on the question category (A–D) and the data types of the factor and response variables (NN, NC, CN, or CC). The characteristics of the datasets and analyses corresponding to these categories are presented in Table 1. For example, the first row of Table 1 mentions Dataset A.NN, which is a dataset for question Category A (Worry) and has numerical factors and a numerical response.



The primary question category to characterize behavior was C, namely risk reduction behavior (BHV). The analysis focused mainly on the relationship between question Categories A–D as factors (independent variables) and Category C (risk reduction behavior) as the response (dependent variable). The synthesis of all the datasets in relation to the initially decided constructs and measurements is illustrated in Figure 1. Furthermore, Figure 2 shows the steps of the methodology until the end of the creation of these datasets. In Figure 2, Steps 5–11 illustrate how the datasets were generated.



	
To represent all answers to question Category C as a single number, the numerical answers to all questions in Category C were summed (Step 5 in Figure 1) and then scaled (Step 6), resulting in the calculation of a standardized BHV_SCORE (in the range of 0–100).



	
Furthermore, BHV_SCORE was discretized to generate a categorical response (dependent) variable of BHV_CLASS (Steps 7–10). This variable takes the values of HighRisk, MediumRisk, and LowRisk, corresponding to low-, medium-, and high-risk reduction behaviors, respectively.






HighRisk and LowRisk were the main target values in the analysis of A.NC, B.NC, C.NC, and D.CC of Table 1.



	
Respondents with the label HighRisk were the least cautious in avoiding any COVID-related risks, with the lowest BHV_SCORE values, and hence exhibited high-risk behavior.



	
Conversely, respondents with the label LowRisk were the most cautious in avoiding any COVID-related risks, having the highest BHV_SCORE values, and hence exhibited low-risk behavior.






Once the data were prepared (Figure 1) and the different datasets were readied, two main types of analysis, as represented by the right-most symbols in Figure 2, were conducted:




	
Analysis XN: Analysis of datasets with numeric responses (left side of the gray panel in Figure 3).



	
Analysis XC: Analysis of datasets with categorical responses (right side of the gray panel in Figure 3).








The details of these two analyses are presented in Figure 3 as workflows and explained in Section 3.6. The analysis of other questions has been left out of the scope of the current study and is reserved for future investigation.




3.5. A Novel Analytics Methodology


A novel integrated data analytics methodology was custom-developed and implemented to analyze the data collected in this study. The analytical methodology was designed specifically for this type of data to extract as many interpretable and actionable insights as possible. Given its novelty and applicability, the developed analytics methodology is the main methodological contribution of the present study. Such an integrated methodology, specifically using statistical summaries and machine learning techniques in tandem, was not encountered in the existing literature and is thus the major theoretical contribution of the present study.



The developed methodology is descriptive and diagnostic [18,19]. The methodology, analysis, and results are presented in the paper and the Supplement document [11] as follows:




	
The characteristics of each dataset and the list of analyses corresponding to these datasets are coded and listed in Table 1;



	
The constructs, measurements, targets/responses, and the datasets, and their relations are illustrated in Figure 1;



	
The data analytics methodology developed for and applied in this research is presented as flow charts in Figure 2 and Figure 3 and pseudo-code in Section 3.6;



	
The detailed steps of the data analytics process applied in the methodology are provided in Section 3.6;



	
The specific data analytics techniques integrated within the analytics methodology and applied in the study are defined and described with citations to sources in Section 3.7;



	
The methodology (Figure 2 and Figure 3) was implemented mostly within the Orange data-mining software, version 3.35 [168]. The data analytics workflow (data science pipeline) in Orange is shown in Figure 4. The software is a public domain open-source software whose source code can be accessed under Github [169];



	
The sample results obtained by the applied techniques are presented in Section 4, Table 2, Table 3, Table 4, Table 5, Table 6, Table 7, Table 8, Table 9 and Table 10, and Figure 5 and Figure 6;



	
The results in this paper are only partial owing to space limitations. Full analysis results for all datasets in Table 1 are presented in Appendices B–E of the Supplement document [11].



	
The “one-level rule discovery” in the methodology was carried out through a custom-written VBA (Visual Basic for Applications) code. The ChatGPT generative AI platform [170] was used to generate the VBA code, and then the VBA code was executed within MS Excel to generate the results. The ChatGPT prompt and VBA code are presented in Appendices F and G of the Supplement document [11], respectively.



	
An interactive web-based analytics dashboard [10] has been developed that visualizes the one-level rules. The dashboard enables interactive visual exploration of the one-level rules, insight discovery, and decision support.









3.6. Steps of the Analytics Methodology


The steps of the methodology corresponding to data cleaning and preparation, as shown in Figure 2, are as follows:




	
Rename the variables;



	
Clean the data;



	
Reverse the direction of risk reduction behavior (BHV) questions posed in the opposite direction (C_08 only);



	
Scale all Likert scale questions to a 1–5 range (transform values of the questions that are in different ranges);



	
Calculate total behavioral score as SUM(C) = SUM(Values Given to All Questions in Category C). In the current research, we only used this simplest scoring method, and there are many possibilities for future research by defining a different scoring function;



	
Scale the behavioral score between 0 and 100 to obtain the scaled behavior score (BHV_SCORE). Higher BHV_SCORE values corresponded to lower risk behaviors;



	
Conduct univariate analysis of BHV_SCORE to help decide how to discretize BHV_SCORE;



	
Create class label attributes for BHV_CLASS, which takes the categorical values of HighRisk, MediumRisk, and LowRisk;



	
Decide on the cut-off values (based on approximate top and bottom 25% quartiles) to discretize BHV_SCORE as class labels under the categorical response attribute BHV_CLASS:




	
Determine the ~25% quartile value to assign the class label “HighRisk” (Labeling Rule for the data used in this study: IF BHV_SCORE ≥ 68.89, THEN HighRisk);



	
Determine the ~75% quartile value to assign the class label “LowRisk” (Labeling Rule for the data used in this study: IF BHV_SCORE ≤ 55.56, THEN LowRisk);



	
Classify 25–75% with the class label “MediumRisk” (Labeling Rule for the data used in this study: IF 55.56 < BHV_SCORE < 68.89, THEN MediumRisk);








	
Obtain the “Augmented Dataset”, which is the base for all the generated datasets and analysis;



	
Create the datasets in Table 1, where the dataset/analysis coding is based on the independent factors (A–D), and the letters that follow are based on the data type for the factors and response (NN, NC, CN, CC);



	
Conduct Data Analysis XN: For A.NN, B.NN, C.NN, and D.CN (Numerical/Categorical Factors, Numerical Response):




	
Summary statistics;



	
Ranking.








	
Conduct Data Analysis XC: For A.NC, B.NC, C.NC, D.CC, (Numerical/Categorical Factors, Categorical Response):




	
Ranking;



	
Rule discovery (one-level);



	
Rule discovery (two-level).













Details of Steps 12 and 13 of the methodology, corresponding to data analysis (Figure 3), are as follows:




	12a. 

	
Summary Statistics:




	
For each variable:




	
Calculate summary statistics.



	
Draw histogram.



	
Identify the variables with the highest and lowest mean and dispersion values (standard deviation).














	12b. 

	
Ranking:




	
Calculate ranking metrics (univariate regression coefficient and RreliefF).



	
For Each Metric:




	
Identify the variables that rank highest for each metric.














	13a. 

	
Ranking:




	
Calculate ranking metrics (gain ratio and Gini index).



	
For Each Metric:




	
Identify the variables that rank highest for each metric.














	13b. 

	
Rule Discovery (One-Level):




	
Generate all possible one-level rules.



	
Identify and filter interesting rules.



	
Record the rules in Rule Database R1.









	13c. 

	
Rule Discovery (Two-Level):




	
Conduct random forest analysis.



	
Construct Pythagorean forest.



	
Identify the most interesting Pythagorean tree(s).



	
For Each Selected Tree:




	
Analyze the selected trees with Decision Tree Visualization.



	
Generate a rule based on the selected tree.



	
Record the rules in Rule Database R2.




















3.7. Techniques Applied


In this section, the specific data analytics techniques selected for, implemented within, and applied as part of the methodology are defined and described. The applied techniques have inherent assumptions, which are discussed as they are each explained.



3.7.1. Summary Statistics


Summary statistics are the first analysis step in almost every data analytics project. The goal of summary statistics is to summarize the data at hand through various metrics, allowing for a glance into the overall characteristics, including the central tendency and dispersion, of data attributes [171] (pp. 37–66). The most popular metrics are the mean (estimated through sample average), median (sample middle value), mode (most common value in the sample), standard deviation (measure of dispersion/variability, estimated through sample standard deviation), and minimum, maximum, and range (calculated as the maximum minus the minimum). The benefit of summary statistics is that they can describe the overall characteristics of the data at hand through easy-to-compute metrics that can readily yield significant insights into the data. These quickly revealed insights can prove highly beneficial in the early stages of a data analytics project and can guide later stages [172].




3.7.2. Ranking


In machine learning, ranking refers to ordering a set of items, typically a set of predictor attributes, based on a score or other metric. Two metrics popular in data analytics/science practice for ranking are the Gini coefficient and the information gain ratio, which are used to accurately assess the relevance and significance of items selected for this research.



The Gini coefficient, originally developed by Corrado Gini [173,174], quantifies the level of dispersion, which is an indicator of inequality. In machine learning, it is typically used to measure the dispersion created by a split in a decision tree, thus measuring the discriminatory ability of a predictive attribute and its value ranges, as well as the predictive power of the attribute.



The information gain ratio, originally developed by Quinlan [175], uses Shannon’s entropy, which quantifies the impurity or disorder within a set of data. Specifically, the information gain ratio is the ratio of the splitting information gain to the intrinsic information content/entropy of the split [176].



A viable question is which metrics should be chosen for ranking. In most studies, these two metrics were used together with others (e.g., Ref. [177]). Ref. [178], in a theoretical study that compared the Gini coefficient and information gain ratio, concluded that there was very little disagreement between the two metrics. In a more recent study, Ref. [179] reported that the information gain ratio, in comparison to the Gini coefficient, is “liable to unfairly favor attributes with large numbers of values or categories compared to those with few”, thus favoring the Gini coefficient. We included both metrics in our study, yet eventually observed that the ranking outputs were quite similar, confirming the results of Ref. [179].



The assumptions of the two selected ranking metrics deserve discussion, as the metrics can be meaningfully interpreted only if their assumptions are satisfied. The chosen ranking metrics both assume that, at each split, the data can be divided into two subsets/subgroups that are as homogeneous as possible. They both also assume that lower impurity (higher homogeneity) is better for classification within the subsets/subgroups formed after the splits. The two selected ranking metrics, however, differ in the way they measure impurity. They do not require any scale of measurement for the factors and do not require any assumptions about the underlying distribution of the data. Since the Gini coefficient for a split is computed as the weighted sum of the Gini coefficients of the two child nodes, it is assumed in the Gini coefficient that the impurity of a split can be expressed as an additive function of the impurities of the resulting subsets. On the other hand, for gain ratio, the handling of the additive impurity calculation is more complex due to a normalization step.




3.7.3. Decision Tree Analysis


The main methodology used in the present study is the supervised machine learning technique of decision tree analysis [180]. Decision trees are hierarchical tree structures used for the classification of data instances. Each node within a decision tree corresponds to a set of conditions and a subset of the data that satisfies all the conditions reaching that node. Each branch in the tree represents a potential categorical or numerical value range that a child node takes. The classification process begins at the top root node and proceeds by arranging instances according to their respective feature values [181]. There are multiple decision tree algorithms, including CART, CHAID, C4.5, FACT, QUEST, and GUIDE [182].



In a survey of scholarly articles that used machine learning methods, decision tree analysis was the most cited, discussed, and implemented [20]. The most significant advantage of decision tree analysis is that the rules for classification can be stated in natural language and further visualized in a tree. This makes decision tree analysis one of the easiest techniques to comprehend and interpret among all supervised machine learning methods.



Our objective in this research is not to predict the risk behavior class but to create behavioral risk profiles expressed as IF–THEN decision rules. However, while we are not conducting predictive analytics, in numerous benchmark studies comparing classification algorithms, various decision tree algorithms have been reported to perform among the best with respect to classification accuracy and other performance metrics [183,184].



Our research focused on deriving and interpreting only one- and two-level decision trees for ease of interpretability and incorporation into decision-making. Yet, in a seminal paper, Ref. [185] suggests that such simple decision trees readily perform quite well for classification on the most commonly used datasets. Therefore, the rules derived for risk profiling have the potential to exhibit a high level of overall classification performance and, thus, characterization of intrinsic patterns.




3.7.4. Random Forest


Random forest was initially proposed by Tin Kam Ho [186] and Leo Breiman [186] and developed by subsequent researchers [187,188]. It is an algorithm used mainly for classification with high predictive power [189].



The algorithm creates a pool of decision trees for training and combines the predictions of the pool of trees to obtain a more robust prediction with a higher classification accuracy. The main idea behind the random forest is to represent the collective wisdom of a diverse pool of decision trees in the form of predictive capability, making it an ensemble method. Because the random forest already has many decision trees at its core, it typically performs better than decision trees.



In this research, for each question category (construct), for the dataset with a categorical response (XC), a random forest is algorithmically constructed and is then visualized as a forest of Pythagorean trees, and then selected trees from the forest are visualized as decision trees.




3.7.5. Pythagorean Tree


The Pythagorean (Pythagoras) tree is a method for the hierarchical fractal visualization of a binary decision tree [190,191]. While variations of the basic Pythagorean tree exist, such as the overlap-free Pythagoras Tree [192], we used the Orange software [149], which implemented the original paper [193] on the method.



The Pythagorean tree is constructed by recursively placing squares with certain angles on top of existing trees. Each square denotes a node in the decision tree, which is a subset of data. The percentage of the target class is mapped to the color of the square [194]. For example, in our research, if the target class is HighRisk, then darker tones in red indicate a higher percentage of HighRisk in the data subset represented by that square. The visual objective in analyzing the Pythagorean tree is to search for low-hanging branches with large squares and large color tone deviations. Pythagorean trees may be more suitable than decision tree visualization (introduced next), especially for larger trees that go deeper. Some of the Pythagorean trees generated by the random forest algorithm in our study can be observed in Figure 5.




3.7.6. Decision Tree Visualization


Decision tree visualization visually represents decision trees [193,194]. The trees are generated through decision tree algorithms, including ensemble algorithms such as random forests. The decision tree algorithm partitions the data hierarchically into subsets based on the values or value ranges for selected attributes and one attribute at each level of the decision tree. In decision tree visualization, each node represents a partitioned subset. Each branch represents a split conditioned by the attribute’s values at that split. The color tones of the nodes represent a numerical metric, typically the percentage of data points in that subset with the target class value. Furthermore, in some decision tree visualizations, a pie chart for each node represents the distribution of the class attribute values for that subset.



The primary visual objective in analyzing decision tree visualization is to search for noticeable changes in class probabilities in earlier branches in the visualization, as indicated by notable changes in the node colors and pie chart slices. One of the decision tree visualizations constructed in our study can be observed in Figure 6.






4. Results


This section presents selected analysis results for summary statistics, rankings, one-level rules, and two-level rules. The objective is to illustrate the abundance of interpretable and actionable insights that can be obtained through the developed novel analytics methodology. Owing to space considerations, much more extended results are presented in Appendices B–E of the Supplement [11].



4.1. Summary Statistics (Step 12a)


Table 2 and Table 3 display some of the summary statistics for Dataset C.NN of Table 1, which corresponds to numerical factors and numerical response, both regarding risk reduction behavior. Specifically, Table 2 and Table 3 list the top and bottom five BHV (risk reduction behavior) factors with respect to the highest and lowest values for the two metrics of mean (Table 2) and standard deviation (Table 3). Both tables display the factors with respect to the decreasing values of the metrics.



According to Table 2, risk reduction behavior (BHV) factors 08, 21, 19, 27, and 11 of Category C have the highest mean values, meaning that these are the most frequently practiced behaviors across the sample. The most practiced risk reduction behavior is avoiding dining out with less well-known people.



Since the most frequently practiced risk reduction behavior is avoiding less well-known people and dining out with well-known people, restaurants during pandemics can focus on attracting people together with those they know well. For example, breakfast/lunch/dinner offers/bundles/deals for a la carte and buffet dining can be designed and promoted so as to attract families, co-workers, and close friends.



Other common behaviors include verifying the plate and cutlery, observing waiters wearing masks, using touchless payment means (in the daily language in the UAE, touchless payment methods are referred to as “WiFi”), and selecting outlets that are not crowded. These results are aligned with earlier research: Ref. [195] concludes, in a study conducted within the COVID-19 context, that the dining environment, as well as communication and hygiene, predict the customers’ trust perception of the restaurant and their intentions to pay more.



The practical implication of these additional insights obtained from Table 2 is that restaurant staff should be trained to ensure the hygiene of plates and cutlery and adhere to mask-wearing rules during pandemics. Furthermore, reception staff can be trained to take restaurant reservations to balance client traffic throughout the day of the week and hours of the day to reduce overcrowding at the restaurant.



According to Table 3, risk reduction behavior (BHV) factors 25, 18, 20, 24, and 26 of Category C have the highest standard deviation values, and thus the highest level of dispersion. This means that these five behavior patterns are inconsistent across the sample and instead vary considerably. The highest behavioral dispersion was observed in the participants’ interaction with waiters, which is the theme of the top four behaviors in Table 3. A practical implication is that the waiters and other staff at the restaurants should be trained very well in communication and problem-solving skills to be able to accommodate the different attitudes, expectations, and behaviors of diners.



A joint consideration of Table 2 and Table 3 reveals that question/behavior C_21, which verifies the cleanliness of the plate and the cutlery, appears in both tables, with very high mean and very low standard deviation values. Thus, this is very frequent behavior consistently exhibited by restaurant diners/patrons. The immediate practical implication for restaurant managers is that they should make sure to always keep the plates and cutlery visibly clean, and the staff should be trained to pay the highest attention to achieving, observing, and maintaining this expectation.




4.2. Ranking (Step 12b)


Table 4 displays, this time for Dataset C.NC, the ranking of the risk-related factors (Category C) with respect to determining the categorical BHV_CLASS. Here, the response variable (target attribute) is categorical, as denoted by the second “C” in “C.NC”.



According to Table 4, risk reduction behavior (BHV) factors 13, 16, 14, 17, and 12 of Category C have the highest RReliefF scores. This means these factors (attributes) have the highest predictive power for BHV_CLASS. In other words, when applying predictive supervised machine learning techniques for classification, an analyst can aim for higher predictive accuracies in predicting BHV_CLASS by using these top-ranking factors before others.



Table 4 reveals that the top three factors are related to restaurants following cautionary measures, and the latter two are related to the seclusion perception of the diner.



The ranking analysis does not specify how (positively or negatively, and to what magnitude) these factors affect BHV_CLASS. This insight can only be obtained by applying predictive analytics using machine learning techniques. Predictive analytics is not included within the scope of the current research because abundant results have already been obtained with the current descriptive/diagnostic state of the developed methodology. Still, sample results for ranking are provided because these results suggest which questions should be included in surveys with higher priority than other questions.




4.3. One-Level Rule Discovery (Step 13b)


4.3.1. Definition of One-Level Rules


The following analysis involved the discovery of one-level rules in the form “IF Condition THEN BHV_CLASS”. These rules are referred to as “one-level”, because the behavior class outcome (the premise/consequent in the rule coming after “THEN”) depends only on a single condition (the antecedent/expression between “IF” and “THEN”).



While many possibilities can be generated, we focused on the rules that revealed the conditions underlying the most drastic changes in the behavior class. The metric used to characterize the degree of change in the behavior class was defined as “k”, a multiplier representing the extent to which a behavior class is observed compared to the default frequency. The definition of this multiplier is similar to the definition of the lift metric in association mining [196]. More specifically, for the rule “IF X THEN Y”:




	
k is defined as the ratio k = p/p0;



	
p is the probability of observing the behavior class BHV_CLASS value Y given that the condition value is X;



	
p0 is the default probability of observing the same BHV_CLASS value in the complete sample (assumed to represent the population).









4.3.2. Sample One-Level Rules


Sample results for one-level rules are presented in Table 5, Table 6, Table 7 and Table 8, from among the one-level rules that yield the largest k-values. Table 5 and Table 7 present the top one-level rules for question categories A and D, respectively, and Table 6 and Table 8 list the questions referred to in Table 5 and Table 7, respectively.



For example, Table 5 displays the most significant rules for Category A, where questions with the highest k-values are shown in bold. Table 6 lists the questions referred to in Table 6.



Let us next illustrate how Table 5 and Table 6 would be interpreted with an example.




4.3.3. Sample One-Level Rule R01 for Worry


The sample results for one-level rules are presented in Table 5, Table 6, Table 7 and Table 8. The first rule in Table 5, namely Rule R01, is directly read as




“IF A_01 ≥ 5 THEN LowRisk; p = 0.38, k = 1.51”





Thus, the one-level rule, which conditions on question A_01 within worry (Category A), can be expressed in natural language as follows:




“If the answer of a respondent to question A_01 (level of concern about a person’s own self being affected by Coronavirus) is greater than or equal to 5, then, with a probability of p = 24/63 = 0.3809, that respondent exhibits low-risk behavior with respect to the COVID pandemic. Compared to the complete sample, where p0 = 76/301 = 0.2525 for low-risk, this respondent is k = 0.3809/0.2525   ≅   1.51 times as likely to exhibit low-risk behavior. In other words, for a respondent who gives such an answer, there is a 51% higher chance for her/him (compared to the whole) to exhibit low-risk behavior.”






4.3.4. Sample One-Level Rule R38 for Demographics


Table 7 displays the most significant rules for question/behavior Category D, where the questions with the highest k-values are shown in bold. Table 8 lists the questions listed in Table 7.



The information provided in Table 7 and Table 8 makes it possible to relate behavior classes to demographic attributes. The true values of the demographic attributes have been masked to respect confidentiality concerns. Let us illustrate how Table 7 and Table 8 can be interpreted using the following example:



The second rule in Table 7, Rule R38, is directly expressed as




“IF D_03 = Nationality2 THEN HighRisk; p = 0.42, k = 1.58”





This one-level rule, which conditions demographics (Category D), can be expressed in natural language as follows:




“If the answer of a respondent to question D_03 (nationality) is equal to “Nationality2”, then, with a probability of p = 14/33 = 0.4242, that respondent exhibits high-risk behavior with respect to the COVID pandemic. Compared to the complete sample, where p0 = 81/301 = 0.2691 for high-risk, this respondent was k = 0.4242/0.2691 = 1.58 times as likely to exhibit high-risk behavior. In other words, for a respondent who gives such an answer, there is a 58% higher chance for her/him (compared to the whole) to exhibit high-risk behavior.”





As can be observed from the above natural language expression of the rule, this rule can be used to identify which nationalities may exhibit high-risk behaviors. Identifying such populations can help shape policies regarding flight rules and health screening tests at airports, reducing the risk of disease transmission before entering the UAE. Furthermore, training for precautionary measures can be developed in the languages of these populations to increase awareness and levels with other populations.





4.4. Two-Level Rule Discovery (Step 13c)


4.4.1. Definition of Two-Level Rules


The subsequent analysis was the discovery of two-level rules in the form “IF Condition1 and Condition2 THEN BHV_CLASS”. These rules are referred to as “two-level” because the behavior class outcome (the premise/consequent in the rule coming after “THEN”) depends on two conditions (the antecedent/expressions between “IF” and “THEN”), which would be visualized with a two-level deep decision tree.



While many possible rules can be generated, we focused on the rules that revealed the conditions underlying the most drastic changes in the behavior class and with at least eight observations in the selected leaf node (the node that does not branch further). The metric used to characterize the degree of change in the behavior class was again “k”, the multiplier representing how much more a behavior class is observed compared to the default probability in the complete sample. However, there was a slight modification to this definition. More specifically:




	
k is still defined as the ratio k = p/p0, but this time for a two-level rule in the form “IF X1 and X2 THEN Y”;



	
p is the probability of observing the behavior class BHV_CLASS value Y under conditions X1 and X2 being satisfied simultaneously;



	
p0 is the default probability of observing the same BHV_CLASS value in the sample (which is assumed representative of the population).








The sample results for the two-level rules are presented in Table 9 and Table 10 for the two-level rules that yield the largest k-values. Table 9 presents the top two-level rules for all question categories A–D. Table 10 lists the questions listed in Table 9.




4.4.2. Generation of Two-Level Rules Through Decision Tree Analysis


Two-level rules were generated using a method different from the generation of one-level rules. The process is based on decision tree analysis, which consists of successively applying the four steps of (1) random forest generation, (2) Pythagorean tree visualization, (3) decision tree visualization, and (4) rule identification, as follows:




	
Decision tree analysis for generating the two-level rules for XC (data with categorical response) was initiated by first conducting random forest analysis, where BHV_CLASS was predicted using BHV factors.



	
The trees in the forest were then visualized using Pythagorean trees (Figure 5).



	
Next, the Pythagorean trees with the most significant change in the target color (red for identifying HighRisk; blue for LowRisk) in the branches were filtered, and decision trees (Figure 6) were drawn for each filtered tree.



	
Finally, the two-level rules visualized in each decision tree were explicitly identified and recorded in Rule Database R2, which contained the most significant two-level rules.









4.4.3. Random Forest


A separate random forest was generated for each (BHV_CLASS) combination. For example, Figure 5 and Figure 6 show the results from the random forest generated for Category D (BHV_CLASS = HighRisk). The source screenshots from the Orange software for Figure 5 and Figure 6 have been edited for clear visual communication to obtain the shown final figures. The original Orange screenshots for the generated rules can be obtained from the authors upon request as proof of analysis.



Refs. [197,198,199,200] guided the choice of parameters for the random forests in our study. Each random forest included 60 trees, with six attributes considered in each split. Because the focus was only on two-level rules, the depth of the trees was set to 2. Only subsets with >20 observations were split at each level.




4.4.4. Pythagorean Tree


As shown in Figure 5, the results of the random forest analysis were visualized using Pythagorean forest. Figure 5 displays 15 of the 60 trees generated in our analysis using the random forest algorithm for only a single category of questions, namely those questions in Category C. In Figure 5, BHV_CLASS = HighRisk is the target behavior class. Among the different Pythagorean trees within the forest, the most interesting tree(s) were selected for successive analysis as decision tree(s).



The primary interest is towards Pythagorean trees that result in the largest changes in the distribution of classes, which are reflected in notable changes in the color of branches, especially for the target value of interest (HighRisk, in this case, shown with tones of red color). Color changes at the immediate lower branches of Pythagorean trees are preferred, rather than changes farther in higher branches.



In Figure 5, one of the Pythagorean trees is highlighted (third row and fourth column) with a shaded background. For illustration, this tree was selected for successive analysis using decision tree visualization (Figure 6). This tree was chosen for illustration because the Pythagorean tree visualization for this tree suggests a clear classification immediately at immediate lower branches for HighRisk (red color), without having to browse to farther higher branches in the tree. There was a significant change in color tone on the leftmost branch of the tree, and the tone at the end of the left branch was dark red.




4.4.5. Decision Tree Visualization and Sample Two-Level Rule for Risk Reduction Behavior


The Pythagorean tree selected earlier in Figure 5 is visualized as a decision tree in Figure 6. This decision tree was visually analyzed to obtain two-level classification rules that could be recorded in Rule Database R2 for two-level rules. The primary interest lies in rules that result in the largest changes in the distribution of classes, which can be detected through large changes in the colors of the boxes and the relative sizes of pie chart slices, especially for the target value of interest (HighRisk, in this case).



When constructing the decision visualizations, the following settings were chosen: depth: four levels; edge width: relative to root; target class = HighRisk or LowRisk; show details on non-leaves.



The root node of the tree (box on the top) indicates 201 observations in the analyzed tree. This is a subset of the sample with 301 observations. Of the 201 respondents, 56 were classified as HighRisk (red slice in the pie chart), with a ratio/probability of p = 56/201   ≅   0.28. This is very close to the ratio of HighRisk in the sample, which was 81/301 = 0.2691. If the answer to C_13 is ≤3.5, then the branch to the left of the root node is traversed, and the ratio/probability of HighRisk becomes p = 54/123   ≅   0.44. There is already a significant increase in the ratio/probability of HighRisk, which is an interesting pattern even at the first level of decision tree visualization (and the one-level rule that explains the first level).



There is a consideration regarding the results of Orange and how they are reflected in the paper: In Orange, rather than probability values, percentage values were displayed. Furthermore, the calculation of the percentages in Orange assumed a numerator value +0.5 higher than the actual value. In the paper, in Figure 6, instead of percentages, probabilities are shown. Furthermore, the p-values are based on directly dividing the original numerator value (number of observations in the subset with BHV_CLASS = HighRisk) by the value in the denominator (number of observations in the subset). These choices were made to achieve consistency with the earlier one-level rule results and clarity of communication.



Since our analysis aims to identify two-level rules, we dive one level deeper and branch again from the current node; if we branch out to the left from the last-mentioned node, then there is an even more significant pattern. From among the 123 respondents in the subset, if the answer to question C_01 is also ≤3.5, then the ratio of HighRisk (red slice in the pie chart) significantly increases, reaching a much higher ratio/probability of p = 31/36 = 0.8611%. This probability is k = 0.8611/0.2691 ≅ 3.20 times higher than what is observed in the complete sample. This stark increase is even more interesting, yielding the following two-level rule:




“IF C_13 ≤ 3.5 and C_01 ≤ 3.5 THEN HighRisk; p = 0.86, k = 3.20”





which can be expressed in natural language as follows:




“If the answer of a respondent to question C_13 (eating in dining outlets that clearly display the required precautionary measures) is less than or equal to 3.5, and, furthermore, if the answer of the same respondent to question C_01 (selecting dining outlets that offer healthier food) is also less than or equal to 3.5, then the following can be stated: With a probability of 0.86, that respondent exhibits high-risk behavior with respect to the COVID pandemic. Compared to the complete sample, this respondent is 3.09 times more likely to exhibit high-risk behavior. In other words, for a respondent who gives such an answer, there is a 209% higher chance for her/him (compared to the whole population) to exhibit high-risk behavior.”





Therefore, this decision tree (Figure 6) resulted in a two-level rule that suggests one reason for the significant increases in high-risk behavior. In other words, it gave us a risk behavior profile described by a two-level rule.




4.4.6. Sample Two-Level Rules


Table 9 displays the most significant two-level rules for all categories with the highest k-values, which were filtered for each category (BHV_CLASS). Table 10 lists the questions listed in Table 9.



Let us next illustrate how Table 9 and Table 10 would be interpreted with two examples, namely rules T018 and T101.




4.4.7. Sample Interpretation of Two-Level Rules: T018


The second rule listed in Table 5, namely Rule T018, is directly read as




“IF A_03 ≤ 3 and A_04 ≤ 3 THEN HighRisk; p = 0.47, k = 1.75”





This two-level rule, which conditions on worry (Category A), can be expressed in natural language as follows:




“If the answer of a respondent to question A_03 (concern about close relatives being affected by Coronavirus) is less than or equal to 3, and, in addition, if the answer of the same respondent to question A_04 (concern about your friends being affected by Coronavirus) is also less than or equal to 3, then the following can be stated: With a probability of 0.47, that respondent exhibits high risk behavior with respect to the COVID pandemic. Compared to the complete sample, this respondent is 1.75 times as likely to exhibit high-risk behavior. In other words, for a respondent who gives such an answer, there is a 75% higher chance for her/him (compared to the whole population) to exhibit high-risk behavior.”






4.4.8. Sample Interpretation of Two-Level Rules: T101


The third rule in Table 5, namely Rule T101, is directly read as




“IF B_03 > 4.5 and B_05 > 4.5 THEN LowRisk; p = 0.44, k = 1.74”





This two-level rule, which conditions on risk preventive behavior (Category B), can be expressed in natural language as follows:




“If the answer of a respondent to question B_03 (frequency of washing hands with water and soap or sanitizers) is greater than 4.5, and, in addition, if the answer of the same respondent to question B_05 (frequency of wearing gloves) is also greater than 4.5, then the following can be stated: With a probability of 0.44, that respondent exhibits low risk behavior with respect to the COVID pandemic. Compared to the complete sample, this respondent is 1.74 times as likely to exhibit low-risk behavior. In other words, for a respondent who gives such an answer, there is a 74% higher chance for her/him (compared to the whole population) to exhibit low-risk behavior.”






4.4.9. Discussion


Our study analyzed all two-level trees obtained from the random forest analysis using the set parameters. The analysis resulted in 166 notable two-level rules, fully presented in Appendix E of the Supplement document [11].



The different one- and two-level rules identified and described in this section provide different risk profiles, each of which can be a target for customized training programs, which can be rapidly generated with novel AI and other information technologies, such as generative AI [201,202,203].





4.5. Web-Based Analytics Dashboard


The risk profile rules obtained through one-level and two-level rule discovery can be used to construct interactive analytics dashboards, that can facilitate planning and decision-making in healthcare management [204]. To this end, a web-based visual analytics dashboard has been developed [10] using the Tableau Public platform [205]. Compared to tabular data representation, such dashboards are much easier to browse through data, and comprehend and derive insights, hence the motivation for developing the dashboard.



4.5.1. Dashboard Design


The developed analytics dashboard [10] displays each rule as a circular glyph, with the k-value on the x-axis and QuestionID on the y-axis. Furthermore, the color of each circle tells whether the rule is for profiling HighRisk or LowRisk people. The dashboard is interactive: when the user holds the mouse over a circle, information about that rule is displayed. The user would especially be interested in rules with highest or lowest k-values. Rules for a particular question are all horizontally aligned on a horizontal line corresponding to that question on the y-axis.




4.5.2. Sample One-Level Rule R01 for Risk Reduction Behavior


As an example rule in the dashboard, the mouse held over the rightmost red circle for question C_01 would have a pop-up tooltip displays the following rule:




“IF C_01 ≤ 1 THEN HighRisk; p = 0.81, k = 3.02”





where C_01 is “I select dining outlets offering healthier food.”



This rule can be expressed in natural language as follows:




“If the answer of a respondent to question C_01 (selecting dining outlets offering healthier food) is less than or equal to 1, then, with a probability of p = 0.81, that respondent exhibits high-risk behavior with respect to the COVID pandemic. Compared to the complete sample, where p0 = 81/301 = 0.2691, this respondent is k = 0.81/0.2691 ≅ 3.02 times as likely to exhibit low-risk behavior. In other words, for a respondent who gives such an answer, there is a 202% higher chance for her/him (compared to the whole) to exhibit high-risk behavior.”








5. Discussion


Overall, as illustrated by the sample analysis results, using data analytics contributed to the identification of the most/least adopted health risk reduction behaviors throughout the dining journey of restaurant diners/patrons. To our knowledge, this is the only exhaustive empirical study dedicated to customer behavioral strategies in the food service industry during COVID-19. Measuring the customer perception, Ref. [140] found that the restaurant dining environment, communication, cleanliness, and contactless devices are the main restaurant features contributing to diners’ trust in restaurants. This supports our finding, as among the most adopted behaviors are “I verify if the plate and the table cutlery are clean”, “I observe if the waiters are constantly wearing masks”, and “I use WiFi payment means”. Furthermore, the two-level rule discovery helped the authors to find that when restaurant diners/patrons rate low “eating in dining outlets that clearly display the required precautionary measures” and “selecting dining outlets that offer healthier food”, they have a high probability of exhibiting high-risk behavior with respect to the COVID pandemic.



As explained in the literature, worry has a significant influence on tourist behaviors. Contrary to other studies considering the effect of worry as the combination of the different items measuring it, our study, based on the analytics adopted, identified the item among the seven of the scale explaining the high low-risk score. This article identified that if the item of “level of concern about a person’s own self being affected by Coronavirus” is high, then respondents are inclined to exhibit low-risk behavior with respect to the COVID-19 pandemic. This result has practical added value compared to considering worry as an entire construct. It allows for professionals to design and plan actions to raise individual’s concerns about their own safety and accordingly encourage preventive behaviors.



Considering different countries, Ref. [91] found that although the populations corresponding to each country perceived coronavirus as a high risk, UK nationals had the highest level of concern about COVID-19. This result sustains the role of nationality in predicting individuals’ behavior. Accordingly, our study used the one-level rule discovery to conclude that restaurant diners/patrons of “Nationality2” would exhibit high-risk behavior. This is again a very practical result that would help governments to develop customized and, accordingly, more effective communication for specific communities in order to better manage health crises.



The results above confirm the usefulness of using data analytics in tourism to provide practical and actionable results, which are keys for better preparedness for future health crises and timely decisions in the management of future similar pandemics.



Although the presented analysis and results illustrate the applicability of the developed methodology and approach, there are multiple threats to the validity of the research, which are discussed next.



	
The first threat to validity is the sample coming from a single country, namely the United Arab Emirates (UAE), which is uniquely different from all other countries in the world in the sense of having the highest percentage of expatriates. Thus, the results may not generalize to other countries, including those in the Gulf region or the larger Middle East North Africa (MENA) region. However, it is also valuable and important to analyze this unique country because it has the highest percentage of expatriates. Furthermore, the UAE was one of the countries that managed the COVID-19 pandemic in the most professional and coordinated way, making it a valuable and significant choice.



	
A second threat was mentioned in an earlier published work [9] in the same research stream: There may be other constructs and/or measurement items that may affect risk reduction behavior and risk profiles, which are much more effective and influential than the ones chosen. This will be a topic for future research.



	
A third item is the following: The sample size is 301 valid observations. This may be considered a small sample to capture the diners’/patrons’ behaviors during COVID-19. In addition to what have been presented as justifications regarding measures taken by researchers to mitigate issues related to sample representativeness (Section 3.2), the authors would like to support the sufficiency of the sample size for the purpose of this research. First, as confirmed by [206,207,208] and Ref. [146], it is particularly challenging in tourism research to ensure the perfect population size, to identify a random and representative sample, and to compute beforehand an optimal sample size. Still, ref. [209] stated that there are some rules of thumb that have been used by researchers to determine a sample size. Based on the experience of the authors of [209], “a sample between 160 and 300 valid observations is well suited for multivariate statistical analysis techniques (e.g., CB-SEM, PLS-SEM) most of the time” (p. xiv). Due to the above listed reasons, the sample size of 301 of the present study could be considered sufficient for this research. At the same time, it is recommended to test the presented novel methodology on a bigger sample to re-validate its robustness.



	
A fourth threat is the following: As mentioned in Section 3.2, different question categories were taken from different inventories in earlier research, and their scales were not the same. They were eventually scaled to a 1–5 Likert scale, resulting in different numerical values in the rules, rather than only integer 1–5 Likert scale values. A solution to this problem could be to use inventories/constructs that are aligned/consistent in terms of having the same scale (e.g., 1–5 Likert scale). While Likert scaling did result in non-integer values in the rules, this does not affect the main theoretical contribution of the study, which is the development of a novel analytics methodology that yielded novel types of insights for the domain that were not previously given in the literature.



	
A fifth threat to validity concerns internal validity. As mentioned in Section 3.2, the Cronbach alpha value was low for only a single construct due to a single question, B_05, which is less than the popular threshold of 0.7 for the Cronbach alpha metric. As a counterargument, there are multiple reasons why this may not pose a serious threat to the validity or consistency of the study. First, the value of 0.62 is not too low, still close to the recommended value of 0.70. Second, our research is not applying SEM or its variants; hence, the Cronbach alpha value is not as important as would be if SEM was applied. Third, the constructed trees are for each category of questions; hence, the results for Category B do not affect the results for the other categories. Fourth, while the data analysis can be conducted without that question, the same consistency can be achieved by ignoring any rules that include that question.



	
A sixth item could be related to the use of the snowball sampling technique, a non-probabilistic method, which raises the external validity challenge. The discussions on the validity of the snowball technique, in the context of the selected domain and research question, can be carried out through the following steps:




	
The snowball sampling technique uses respondents/participants to recruit new respondents from their network, such as friends, acquaintances, and workmates [210];



	
This method can especially be used when the targeted population is unknown, inaccessible, or hard to reach. This was the case as it was not randomly possible to survey patrons directly when dining out during the COVID-19 pandemic (see Section 3.2: Data);



	
As shared earlier in Section 3.3: Data Validity, Ref. [97] asserted the infeasibility of identifying a random and representative sample of tourists and entertainment patrons, as this population is not a well-defined group and has a changing profile over time. This is even more true in the case of this study led during the unprecedented COVID-19 pandemic, as no information is available worldwide, not only in the UAE, about the characteristics of the population who frequently visited restaurants;



	
To hedge against the possible biases and risks of the snowball technique, and to increase the randomness of the sample, the authors involved different social networks in the survey. When selecting the first level of the networks, a relatively large group of 40 participants was formed. These initial participants were selected considering the composition of nationalities representing the UAE population as well as the nationality of tourists visiting the UAE. Therefore, the initial layer/level/cohort of participants can be argued to be a good representation of the different types of tourists and residents by nationality. This kind of multiple snowball sampling, also called the chain of referrals, is cautiously meshed, allowing for the formation of a sample that could be closely similar to a representative sample of the study group;



	
In addition to the careful selection of the initial layer of respondents, the survey included two screening questions that prevented ineligible individuals from participating. These ineligible individuals were those located outside the UAE at the time of survey and those who did not visit a restaurant in the UAE within the last 2–3 weeks.



	
Finally, the survey also prevented respondents from the same IP from submitting survey answers more than once.



	
For evaluating the validity of the snowball technique further, as it was applied in this research, readers can refer to discussions and guidelines for sampling in Refs. [210,211,212].








	
Last, but not least, a seventh threat to the validity of the research is the simple scoring method that was used to compute BHV_SCORE. An unweighted summation is simplistic and lacks theoretical rigor. Furthermore, because it treats all measurement items of the same importance, the method is most likely not the best scoring method for a multitude, if not the majority, of scenarios or cases. However, this method is also the first scoring method that would be considered and implemented by practitioners, at least as a default benchmark method. Thus, it is important to investigate this scoring method. Future research can use other scoring methods and algorithms, including methods adopted from other domains, such as financial risk scoring [213].







6. Conclusions


This paper presented a novel data analytics methodology for discovering behavioral risk profiles in the context of diners during a pandemic. Furthermore, the applicability of the methodology was illustrated through survey data collected in the United Arab Emirates (UAE) during the COVID-19 pandemic. The scope of the methodology and presented case study is descriptive and diagnostic analytics, focusing on different risk profiles.



The developed methodology analyzes a survey dataset by transforming it into a collection of datasets consisting of both numeric and categorical responses. The objective of the methodology is to gain insights into the behavior of individuals about risk reduction and preventive measures through risk profiling. This is achieved through the exhaustive identification of behavioral risk profiles, expressed in terms of one-level and two-level rules. The methodology combines various statistical methods, business intelligence, data visualization, and machine learning to analyze the data at hand. Rather than having a single model, such as SEM, that investigates the relations between the constructs for the whole sample, the approach followed in our research aims to identify the multitude of different risk profiles.



The case study was conducted in the United Arab Emirates, a country known for its diverse population and thriving tourism and hospitality sectors. In addition to summary statistics and ranking, the most significant one- and two-level rules are obtained from the analysis, which creates a diverse collection of profiles for high-risk and low-risk behavior. Research findings revealed insights into the factors influencing risk reduction behavior, shedding light on the interplay between psychological factors and risk reduction behavior. Notably, the study highlighted the significance of restaurants’ adherence to cautionary measures and diners’ perception of seclusion. These factors emerged as key predictors of risk reduction behavior, offering valuable guidance for developing managerial strategies and skill development programs to promote safer dining experiences during the pandemic.



Overall, the present study contributes to the field of data analytics in hospitality by providing a practice-oriented integrated methodology for understanding the behavioral risk profiles of diners/patrons during a pandemic. The study reveals the skills required to equip human capital in the hospitality sector to accommodate possible future pandemics. The study also provides examples of the policies and practices that can be adopted and the competencies to be developed by businesses and government entities.



The main theoretical contribution of the present research study is the custom-developed data analytics methodology, which can be directly applied to any similar data, regardless of geographic region or demographic attributes. While the methodology carries out the analysis independent of any such attributes, it reveals the hidden implicit patterns explicit. The patterns relate to the mentioned attributes and others in the form of one-level and two-level rules. These rules unearth the hidden patterns and state them as risk profiles. Therefore, the methodology itself and the insight types (rules and rankings) are independent from geographic or demographic characteristics, while the specific results that the methodology generates yield insights that relate to these and other characteristics of the chosen domain and targeted population (restaurant diners/patrons in the UAE during the COVID-19 pandemic).



The methodology is designed for behavioral risk profiling, specifically in the context of the hospitality sector and during a pandemic. Yet, as an avenue for future research, it is possible to adapt the methodology to new domains and study fields.
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Figure 1. The constructs, measurements, targets/responses, datasets, and their relations. 
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Figure 2. Steps of the data analytics methodology, corresponding to data cleaning and preparation, resulting in the creation of the datasets in Table 1. 
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Figure 3. Steps of the data analytics methodology for the analysis of XN and XC datasets (XN: any type of factor and numerical response; XC: any type of factor and categorical response). 
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Figure 4. Analysis Steps 13a and 13c in the Orange data mining software, with a focus on C.NC. 
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Figure 5. For Dataset C.NC, a partial view of Pythagorean trees for the generated random forest. Darker tones of red color denote higher probability of HighRisk behavior. 
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Figure 6. For Dataset C.NC, the decision tree visualization of the tree shown in Figure 5. Darker tones of red color and larger red slices denote higher probability of HighRisk behavior. p-values are rounded to two significant digits. 
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Table 1. Datasets created based on the original data.






Table 1. Datasets created based on the original data.





	Dataset/Analysis
	(Independent)

Factor Category
	Factors

Data Type
	(Dependent) Response
	Response

Data Type





	A.NN
	Worry (A)
	Numerical
	BHV_SCORE
	Numerical



	A.NC
	Worry (A)
	Numerical
	BHV_CLASS
	Categorical



	B.NN
	Preventive Behavior (B)
	Numerical
	BHV_SCORE
	Numerical



	B.NC
	Preventive Behavior (B)
	Numerical
	BHV_CLASS
	Categorical



	C.NN
	Risk Reduction Behavior (C)
	Numerical
	BHV_SCORE
	Numerical



	C.NC
	Risk Reduction Behavior (C)
	Numerical
	BHV_CLASS
	Categorical



	D.CN
	Demographic (D)
	Categorical
	BHV_SCORE
	Numerical



	D.CC
	Demographic (D)
	Categorical
	BHV_CLASS
	Categorical










 





Table 2. For Dataset C.NN, summary statistics for mean values for questions in Category C, displaying the questions in Category C with the highest and lowest mean values.
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	QuestionID
	QuestionText
	Mean





	C_08
	I dine out with people that I do not know necessarily well
	3.78



	C_21
	I verify if the plate and the table cutlery are clean
	3.66



	C_19
	I observe if the waiters are constantly wearing masks
	3.38



	C_27
	I use WiFi payment means
	3.35



	C_11
	I select dining outlets that are not crowded
	3.34



	…
	…
	…



	C_10
	I select dining outlets recommended by social media as COVID-19-safe
	2.86



	C_02
	I do not dine out in fast-food
	2.83



	C_18
	I ask the waiters to keep a reasonable social distance with me
	2.74



	C_24
	I ask questions about how the dish was prepared
	2.63



	C_25
	I ask the waiters to wear gloves when they are serving me
	2.44










 





Table 3. For Dataset C.NN, summary statistics for dispersion values for questions in C, displaying the questions with the highest and lowest dispersion values.






Table 3. For Dataset C.NN, summary statistics for dispersion values for questions in C, displaying the questions with the highest and lowest dispersion values.





	QuestionID
	QuestionText
	Mean





	C_25
	I ask the waiters to wear gloves when they are serving me
	0.51



	C_18
	I ask the waiters to keep a reasonable social distance with me
	0.44



	C_20
	I observe if the waiters are constantly washing their hands with sanitizers
	0.43



	C_24
	I ask questions about how the dish was prepared
	0.42



	C_26
	I wear back my mask each time I finish eating
	0.41



	…
	…
	…



	C_01
	I select dining outlets offering healthier food
	0.32



	C_21
	I verify if the plate and the table cutlery are clean
	0.32



	C_06
	I dine out with my family members
	0.32



	C_08
	I dine out with people that I do not know necessarily well
	0.30



	C_05
	I dine out in seated dining outlets
	0.29










 





Table 4. For Dataset C.NC, variables that rank highest and lowest with respect to their power in predicting BHV_CLASS.
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	Rank
	QuestionID
	QuestionText
	Gain Ratio
	Gini





	1
	C_13
	I eat in dining outlets clearly displaying the required precautionary measures
	0.153
	0.111



	2
	C_16
	I complain if I observe that the dining outlet does not follow the precautionary measures
	0.152
	0.104



	3
	C_14
	I leave the dining outlet if I do not get the first impression that it is COVID-19-safe
	0.140
	0.096



	4
	C_17
	I request for a table that is located far from other clients
	0.123
	0.090



	5
	C_12
	I book a table only when the dining outlet is not at the full authorized capacity
	0.112
	0.090



	…
	…
	…
	…
	…



	16
	C_04
	I order food instead of going out to dine
	0.055
	0.041



	17
	C_03
	I dine out in high-end/high-category dining outlets
	0.044
	0.034



	18
	C_05
	I dine out in seated dining outlets
	0.039
	0.032



	19
	C_02
	I do not dine out in fast-food
	0.041
	0.032



	20
	C_08
	I dine out with people that I do not know necessarily well
	0.015
	0.013










 





Table 5. Selected one-level rules for Category A (worry).
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	RuleID
	QuestionID
	Relation
	Value
	Rows
	CountBHV
	BHV
	p
	k





	R01
	A_01
	≥
	5
	63
	24
	LowRisk
	0.38
	1.51



	R02
	A_04
	   ≤   
	1
	26
	15
	HighRisk
	0.58
	2.14



	R03
	A_02
	   ≤   
	1
	25
	14
	HighRisk
	0.56
	2.08



	R04
	A_03
	   ≤   
	1
	20
	9
	HighRisk
	0.45
	1.67










 





Table 6. Category A (worry) questions in Table 5.
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	QuestionID
	QuestionText





	A_01
	How concerned are you about yourself being affected by Coronavirus?



	A_02
	How concerned are you about your family members being affected by Coronavirus?



	A_03
	How concerned are you about your close relatives being affected by Coronavirus?



	A_04
	How concerned are you about your friends being affected by Coronavirus?










 





Table 7. Selected one-level rules for Category D (demographic) questions.
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	RuleID
	QuestionID
	Relation
	Value
	Rows
	CountBHV
	BHV
	p
	k





	R37
	D_03
	   =   
	Nationality1
	40
	16
	LowRisk
	0.40
	1.58



	R38
	D_03
	=
	Nationality2
	33
	14
	HighRisk
	0.42
	1.58



	R39
	D_03
	   =   
	Nationality3
	35
	13
	LowRisk
	0.37
	1.47



	R40
	D_04
	   =   
	Emirate1
	106
	38
	LowRisk
	0.36
	1.42



	R41
	D_01
	   =   
	No
	100
	37
	HighRisk
	0.37
	1.37



	R42
	D_02
	   =   
	DidNotTravel
	117
	39
	LowRisk
	0.33
	1.32



	R43
	D_08
	   =   
	Master
	81
	27
	LowRisk
	0.33
	1.32



	R44
	D_02
	   =   
	Nationality2
	31
	11
	HighRisk
	0.35
	1.32










 





Table 8. Category D (demographic) questions in Table 7.
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	QuestionID
	QuestionText





	D_01
	Are you resident in the UAE?



	D_02
	Did you travel outside UAE during the last 6 months?



	D_03
	Your Nationality



	D_04
	Your current location



	D_08
	Education










 





Table 9. Most significant two-level rules for each question and low-/high-risk behavior.
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	TreeID
	Category
	Node1
	Relation
	Value
	Node2
	Relation
	Value
	BHV_CLASS
	NodeColor
	p
	k





	T020
	A
	A_05
	>
	4.335
	A_02
	>
	4.335
	LowRisk
	Blue
	0.44
	1.74



	T018
	A
	A_03
	≤
	3
	A_04
	≤
	3
	HighRisk
	Red
	0.47
	1.75



	T101
	B
	B_03
	>
	4.5
	B_05
	>
	4.5
	LowRisk
	Blue
	0.44
	1.74



	T024
	B
	B_02
	   ≤   
	2.5
	B_03
	   ≤   
	2.5
	HighRisk
	Red
	0.45
	1.67



	T236
	C
	C_15
	>
	3.5
	C_18
	>
	3.5
	LowRisk
	Blue
	0.50
	1.98



	T184
	C
	C_13
	   ≤   
	3.5
	C_14
	   ≤   
	3.5
	HighRisk
	Red
	0.50
	1.86










 





Table 10. Questions in Table 9.
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	QuestionID
	Category
	QuestionText





	A_02
	Worry
	How concerned are you about your family members being affected by Coronavirus?



	A_03
	Worry
	How concerned are you about your close relatives being affected by Coronavirus?



	A_04
	Worry
	How concerned are you about your friends being affected by Coronavirus?



	A_05
	Worry
	How concerned are you about getting hospitalized due to Coronavirus infection?



	B_02
	Risk Preventive Behavior
	How often are you avoiding touching your face, eyes, mouth, and nose?



	B_03
	Risk Preventive Behavior
	How often are you washing your hands with water and soap or sanitizers?



	B_05
	Risk Preventive Behavior
	How often are you wearing gloves?



	C_13
	Risk Reduction Behavior
	I eat in dining outlets clearly displaying the required precautionary measures.



	C_14
	Risk Reduction Behavior
	I leave the dining outlet if I do not get the first impression that it is COVID-19-safe



	C_15
	Risk Reduction Behavior
	I leave the dining outlet if I observe that it does not follow the precautionary measures.



	C_18
	Risk Reduction Behavior
	I ask the waiters to keep a reasonable social distance with me
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