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Abstract

:

Student enrollment is a vital aspect of educational institutions, encompassing active, registered and graduate students. All the same, some students fail to engage with their studies after admission and drop out along the line; this is known as attrition. The student attrition rate is acknowledged as the most complicated and significant problem facing educational systems and is caused by institutional and non-institutional challenges. In this study, the researchers utilized a dataset obtained from the National Open University of Nigeria (NOUN) from 2012 to 2022, which included comprehensive information about students enrolled in various programs at the university who were inactive and had dropped out. The researchers used deep learning techniques, such as the Long Short-Term Memory (LSTM) model and compared their performance with the One-Dimensional Convolutional Neural Network (1DCNN) model. The results of this study revealed that the LSTM model achieved overall accuracy of 57.29% on the training data, while the 1DCNN model exhibited lower accuracy of 49.91% on the training data. The LSTM indicated a superior correct classification rate compared to the 1DCNN model.
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1. Introduction


Several authors [1,2,3,4,5] have used machine learning in the prediction of the student attrition rate. Due to the increase in the datasets accumulated in educational systems, deep learning has become a better tool in predicting the student attrition rate [6]. Deep learning (DL) is a subset of Artificial Intelligence (AI) and machine learning (ML) and is increasingly seen as a key technology of the Fourth Industrial Revolution (4IR, or Industry 4.0) [7]. Artificial Neural Networks (ANNs) are the source of DL technology, which has gained popularity in the computing community due to its ability to learn from data. DL has surpassed well-known ML techniques in a few fields, including cybersecurity, natural language processing, bioinformatics, infrared image detectors [8], robotics and control [9], medical information processing [10] and educational systems [7,8]. DL technology, which grew out of ANN, has become important in computing because it can learn from data. The ability to learn enormous volumes of data is one of the benefits of DL [11]. DL is portrayed as an overriding concept or learning approach that affects the entire educational system with respect to student attrition. Student attrition can have different definitions for different authors; according to Pierrakeas et al. [12], “An attrition is considered as a student who for any reason other than death leaves school before graduation without transferring to another school”. Ashour [13] contends that attrition is associated with circumstances in which students drop out of school or are unable to finish their course of study. Del Bonifro et al. [14] proposed that the term attrition is defined as an increase in the total number of students who started their studies but are unable to finish. Aldowah et al. [15] defined attrition as the total number of students enrolled in a course less the total number of students who finished it.



The student attrition rate is acknowledged as the most complicated and significant problem facing educational systems [16]. The educational system in this perspective comprises conventional and non-conventional institutions. Non-conventional institutions, also known as open and distance learning (ODL), are the concern of this study. Akmal [2] and Park [17] revealed that the average rate of attrition in an ODL system is between 10 and 20% lower than that in conventional institutions and that only 50% of students enrolled in an ODL complete their studies; moreover, Sun et al. [18] affirmed that there is a much higher chance of an attrition rate from non-conventional than from conventional programs. Many studies have affirmed that one of the major problems of ODL institutions is the high rate of student attrition, and it remains a major concern for many educational institutions [3,19,20,21,22,23,24,25,26,27,28,29,30,31,32]. The student attrition rate can be classified into three categories, namely circumstantial, status and cohorts [33]. Hassan [33] defined circumstantial attrition as the kind of attrition which results from all the circumstances or scenarios that are present in the student’s surroundings at a given time and push the student—who might or might not be a dropout—to leave school.



This study presents a model for predicting the student attrition rate at the National Open University of Nigeria (NOUN), an ODL institution with over 500,000 enrolled students. About 22,000 academic records of students who could not finish their program from 2012 to 2022 were analyzed and used for learning. The model was implemented using a variety of DL methods, such as the One-Dimensional Convolutional Neural Network (1DCNN) model and the Long Short-Term Memory Network (LSTM) model, a type of Recurrent Neural Network (RNN). The performance of each model was compared through experiments.




2. Related Works


Deep Neural Networks (DNNs) constitute a subfield of machine learning. This is a model of a network consisting of neurons with multiple parameters and layers between the input and output. DL uses neural network topologies as its basis, and, consequently, these networks are known as DNNs [34]. It provides autonomous learning of the characteristics and their hierarchical representation at multiple levels. In contrast to conventional machine learning approaches, this robustness is due to DL’s powerful process. DL’s whole architecture is used for feature extraction and modification; the early layers perform rudimentary processing of incoming data or learn simple features, and the output is sent to the upper layers, which are responsible for learning complicated features. Hence, DL is suited for handling large datasets and greater complexity.



DL models have an advantage over traditional machine learning models due to the increased number of learning layers and a higher level of abstraction. One more reason for this advantage is that there is direct data-driven learning for all model components. DL is quite data-hungry, given that it includes representation learning [35]. A well-behaved performance model for DL requires an enormous quantity of data, and it requires more data than traditional machine learning algorithms. Machine learning may be utilized with as few as 1000 data points, but DL often needs more data points [36,37]. See Figure 1, which shows a typical architecture of a DL workflow. A summary of other related works is shown in Table 1.




3. Methodology


Data collection was conducted between April 2023 and September 2023 among a population of students who dropped out of their programs in NOUN using a structured questionnaire. A sample size of 22,000 inactive enrolled students was used, and they were contacted through e-mail, phone and personal social media contacts to collect data on the reasons for their inactive status from NOUN between 2012 and 2022. However, only 2000 responses were received, which is 9.1% of the target population. The low percentage of responses could be attributed to emails and short message service (SMS) rebounds and abandoned email addresses. The responses from the dataset were divided into two (2), namely institutional challenges and non-institutional challenges. These datasets went through the preprocessing stages.



3.1. Data Cleaning


The data collected from the sample size underwent a rigorous cleaning process to eliminate errors, inconsistencies and missing values. This pivotal step was essential to ensure the accuracy and reliability of the dataset for subsequent analysis. The cleaning processes involved several intricate procedures, including inputting missing data, rectifying data errors and ensuring data consistency across various sources. Inputting missing data involved filling in any gaps or null values in the dataset with appropriate estimates or values derived from surrounding data points. This helped to maintain the integrity of the dataset and prevent the loss of valuable information. Additionally, correcting data errors entailed identifying and rectifying any inaccuracies or anomalies in the data, such as typographical errors or outliers. This was crucial in ensuring the validity of the data and avoiding any misleading conclusions drawn from the analysis. Overall, the meticulous cleaning processes undertaken on the collected data from the NOUN were instrumental to the high-quality dataset for analysis. It laid the foundation for accurate and reliable insights into factors influencing student attrition rates, ultimately contributing to the advancement of learning analytics in the educational domain.




3.2. Feature Selection


This study focused on predicting student attrition rate at the NOUN, where the target variable (y) represents attrition, or whether a student will drop out or not, while predictor variable (x) encompasses a wide range of factors that could potentially influence a student’s decision to drop out, including the perceived difficulty of course materials, frustration with information dissemination processes, lack of social networking opportunities, poor academic performance, communication challenges within families, financial constraints, health issues and other relevant factors.




3.3. Train–Test Set


In the process of building a predictive model, it is essential to split the data into training and testing sets to assess the model’s performance accurately. This step ensures that the model’s effectiveness is evaluated on data it has not seen during training, helping to gauge its ability and generalize new and unseen data. Typically, this involves allocating approximately 80% of the dataset to the training set, where the model learns patterns and relationships from the data. The remaining 20% is then reserved for the testing set, allowing for an independent evaluation of the model’s performance on unseen data. This division helps to prevent overfitting, where the model memorizes the training data but fails to generalize well to new instances. By striking a balance between training and testing data, reliable insights into the model’s predictive capabilities can be obtained and used to make informed decisions about its deployment.



The first dataset, which is the institutional challenges, comprises attrition, difficult course materials, frustrating information (NOUN), no social networking, poor academic performance and inadequate communication, while the second dataset, which is non-institutional challenges, comprises attrition, family challenges, financial reasons, sickness and others, as shown in Table 2 and Table 3. The classification basis for Table 2 and Table 3 is binary, with attrition classified as either ‘Yes’ (indicating attrition) or ‘No’ (indicating no attrition).




3.4. Deep Learning Models


3.4.1. Long Short-Term Memory (LSTM)


The Long Short-Term Memory (LSTM) structure is a type of RNN [50,51,52,53] that is used to solve the issue of vanishing gradients and capture dependencies that last over time in sequential data. It works especially well for operations like machine translation, speech recognition and natural language processing that require sequential or dependent-upon-time information. Networks using LSTM are made up of memory cells with long-term information manipulation and maintenance capabilities. An input gate, a forget gate and an output gate are the three main parts of every memory cell. The data that enter, exit and are contained within the memory cell are managed by these gates. Based on the current input and the previously hidden state, the input gate calculates the amount of new information added to the cell state. Based on the current input and the previous hidden state, the forget gate determines which data from the cell state are to be retained or discarded. Based on the updated cell state and the current input, the output gate controls the cell’s output. The fact that the structure of LSTM mitigates the vanishing gradient problem, a training challenge for deep neural networks, relevant data can be retained over long sequences. By allowing the network to learn when to retain and discard information, the LSTM gates help to preserve contextual data and keep valuable trends from being lost.




3.4.2. One-Dimensional Convolutional Neural Network (1DCNN)


1DCNN is a kind of neural network structure that is frequently used for processing and analyzing data in sequence. 1DCNN is made to deal with one-dimensional sequences, like historical data or text data, as opposed to traditional Convolutional Neural Networks (CNNs), which work with two-dimensional image data [54,55,56,57,58]. The key component of a 1DCNN is the convolutional layer. The convolution operation involves applying a set of filters to the input sequence, extracting local patterns or features. These filters, also known as kernels, slide across the input sequence and perform element-wise multiplications and summations. The resulting output is a feature map that represents the learned features at different positions along the sequence. In a 1DCNN, multiple convolutional filters can be applied simultaneously, each capturing different patterns or features within the sequence. This allows the network to learn complex patterns and hierarchies of features at different levels of abstraction. After the convolutional layers, other typical layers such as pooling, dropout and fully connected layers can be added to further process the features and extract higher-level representations. By down sampling the feature maps, pooling layers minimize their dimensionality while maintaining the most crucial data. By arbitrarily turning off a portion of neurons while training, dropout layers aid in preventing overfitting. After combining the acquired attributes, layers that are fully linked make forecasts using the final representations.





3.5. Proposed Model


The researchers conducted a comprehensive investigation on the factors influencing students’ attrition rate at the NOUN using DL techniques. Specifically, this study aims at comparing the performance of two leading DL architectures, namely LSTM and 1DCNN, with the objective of determining the most effective model in predicting and understanding student attrition patterns. The LSTM and 1DCNN were employed as a robust tool to delve into the intricate web of factors contributing to the student attrition rate to identify the most effective tool in predicting it. This strategic choice ensured a focused and nuanced exploration of temporal dependencies, sequential patterns and contextual features that play a pivotal role in students’ decisions to discontinue their studies at NOUN. The goal of this research is to provide actionable insights that inform the development of targeted interventions and support mechanisms, fostering a more inclusive and supportive learning environment. By employing the best-performing DL model, we aspire to contribute significantly to the ongoing efforts aimed at enhancing student success and retention in the distinctive landscape of open and distance learning at NOUN.





4. Results and Discussion


In Figure 2, the pie chart shows that 93.5% of students are ready to come back to NOUN if recalled, while only 6.5% are not ready to come back and finish their program, even if recalled. This suggests that most reasons for NOUN student’s attrition are circumstantial and agree with [33], who stated that circumstantial attrition results from all the circumstances or scenarios that are present in their surroundings at a given time and push the student—who might or might not be a dropout—to leave school.



Institutional Challenge Dataset—Course Materials


Figure 3 shows the difficulty in understanding NOUN course materials. Thus, 58.9% of the students find it difficult to understand NOUN course materials, while 41.1% of students do not find it difficult.



Figure 4 shows the percentage of students who abandoned the program due to frustration and delay in obtaining information from NOUN. Further, 77.3% indicates the percentage of students who were frustrated, while 22.7% comprised students who abandoned their program but not because of frustration.



Figure 5 shows that 51.7% abandoned their study due to lack of the use of a social network platform to communicate with their departmental course mates, while 48.3% was not due to lack of the use of a social network platform. This suggests that social networking platforms are a popular way for students to stay connected with each other and share information.



Figure 6 shows that 48.8% of the students abandoned their studies due to poor academic performance, while 51.2% of the students were not due to poor academic performance.



Figure 7 indicates that 61.5% of the students who abandoned their program did so due to inadequate communication skills with the university, while 38.5% of NOUN students who abandoned their programs did not do so due to inadequate communication skill with the institution.



Figure 8 shows that 47.8% of the students failed to complete their studies in NOUN due to family challenges, while 52.2% of NOUN students did not complete their studies due to other reasons.



Figure 9 indicates that 58.2% of NOUN students abandoned their studies due to financial reasons, while 41.8% was due to other reasons.



Figure 10 indicates that 44.9% of NOUN students failed to complete their studies on health grounds, while 55.1% was due to other reasons.



Figure 11 shows a correlation matrix of the factors affecting students’ attrition. The Pearson correlation coefficient was reflected on every pair of factors. There are three possible correlation coefficients: -1 for a perfect negative correlation, 0 for no correlation, and 1 for a perfect positive correlation. The strongest positive correlation is between poor academic performance and no social networking (r = 0.14). This means that students who had poor academic performance were more likely to drop out of the course due to social networks. Other significant positive correlations include difficult course materials and no social networking (r = 0.11). This means that students who found the course materials difficult or who were frustrated with not knowing about social networking provided by the university were more likely to abandon their studies.



Figure 12 shows a correlation matrix between different reasons for attrition for non-institutional challenges. The values in the cells represent the correlation coefficient between two reasons. A positive correlation coefficient indicates that two reasons are positively correlated, meaning that if one reason increases, the other reason is also likely to increase. A negative correlation coefficient indicates that two reasons are negatively correlated, meaning that if one reason increases, the other reason is likely to decrease. The strongest positive correlation is between financial reasons and others (0.012). This means that if a student is facing financial reasons for attrition, they are also likely to be facing other reasons for attrition. The strongest negative correlation is between attrition and family challenges (−0.0005). This means that if a student is facing family challenges, they are less likely to be facing attrition.



The LSTM model’s accuracy during training and validation is displayed in Figure 13. The percentage of correctly classified examples in the training set is known as the training accuracy, and the percentage of correctly classified examples in the validation set is known as the validation accuracy. The model is trained on a dataset of 80%, with a validation set of 20%. When the model understands the fundamental characteristics of the data, the training correctness rises quickly. The validation accuracy rises as well but more slowly, because the validation set is a more complex dataset than the training set. The model eventually reaches a point where the training accuracy and validation accuracy are both about 57%. This means that the model can correctly classify about 57% of the examples in both the training and validation sets. Additionally, the figure demonstrates that both the training and validation accuracies are greater than 55%, indicating that the model can accurately classify over 55% of the attrition dataset in both the training and validation sets. This is a positive outcome, demonstrating the model’s capacity to learn the characteristics of the data and generate predictions.



The LSTM model’s training and validation losses are depicted in Figure 14. The model’s loss in training data is referred to as the training loss, and the model’s loss in validation data is referred to as the validation loss. Because the model can be trained from the training data, the training loss is usually smaller than the validation loss. As the total amount of epochs grows in this figure, the training loss and validation loss decline. This suggests that the model is gaining knowledge from the data and improving its forecasting abilities.



The CNN model’s reliability during training and validation is displayed in Figure 15. The predictive ability of the model on training data is known as training accuracy, and the model’s accuracy on validation data is known as validation accuracy. Because the model can learn the training data more quickly than the validation data, the training accuracy is usually higher than the validation accuracy. The generalization gap is the difference in accuracy between training and validation data. The success rate for training in this study is approximately 50.5%, and the validation accuracy is approximately 49.9%. This implies that while the model is highly adept at learning the training set, it struggles to make strong generalizations to untested data. The absence of information or overfitting is possibly because of this.



Figure 16 shows the training and validation loss of a CNN model. “Training loss” describes the model’s loss in training data, whereas “validation loss” refers to the model’s loss in validation data. Given that the model can be trained using the training data, the training loss is usually smaller than the validation loss. In Figure 16, as the number of epochs increases, both the validation loss and the training loss decline. This shows that the model is not overfitting and instead learning from the data. The model reaches its lowest validation loss at around 12 epochs. After this point, the validation loss starts to increase, which indicates that the model is starting to overfit to the training data.



The LSTM model’s accuracy during training and validation is displayed in Figure 17. The model’s accuracy on training data is known as training accuracy, and the model’s accuracy on validation data is known as validation accuracy. Because the model can learn the training data more quickly than the validation data, the training accuracy is usually higher than the validation accuracy. Since the validation accuracy is unaffected by the model’s overfitting to the training set, it provides a more accurate assessment of the model’s performance. About 51% of the training and 46% of the validation accuracy are found in this study.



The LSTM model’s training and validation losses are shown in Figure 18. The model’s loss on training data is referred to as the training loss, and the model’s loss on validation data is referred to as the validation loss. The goal of training a neural network model is to minimize the training loss and the validation loss. Figure 18 illustrates how, as the number of epochs rises, both the training loss and the validation loss decline. This indicates that while the model continues to be trained, it is also learning. Since the training data are only a portion of the validation data, it is expected that the training loss remains lower than the validation loss. The percentage shown in Figure 18 is the validation accuracy, which is the accuracy of the model on the validation data. The validation accuracy increases as the number of epochs increases, which means that the model is learning to classify the data correctly.



The CNN model’s accuracy during training and validation is displayed in Figure 19. The model’s accuracy on training data is known as training accuracy, and the model’s accuracy on validation data is known as validation accuracy. Because the validation data are usually harder to analyze than the training data, the validation accuracy is typically lower than the training accuracy. About 50.5% the training and 49.9% of validation accuracy are found in this study.



The training and validation loss of a CNN model is displayed in Figure 20. The model’s loss on training data is referred to as the training loss, and the model’s loss on validation data is referred to as the validation loss. Because the model can be trained from the training data, the training loss is usually smaller than the validation loss. In this study, as the number of epochs rises, both the training loss and validation loss decline. This suggests that the model is effectively generalizing to freshly collect data and learning from the data.



In Table 4, the training and test accuracies of the LSTM and CNN models in the institutional challenge dataset are presented. The LSTM model exhibits a training accuracy of 57.29% and a test accuracy of 56.75%, indicating its ability to predict labels in both seen and unseen data. In comparison, the CNN model achieves a training accuracy of 49.91% and a test accuracy of 50.50%. Notably, the LSTM model outperforms the CNN model on both training and test datasets, showcasing its superior learning and generalization capabilities in this specific context. This agrees with [32], who demonstrated that LSTM performs better than the other model. Consideration of dataset characteristics and further evaluation metrics can provide a nuanced understanding of model performance.



Table 5 presents the training and test loss values for the LSTM and CNN models in the institutional challenge dataset. The LSTM model achieved a training loss of 0.6765 and a test loss of 0.6852, while the CNN model showed slightly lower loss values with a training loss of 0.6730 and a test loss of 0.6782. Lower loss values indicate reduced discrepancies between predicted and actual labels, showcasing effective error minimization by both models during training and evaluation. The marginal superiority of the CNN model in minimizing losses suggests its slightly enhanced performance in handling the dataset’s intricacies. These loss metrics contribute valuable insights to the models’ efficacy and generalization capabilities on the institutional challenge dataset.



In Table 6, the training and test accuracies of the LSTM and CNN models in the non-institutional challenge dataset are presented. Both models exhibit identical training and test accuracy values, with the LSTM and CNN models achieving 50.98% accuracy during training and 46.19% accuracy on the test dataset. This symmetry in performance suggests that, in the context of the non-institutional challenge dataset, neither model outperforms the other, yielding similar predictive capabilities. The comparable accuracies indicate that both the LSTM and CNN models have similar effectiveness in learning patterns and making predictions on unseen data, emphasizing the importance of dataset characteristics and the suitability of model architectures in achieving satisfactory performance in this specific non-institutional challenge scenario.



In Table 7, the training and test loss values for the LSTM and CNN models in the non-institutional challenge dataset are presented. Both models exhibit closely aligned loss metrics, with the LSTM model showing a training loss of 0.6928 and a test loss of 0.6953, while the CNN model records a training loss of 0.6929 and a test loss of 0.6951. The minimal disparity in loss values underscores the similar performance of the two models in minimizing errors during both training and evaluation on the non-institutional challenge dataset. These comparable loss metrics indicate that neither the LSTM nor CNN model demonstrates a significant advantage in error reduction, highlighting a balance in their capacity to capture patterns and make predictions on the non-institutional challenge dataset. The marginal differences in loss values emphasize the nuanced comparison of these models’ efficacy in handling the specific characteristics of the non-institutional challenge scenario.





5. Conclusions


In conclusion, this study investigated the factors contributing to attrition within two distinct datasets: institutional challenges and non-institutional challenges. The findings shed light on the predictive performance of the LSTM and CNN models in both institutional and non-institutional challenge scenarios. Notably, in the institutional challenge dataset, the LSTM model exhibited superior accuracy compared to the CNN model, while in the non-institutional challenge dataset, both models demonstrated comparable accuracy and loss values. These insights emphasize the nuanced interplay between various factors contributing to attrition and underscore the importance of tailoring predictive models to the specific challenges inherent in institutional and non-institutional contexts. The authors believe that LSTM outperformed 1DCNN in this study because LSTMs are specifically designed to handle sequential data, such as time-series data, speech, text or video. They can learn long-term dependencies and patterns in data. Furthermore, LSTMs can also learn dependencies that span hundreds or even thousands of time steps, making them ideal for tasks like language modeling or speech recognition. LSTMs are designed to mitigate the vanishing gradient problem, which can hinder training in traditional RNNs.



5.1. Limitations of This Study


The generalizability of the findings may be constrained by the specific characteristics of the datasets and the challenges considered. The reliance on deep learning models implies that the predictive accuracy is contingent upon the quality and representativeness of the training data. Furthermore, the absence of temporal dynamics in the dataset may limit the models’ ability to capture changes in attrition patterns over time. Additionally, while the models show predictive potential, their interpretability remains a challenge, and further research is warranted to enhance the transparency of deep learning models in educational contexts. Despite these limitations, this study contributes valuable insights into attrition prediction, paving the way for more refined models and interventions aimed at mitigating attrition challenges in diverse educational settings.




5.2. Recommendation for Further Studies


Further research and refinement of models may provide deeper insights into addressing attrition challenges in diverse educational settings. In considering future research directions, this study lays the foundation for further exploration into attrition factors within educational contexts. First, expanding the scope of the datasets by incorporating additional variables and collecting data from a broader range of institutions could enhance the models’ predictive capabilities. Additionally, examining the interplay between institutional and non-institutional challenges in attrition prediction could provide a more comprehensive understanding of student outcomes. Future research endeavors might also involve the incorporation of qualitative data, such as using interviews or focus groups, to capture nuanced aspects contributing to attrition that quantitative measures alone may not fully capture.
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Figure 1. A typical DL workflow to solve real-world problems [7]. 
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Figure 2. Students’ readiness to complete their study. 
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Figure 3. Difficulty in understanding the course material. 
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Figure 4. Institutional challenge dataset: frustration in accessing information from NOUN. 
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Figure 5. Institutional challenge dataset—use of social network platforms. 
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Figure 6. Institutional challenge dataset—academic performance. 
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Figure 7. Institutional challenge dataset—inadequate communication. 
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Figure 8. Non-institutional challenge dataset—family challenges. 
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Figure 9. Non-institutional challenge dataset—financial reasons. 
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Figure 10. Non-institutional dataset—sickness. 
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Figure 11. Correlation matrix between different factors that may affect student attrition in the institutional challenge dataset. 
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Figure 12. Correlation matrix between different factors that may affect student attrition in non-institutional challenge dataset. 
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Figure 13. Training and validation accuracy of LSTM model in the institutional challenge dataset. 
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Figure 14. Training and validation loss of LSTM model in the institutional challenge dataset. 
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Figure 15. Training and validation accuracy of CNN model in the institutional challenge dataset. 






Figure 15. Training and validation accuracy of CNN model in the institutional challenge dataset.



[image: Computers 13 00229 g015]







[image: Computers 13 00229 g016] 





Figure 16. Training and validation loss of CNN model in the institutional challenge dataset. 
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Figure 17. Training and validation accuracy of LSTM model in the non-institutional challenge dataset. 
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Figure 18. Training and validation loss of LSTM model in the non-institutional challenge dataset. 
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Figure 19. Training and validation accuracy of CNN model in the non-institutional challenge dataset. 
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Figure 20. Training and validation loss of CNN model in the non-institutional challenge dataset. 
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Table 1. Summary of related work on student attrition.
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	S/N
	Author
	Objective of Study
	Classification Techniques Studied
	Recommendation of Classification Techniques by Author(s)





	1
	[38]
	This research work demonstrates the effectiveness of this approach in predicting student performance, and ablation feature analysis is conducted to gain insights into the underlying factors that contribute to performance prediction.
	Graph Neural Network (GNN) and Convolutional Neural Networks (CNNs),
	Graph Neural Network (GNN)



	2
	[39]
	This study used machine learning model in predicting student dropout rates in the Business Informatics BSc course at the Faculty of Finance and Accounting of Budapest Business School using data extracted from the administration system.
	Boosted Decision tree
	Boosted Decision tree as best suited for predicting attrition rate.



	3
	[40]
	To find how effective the instructor in the higher education systems is, a group of machine and deep learning algorithms were applied to predict instructor performance in higher education systems.
	Machine and Deep Learning Techniques
	Deep Learning Techniques



	4
	[41]
	The aim of this study was to utilize machine and deep learning models to predict employee attrition

with a high accuracy, furthermore, to identify the most influential factors affecting employee attrition.
	Machine Learning and Deep Learning Techniques
	Deep Learning



	5
	[42]
	Implemented a method to predict student attrition in the upper years of a physiotherapy program with 23.58% males and 17.39% females’ population in the attrition student group.
	KNN and boosted Decision tree
	KNN



	6
	[43]
	The proposed deep neural network model outperforms existing machine learning methods in terms of accuracy, achieving up to 85.4% accuracy
	Machine Learning and Deep Neural Network
	Deep Neural Network—DNN



	7
	[44]
	The main goal of this paper is to explore the efficiency of deep learning in the field of EDM, especially in predicting students’ academic performance, to identify students at risk of failure
	A deep neural network (DNN), decision tree, random forest, gradient boosting, logistic regression, support vector classifier, and K-nearest neighbor
	Deep Neural Network—DNN



	8
	[45]
	This study predicts student dropout in two Chilean universities using machine learning models. It focused on finding out variables that trigger first-year engineering student probability of dropout.
	KNN, SVM, Decision tree, Random Forest, Gradient-boosting decision tree, Naive Bayes, Logistic regression and neural network.
	Gradient-boosting decision trees reports the best model.



	9
	[46]
	This study was focused on students at Abu Dhabi School of Management (ADSM) in the UAE that are at the risk of dropping out.
	Decision tree
	The use of decision tree has high significance in predicting students at risk of dropping out.



	10
	[18]
	The study mainly analyze the trends of feature processing and the model design in dropout prediction, respectively
	Recurrent Neural Networks (RNN), Convolutional Neural Networks (CNN), Graph Neural Networks (GNN) and other deep learning models
	Recurrent Neural Networks (RNN)



	11
	[1]
	The model has diverse features which can be utilized to assess how new students will perform and thus contributes to early prediction of student retention and dropout.
	BLSTM and CRF deep learning techniques
	BLSTM and CRF deep learning techniques.



	12
	[47]
	This study aims to predict students’ performance in a specific course as it is continuously running, using the statistic personal biographical information and sequential behavior data with VLE.
	simple RNN, GRU, and LSTM.
	GRU and simple RNN



	13
	[48]
	This study aimed at predicting student dropout at the Karlsruhe Institute of Technology (KIT)
	logistic regressions and decision trees
	Decision trees produced slightly better results than logistic regressions



	14
	[31]
	Deep learning algorithms could be applied directly on raw input data, and this could spare the most time-consuming process of feature engineering
	SVM, LOGREG or MLP and RNN—Deep learning Technique
	RNN



	15
	[49]
	This study explored the relationship between attrition and entrance examination, student place of origin and grades up to the point of abandonment of the major.
	
	



	16
	[29]
	this study proposes to use the deep learning algorithm to construct the dropout prediction model and further produce the predicted individual student dropout probability
	K-nearest neighbors (KNN), support vector machines (SVM), decision tree and Deep Learning techniques
	Deep Learning techniques










 





Table 2. Description of institutional challenges in the National Open University of Nigeria.
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	Column
	Data Type





	attrition
	object



	Difficulty-Course-materials
	object



	Frustration-information-NOUN
	object



	No-Social-Networking
	object



	Poor-Academic-Performance
	object



	Inadequate-Communication
	object










 





Table 3. Description of non-institutional challenges in the National Open University of Nigeria.
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	Column
	Data Type





	attrition
	object



	Family-Challenges
	object



	Financial-Reasons
	object



	Sickness
	object



	Others
	object










 





Table 4. Training and test accuracy of LSTM and CNN in the institutional challenge dataset.






Table 4. Training and test accuracy of LSTM and CNN in the institutional challenge dataset.





	MODEL
	Training (%)
	Test (%)





	LSTM
	57.29
	56.75



	CNN
	49.91
	50.50










 





Table 5. Training and test loss of LSTM and CNN in the institutional challenge dataset.
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	MODEL
	Training (%)
	Test (%)





	LSTM
	0.6765
	0.6852



	CNN
	0.6730
	0.6782










 





Table 6. Training and test accuracy of LSTM and CNN in the non-institutional challenge dataset.
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	MODEL
	Training (%)
	Test (%)





	LSTM
	50.98
	46.19



	CNN
	50.98
	46.19










 





Table 7. Training and test loss of LSTM and CNN in the non-institutional challenge dataset.






Table 7. Training and test loss of LSTM and CNN in the non-institutional challenge dataset.





	MODEL
	Training (%)
	Test (%)





	LSTM
	0.6928
	0.6953



	CNN
	0.6929
	0.6951
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
Inadequate Communication
-






media/file4.png





media/file30.png
0.505

0.504-

0.503-

0.502-

0.501-

0.500

0.499

Training and Validation accuracy

= Training accuracy
- Validation accuracy

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0





media/file39.jpg
0.6955

0.6950

o.6945

06940

06935

06930

25

50

75

‘Training and validation loss.

100

125

150

s

200





media/file18.png
Financial Reasons
Il No
Yes

58.2%





media/file35.jpg
o.6965

0.6960

o.6955

0.6950

o.s9a5

06940

06935

0.6930

Training and validation loss.





media/file21.jpg
10

o8
Difficulty-Course-materials - -0.067 0024 004 0014 -0.037
o6
Frustration-information-NOUN - 0,05
No-Social-Networking - 0.11
02
Poor-Academic-Performance 0.00051

Inadequate-Communication - 0.0004

Atrtion -

No-SociakNetworking

Difcty-Course-materils -

H
5

Frustratonnformation NOUN
Poor Academic Performance -





media/file26.png
0.570

0.565

0.560-

0.555-

0.550-

0.545

0.540-

2.5

5.0

Training and Validation accuracy

A\ WAA

7.5

—— Training accuracy
—— Vvalidation accuracy

=

10.0

12.5

15.0

17.5

20.0





media/file27.jpg
o.686

o688

o2

078

25

50

75

‘Training and validation loss.

100

125

15.0

7.5

200





media/file3.jpg





media/file22.png
Attrition

Difficulty-Course-materials - -0.067

Frustration-information-NOUN - -0.05

No-Social-Networking - 0.11

Poor-Academic-Performance --0.00051

Inadequate-Communication - 0.0004

Attrition -

-0.014

-0.037

Difficulty-Course-materials -

-0.05

-0.032

Frustration-information-NOUN -

0.022

No-Social-Networking -

-0.00051 0.0004

Poor-Academic-Performance -

-0.037

-0.032

0.022

Inadequate-Communication

1.0

0.8

0.6

0.4

- 0.2

- 0.0





media/file19.jpg
Sickness

No

Yes 44.9%

[} 200 400 600 800 1000 1200





media/file7.jpg
No 227%

o 200 400 600 800 1000 1200 1400 1600





media/file28.png
0.688 -

0.686-

0.684

0.682

0.680-

0.678

2.5

5.0

Training and validation loss

10.0

12.5

15.0

17.5

— Training loss
—— Validation loss

20.0





media/file10.png
No Social Networking platform among departmental course mates
mm No

Yes






media/file40.png
0.6955

0.6950

0.6945

0.6940-

0.6935-

0.6930-

2.5

5.0

7.5

Training and validation loss

10.0

12.5

15.0

17.5

— Training loss
—— Validation loss

20.0





media/file33.jpg
os1

050

049

047

046

oas

“Training and Validation accuracy

25

50

75

100

s

150

s





media/file32.png
0.6900

0.6875

0.6850

0.6825

0.6800

0.6775

0.6750

0.6725

2.5

5.0

Training and validation loss

10.0

12.5

15.0

17.5

—TrAINING 066
Vahdation loss

20.0





media/file14.png
Inadequate Communication
mm No
Yes

61.5%





media/file11.jpg
Poor Academic Performance

Yes

No 48.8%

o 200 400 600 800 1000





media/file6.png
Yes 58.9%

No 41.1%

0 200 400 600 800 1000 1200





media/file36.png
0.6965

0.6960

0.6955

0.6950-

0.6945

0.6940-

0.6935

0.6930-

Training and validation loss

— Tranng loss

\ahdaton lass





media/file15.jpg
Family Challenges
- o
s






media/file37.jpg
0505

o508

0503

0502

0501

000

0499

‘Training and Validation accuracy

25

50

7.5

125

150

s





nav.xhtml


  computers-13-00229


  
    		
      computers-13-00229
    


  




  





media/file41.png





media/file16.png
Family Challenges
N No
Yes






media/file2.png
Performance

\1

—






media/file20.png
Sickness

55.1%

Yes 44 .9%

0 200 400 600 800 1000 1200





media/file23.jpg
10

Attrition 00005 0.00056 000053 -0.00047
08

Family-Challenges - 0.0005 00079 0024 0006
06

Financial-Reasons - 0.00056  0.0079 00039 0012
-04

Sickness - 000053 0024  -0.0039
-02
others - 0.00047 0006 0012 00057

-00

M
2
B

Atrition -
sickness -

g
5

Financial-Reasons -






media/file5.jpg
Yes

No 1%

0 200 400 600 800 1000 1200





media/file24.png
1.0

Attrition 0.0005 -0.00056 0.00053 -0.00047

0.8
Family-Challenges - 0.0005 0.0079 0.024 0.006
0.6

Financial-Reasons - -0.00056 0.0079

Sickness - 0.00053 0.024

- 0.2

others - -0.00047 0.006

0.012 0.0057

- 0.0

Attrition -
Family-Challenges -
Financial-Reasons -

Sickness -

others





media/file29.jpg
0505

o508

o503

0502

o001

o499

Taining and Valldation accuracy

25

50

75

100

1ns

130

s





media/file1.jpg
R —

L






media/file31.jpg
0.6900

o875

o850

o025

06773

06750

06725

50

75

_Wolning and validetion less

100

125

s





media/file25.jpg
0570

o565

0560

0355

0550

045

0580

Training and Validation accuracy

A W\/\/\

50

75

100

15.0

1.5

20





media/file12.png
Poor Academic Performance

Yes 51 -20/0

No 48.8%

0 200 400 600 800 1000





media/file9.jpg





media/file0.png





media/file38.png
0.505

0.504-

0.503-

0.502

0.501-

0.500

0.499

Training and Validation accuracy

— Trainng accuracy
= Valdation accuracy

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0





media/file8.png
Yes 77.3./0

No 22.7%

0 200 400 600 800 1000 1200 1400 1600





media/file34.png
Training and Validation accuracy

2.5

5.0

7.5 10.0 12.5
