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Abstract: Miniaturization promotes the efficiency and exploration domain in scientific fields such as
computer science, engineering, medicine, and biotechnology. In particular, the field of microfluidics
is a flourishing technology, which deals with the manipulation of small volumes of liquid. Dispersed
droplets or bubbles in a second immiscible liquid are of great interest for screening applications or
chemical and biochemical reactions. However, since very small dimensions are characterized by
phenomena that differ from those at macroscopic scales, a deep understanding of physics is crucial
for effective device design. Due to small volumes in miniaturized systems, common measurement
techniques are not applicable as they exceed the dimensions of the device by a multitude. Hence,
image analysis is commonly chosen as a method to understand ongoing phenomena. Artificial
Intelligence is now the state of the art for recognizing patterns in images or analyzing datasets that
are too large for humans to handle. X-ray-based Computer Tomography adds a third dimension to
images, which results in more information, but ultimately, also in more complex image analysis. In
this work, we present the application of the U-Net neural network to extract certain states during
droplet formation in a capillary, which forms a constantly repeated process that is captured on
tens of thousands of CT images. The experimental setup features a co-flow setup that is based on
3D-printed capillaries with two different cross-sections with an inner diameter, respectively edge
length of 1.6 mm. For droplet formation, water was dispersed in silicon oil. The classification into
different droplet states allows for 3D reconstruction and a time-resolved 3D analysis of the present
phenomena. The original U-Net was modified to process input images of a size of 688 x 432 pixels
while the structure of the encoder and decoder path feature 23 convolutional layers. The U-Net
consists of four max pooling layers and four upsampling layers. The training was performed on 90%
and validated on 10% of a dataset containing 492 images showing different states of droplet formation.
A mean Intersection over Union of 0.732 was achieved for a training of 50 epochs, which is considered
a good performance. The presented U-Net needs 120 ms per image to process 60,000 images to
categorize emerging droplets into 24 states at 905 angles. Once the model is trained sufficiently, it
provides accurate segmentation for various flow conditions. The selected images are used for 3D
reconstruction enabling the 2D and 3D quantification of emerging droplets in capillaries that feature
circular and square cross-sections. By applying this method, a temporal resolution of 25-40 ms was
achieved. Droplets that are emerging in capillaries with a square cross-section become bigger under
the same flow conditions in comparison to capillaries with a circular cross section. The presented
methodology is promising for other periodic phenomena in different scientific disciplines that focus
on imaging techniques.

Keywords: microfluidics; multiphase flows; drops; micro-computed tomography; image analysis; 3D
imaging; artificial intelligence; U-Net; deep learning
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1. Introduction

In the 1970s, it became possible for the first time to create machines that combine
electrical and mechanical elements below the millimeter scale. These are referred to as
Micro Electromechanical Systems (MEMS). When the field expanded in the 1990s and
started to include fluids, it gave rise to the field of microfluidics [1]. Although microfluidics
have been advancing for several decades, the development of real-world applications
has long been slow due to the lack of a physical understanding of flow and interfacial
phenomena present, which is crucial for efficient device design. Recently, the COVID-19
pandemic demonstrated the importance of fast and accessible diagnostic methods, where
microfluidic applications have been at the forefront of these developments, enabling the
rapid development of SARS-CoV-2 antibody kits with high sensitivity and specificity [2,3].

An important field in microfluidics is the formation and flow behavior of multiphase
flows, where at least two immiscible fluids, which are referred to as the dispersed phase
and the continuous, wetting phase, flow as segments through small channels or capillar-
ies [2,4]. These multiphase flows are characterized by large surface-to-volume ratios and
good mixing to promote transport phenomena. Among the most important applications,
the screening of chemical reactions [5-7], drug efficacy [8,9], or antibodies [10,11] are inves-
tigated by many research groups. To establish highly periodic segmented flows two or more
immiscible liquids need to be brought into contact while flowing at a constant velocity in
such a way that the dispersed phase is exposed to the shear forces of the continuous phase.

Multiphase flows in microchannels can be categorized into several flow regimes,
namely, droplet flow, slug flow, and parallel flow [4]. The emerging flow regime depends
on fluid properties, flow parameters, the wetting behavior of the fluids, and the setup itself.
Due to the segmented flow and its high controllability, droplet flow and slug flow are the
preferred flow regimes in most microfluidic applications. The velocity and the ratio of
the involved fluids promote either of these two flow regimes [12]. In droplet flow, the
dispersed phase forms droplets that are smaller than the channel dimensions, whereas
slugs have a length that exceeds the channel diameter.

Achieving a specific flow within a capillary with defined volume of the dispersed
phase and spacing between segments is of great interest. The volume of the segments of
both the dispersed phase and the continuous phase depends on the volumetric flow rate
and the phase ratio of both phases as well as geometry factors, which are associated with the
given flow system. When the dispersed phase is emerging as a segment in the continuous
phase stream, it begins to grow simultaneously in the radial and axial directions to the
continuous flow, while the continuous phase continues to bypass the forming segment
(filling stage). When the segment has grown to the size of the channel and is thus blocking
the entire cross-section, it keeps growing in the axial direction until the force acting on the
dispersed phase is great enough to form a neck on the segment and pinch it off (necking
stage). The stable and reproducible slug flow formation with only negligible deviations
make it especially well-suited for a multitude of applications in which high precision
is demanded. Another decisive advantage that can only be achieved with slug flow is
the presence of inner vortices, known as Taylor vortices, in each segment, which further
promote mixing and consequently heat and mass transfer during flow [13].

Common experiments and evaluations of microfluidics are based on image analysis.
However, the phenomena that can be observed during multiphase flow formation are of a
three-dimensional nature [12,14]. The reliable periodicity of the process makes it suitable
for transference to a temporally resolved analysis, as can be seen in Figure 1.

Simple two-dimensional investigations and the assumption of symmetry are not able
to adequately represent the complex process and important details may not be noticed [15].
This applies in particular to devices with rectangular channels, which are popular due
to established manufacturing techniques. X-ray-based Computed Tomography (CT) is
an indispensable imaging method in modern clinical routines. With the ever-growing
interest in miniaturization and more detailed information, desktop CT scanners for insights
into technical, anthropomorphic, forensic, and archeological, as well as paleontological,
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applications were developed around the turn of the millennium. These applications extend
the use of the method as a versatile diagnostic tool for non-destructive analysis and three-
dimensional imaging in the micrometer (p-CT) and even nanometer range (nano-CT).
Unlike in clinical scanners, in desktop scanners, the X-ray source and the detector stay in
place during a scan while the specimen is rotated. The X-ray source emits X-rays that are
attenuated when passing through the investigated object and their remaining intensity
is measured by a detector, which in modern CTs, is usually a solid-state scintillator [16].
This process results in 2D X-ray projection images that are acquired at different rotation
angles w until a range of at least 180° is covered. These sets of 2D X-ray images are then
reconstructed into a virtual volume consisting of voxels, the three dimensional equivalent
of pixels. The resulting 3D representation provides a comprehensive view with a high
spatial resolution of the sample without intrusive or destructive methods, enabling the
creation of cross-sectional images at different angles [14].

periodic process temporally resolved analysis

o
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Figure 1. Principle sketch of how a periodic process like repeated slug formation can be classified
according to the state of droplet formation. The left side shows a regular slug flow, which is typical
for multiphase flows in capillaries, and the droplet formation mechanism with the steps from /; to
I5. On the right side, the repeated slug flow formation is temporally resolved for the steps [; to I5 to
obtain a series of stationary states that enable 3D analysis.

Artificial Intelligence (AI) has been thriving in the last decade in the detection of certain
patterns in thousands or even millions of images, a task that is relatively straightforward for
computers but intellectually difficult for humans [17]. To succeed at these tasks, computers
had to be taught to teach themselves, a capability known as Machine Learning (ML). In ML,
the selection and weight of patterns become part of the training process. This can be
further promoted by adding more layers, which are capable of selecting features from the
previous ones, which allows the computer to build complex systems out of very simple
building blocks—an approach that is known as Deep Learning (DL). ML algorithms are
commonly trained with datasets labeled by humans, which also serve as the ground truth.
The main goal of this supervised learning is to create a model that is capable of growing
more accurate the more data it is given. Due to the high level of parallelization in these
algorithms, graphics processing units (GPUs) are commonly used to execute them [18].

Computer vision tasks are usually performed by Convolutional Neural Networks
(CNNS). One of the first object detection tasks using CNNs was proposed in 1995, where
the authors developed a four-layer CNN to detect nodules in X-ray images [19]. CNNs are
DL architectures that draw their inspiration from the mechanisms of the visual perception
of living creatures. This architecture, derived from the functionality of neurons, is divided
into different layers performing a multitude of operations. These layers are connected in
a sequential manner in which the output of one layer is the input of the next. The exact
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order in which these layers are stacked depends on the specific model. The input layer
holds the pixel values of the processed image. Convolutional layers compute the neurons’
output based on the scalar product of the layers” weights and the connected input as the
layer slides across the spatial dimensions of the image with a specific stride and applies
each of its functions elementwise to the selected input matrix. The network will learn
kernels, known as activations, that ‘fire” when a specific feature is present at a specific
spatial position. The amount of different features to be detected is determined by the depth
of the convolutional layer. Pooling layers perform a downsampling operation along the
dimensions of the given input resulting in the reduction of parameters and computational
complexity. Fully-connected layers produce class scores from the activations. These class
scores are used to classify either the image in its entirety or segments of it. They are directly
connected to the neurons in the adjacent layers, while going through these layers the
input is transformed from the original input to produce class scores, which reflect the Al’s
confidence in the classification of the image or its segments. This represents the final layer,
the output layer.

For a long time, the main use for CNNs has been classification with a single class
as the output. However, in many visual tasks, the desired output includes localization.
Instead of just knowing what is in the picture, the position of the objects is just as important
as is the case for medical images, for example. For this purpose, the U-Net was developed
at the University of Freiburg [20]. The U-Net is a fully CNN architecture providing a
fast and precise object segmentation in both 2D and 3D images. Its robustness even for
small training data makes it to one of the state-of-the-art CNNs for segmentation, while a
classical CNN is limited to a contracting network of layers, the U-Net supplements this
contraction path by successive layers, where pooling operators are replaced by upsampling
operators and as a result, the resolution of the output is increased. Localization is achieved
by combining the high-resolution features from the contracting path with the upsampled
output. Based on this information, a successive convolution layer can learn to assemble a
more precise output. Although the U-Net was originally developed for segmentation tasks
in biomedical images [21,22], the authors claim that it can be useful in other areas [23-27].

In this work, we present the usage of the U-Net architecture to transfer dynamic,
but highly periodic flow phenomena in capillaries into a quasi-stationary observation.
Projection images, which are captured with a micro-CT, show emerging droplets that are
generated in a co-flow configuration. The high spatial resolution of the n-CT (~10 pm)
paired with the application of the U-Net enables time-resolved 3D analysis of relevant
droplet quantities. Although a similar approach was proposed by Schuler et al. [15], the ap-
plication of the U-Net ties in with the state of the art in image segmentation and outperforms
the vggl6 net used in previous studies. The presented Angular Resolve Method (ARM)
is a post-acquisition synchronization approach that is also known from biomedical imag-
ing [28-30] and technical applications [31]. The focus of this work is slug flow formation as
it is a robust and controllable process.

2. Materials and Methods

Due to the U-Net’s capabilities of fast and precise object detection and localization,
a wide range of applications in computer vision tasks becomes available. Datasets of
X-ray images, in the tens of thousands per scan, are significantly too large for personal
evaluation. In this work, the U-Net, which was originally developed to process biomedical
images, was adapted to recognizing certain states in a repeated process at different angles,
which are than sorted and reconstructed to enable the temporally resolved evaluation of
dynamic phenomena. In this way, a dynamic process can be turned into a quasi-stationary
observation at a certain number of time steps. These capabilities are utilized to evaluate
segmented flow formation in microfluidic channels.
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2.1. Experimental Setup

To gain a closer insight into the formation of segmented flows, two different geometries
of microfluidic channels were used, one with a square cross-section and the second with
a circular cross-section. The mechanisms of flow formation in microchannels with these
cross-sections have been previously investigated in [12,15]. By considering the two most
popular cross-sections used in microfluidics, we aim to understand how geometry affects
flow formation. Since the dispersed phase always contracts to a round shape due to its
surface tension, the corners of the square geometry enable bypassing flow of the continuous
phase and thus change the forces acting on the dispersed phase during its formation in
radial direction.

To guarantee comparability and rapid prototyping with minimum tolerances, the
capillaries are manufactured using stereo-lithographic 3D printing (SLA) [32,33]. The used
Formlabs Form 3+ (Somerville, MA, USA) SLA printer features X-axis and Y-axis reso-
lution as well as a layer height of 25 um and thus, provides the necessary precision to
fabricate microfluidic devices. The capillaries are made from Formlabs Clear v4 resin,
while the X-ray images do not depend on optical visibility, troubleshooting is enhanced
by the material choice to find stable flow conditions. To fit the entire droplet-generator
setup inside the p-CT, the capillaries are kept to a length of 50 mm. The circular chan-
nel has an inner diameter of 1.6 mm, while the square channel has an equal edge length
resulting in a hydraulic diameter of 1.6 mm. After printing the channels, a thorough
cleaning is essential. Due to the small internal diameter and ultimately high capillary
forces, the cleaning of the desired structure from excessive uncured resin requires multiple
cleaning steps, as described in detail in [34]. Since the resin is of a rather hydrophilic nature,
the inner surfaces of the capillaries are treated so that the contact angle of the dispersed
phase is increased and stable fluid flow can be established. For this purpose, a selective
fluorination process for SLA-printed microfluidic devices proposed by Catterton et al. is
used [35]. In this process, the 3D-printed capillaries are filled with a 10% (v/v) solution of
tridecafluoro-1,1,2,2-tetrahydrooctyl dissolved in FC-40 oil for 30 min. After the silaniza-
tion, the capillaries are rinsed using 95% (v/v) ethanol containing deionized water and
dried with pressurized nitrogen.

The segmented flow formation is realized using a co-flow setup. A polyurethane
medical intravenous canula (B. Braun Medical Inc., Melsungen, Germany) with an inner
diameter of 0.8 mm and a material strength of 0.15 mm is inserted straight through a
polyetheretherketone (PEEK) Tunction with an inner diameter of 1.6 mm (IDEX corpo-
ration, Northbrook, IL, USA). The dispersed phase is introduced via the canula and the
continuous phase enters in perpendicular direction. The capillary, which is printed with a
thread to enable simple arrangement of laboratory peripherals, is screwed on top of the
T-junction. The canula reaches into the channel, keeping the dispersed and continuous
phases separate until its tip. To ensure a reproducible experimental procedure, small guides
were printed into the capillary to center the canula during each assembly. The outlet
tube is screwed on top of the capillary to drain both phases out of the pn-CT and into
a beaker. Deionized water is used as the dispersed phase and the continuous, wetting
phase is polydimethylsiloxane (PDMS) (PDMDS-1cSt, ELBESIL-Ole B, L. Bswig GmbH,
Hofheim, Germany).

The p-CT scanner that was used to perform the experiments is a Bruker Skyscan 1275
(RJL Micro & Analytic GmbH, Karlsdorf-Neuthard, Germany) that has been modified
to contain routing fluorinated ethylene propylene (FEP) tubes with an inner diameter of
1.6 mm, allowing for continuous fluid supply and drainage while scanning. The scanner
and its peripherals are shown in Figure 2a.

The specimen is centered between the X-ray source (100 W, 20-100 kV) and the
distortion-free 3 Mp flat panel detector (1944 x 1536 px). The total specimen size is limited
to a diameter of 96 mm and a height of 120 mm. The attenuation of X-rays follows Beer—
Lambert’s Law [36], where I is the X-ray intensity, y is the attenuation coefficient, and ¢ is
the specimen thickness. The attenuation coefficient results from scattering and absorption,



Computers 2024, 13, 230

6 of 16

.

assembly space
SkyScan 1275

whereas the latter is mainly dependent on material density and the atomic number of the
atoms in the specimen.

I(u,0) = Iy - exp(—p - 6) 1

Two syringe pumps (VIT-FIT, Lambda Instruments GmbH, Baar, Switzerland) supply
the dispersed and continuous phases separately so that the relevant volumetric flow
rates in the range of 0.1-0.3 mL min~! can be set independently and different volumetric

flow rate ratios can be achieved. The pumps were calibrated gravimetrically. To ensure
regular droplet formation, the continuous phase is supplied first, until complete wetting
of the capillary, before the dispersed phase is introduced. The water and the PDMS are
equilibrated for at least 24 h before conducting the experiments. The tubes are fastened to
the rotation stage that holds the specimen, allowing for the full range of motion of 227°
necessary to create a complete scan.

10 mm

| droplet generator

O o

sample stage

Figure 2. (a) The p-CT used for the experiments and its surrounding peripherals. (b) A close-up view
of the specimen chamber with an installed capillary under investigation.

The capillary that is to be analyzed is installed in the experimental setup, as can be
seen in Figure 2b. Before the scan is started, it is ensured that regular droplet formation is
observable. A single scan takes roughly three hours, depending on the scanning parameters,
which are the angular step width of 0.25°, the amount of images obtained per angle
Nijp, = 65, and the exposure time of 30 ms. The most time-consuming factor during the
scans is the time it takes to save the images, which accounts for almost 85% of the scanning
time. For the optimum image contrast, a voltage of 30 kV and a current of 210 pA are set
for the X-ray source. The resolution of the scans is 14 pm, which represents a trade-off
between the installation of the experimental setup, the size of the observation window,
and the resolution itself. A flat-field correction, which calibrates the background image, is
updated before each experimental run to avoid poor imaging.

2.2. U-Net Implementation

Technically, the temporal resolution of tomographic imaging is low as a whole set
of aligning projection images is required to perform a 3D reconstruction, limiting the
application to only static or slow processes. Since it is not possible to ‘freeze’ an emerging
droplet and then start a scan of a stationary state, the U-Net is implemented as a post-
processing step to segment the projection images of emerging droplets. The segmented
images that capture the droplets at a certain state for each angle of the scan are then
automatically selected to enable 3D reconstruction and a temporally resolved evaluation.

The mechanism of droplet formation is known to be of great periodicity and consecu-
tively emerging droplets pass though the same stages of formation again and again. As a
consequence, there will always be a CT image that pictures the droplet at a certain state of
its formation if the number of images per angle (Nj,,) is large enough to capture it. For a
given rotational step width of 0.25° for 227° in total rotation and Nj, = 65, the procedure
generates roughly 60,000 images per scan. These images contain almost every possible
stage of droplet formation for each rotational step view.
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The U-Net, which has achieved state-of-the-art quality in X-ray image segmentation,
is trained to detect the position of the emerging droplet by searching for its vertex and
determine its distance to the tip of the canula /;. All other already detached droplets are
neglected as they are not part of the region of interest (ROI). In this way, the U-Net classifies
the states of the emerging droplets from the beginning of their formation to fully formed
and detached droplets. Inadequate segmentation would result in large offsets between
the droplet states, which, in consequence, would cause incorrect representations after the
reconstruction process. The temporal resolution results from the total number of steps
into which the U-Net divides the droplet formation. In the case of this study, a temporal
resolution of about 25-40 ms is obtained as the U-Net is set to differentiate between 24 steps
and the formation of each droplet takes roughly 0.6-1.0 s.

The U-Net architecture that was applied for the ARM is given in Figure 3a, and
an example CT image, the ground truth, and the U-Net output are given in Figure 3b.
The U-Net model consists of an encoder—decoder architecture with four contractions and
four expansions for pixelwise segmentation. The decoder layers are used to map the
low-resolution features of the encoder layers to the initial input resolution. This enables a
2D mask to be recovered that contains the droplet segmentation with the same size as the
input image. A detailed description of the U-Net implementation and the training is given
in Appendix A.

The encoder (downsampling) module is a contracting network that consists of a
sequence of 3 x 3 convolutional layers followed by a Rectified Linear Unit (ReLU) activation
function and a 2 x 2 max-pooling operation with stride = 2 for each downsampling.
The number of feature maps is doubled after each segment. The decoder (upsampling)
module is characterized by 2 x 2 upsampling, whereas the number of feature maps is
halved after each segment and concatenated with the corresponding feature map from the
encoder part so that the spatial resolution is doubled. Afterward, a 3 x 3 convolution and a
ReLU activation function are applied. A 1 x 1 convolution is used as a final layer, followed
by a sigmoid activation function to associate each component feature vector to the desired
number of classes.

(a) concatenate (c)
s 1 | h h
216x 344 216344 .
f 1
y 108172 108x 172
5Ahxae ¢=0° ¢=0.25° @=227°
encoder decoder
M convolutional Il dropout
Il max pooling M upsampling

9=0 9=0.25 @=227°

(b) input ground truth U-Net \ J /
[ I o
@ =227 ¢ =227 9 =227

i
9=0" 9=0 9=0"

Figure 3. (a) The U-Net architecture that was used for this work with an input image and the

classification of the image as the output. (b) An example CT image of an emerging droplet, the human-
labeled ground truth and the outlet of the U-Net that was trained for 50 epochs. (c) A sketch of the
ARM. The datasets are fed to the U-Net and are classified according to the defined states. Projection
images are acquired at each angular position from 0 to 227° in 0.25° increments. The U-Net is applied to
select one image for each angular position that captures a desired droplet state. The selected projection
images are then used to reconstruct a 3D volume for image analysis.
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Figure 3c emphasizes the working principle of the ARM as a whole. The datasets that
are fed to the U-Net consist of 65 images per angular step with a stepwidth of 0.25°, covering
227° in total. Based on the U-Net output, the image that represents the droplet for a defined
state according to its length /; for each angle is selected. As a result, the selected images for
one step capture the droplet at a certain state from each angular position, enabling the 3D
reconstruction and a quasi-stationary observation of the droplet. Ultimately, a temporal
dimension is added to obtain temporally resolved 3D analysis of the emerging droplets.

2.3. Image Analysis

By applying the ARM to the total amount of images obtained during one experimental
run inside the p-CT, a temporal resolution is added to the n-CT’s high spatial resolution to
observe droplet formation that covers the emerging droplet from the very first appearance
till its detachment. It is worth mentioning that, in fact, an averaged droplet is analyzed,
as the scanner takes 65 images in succession before the sample stage is rotated to the next
angular position. These 65 images capture several emerging droplets at various states,
covering the whole range of droplet formation. Since the formation mechanism results in
droplets of the same dimensions with negligible tolerances, we obtain a quasi-stationary
state out of a periodic process. Each of the 24 steps holds 905 images showing the droplet
in the same state at 905 different angular positions, so that a 3D reconstruction of the
p-CT images is enabled. The 3D reconstruction is done using NRecon (Bruker corperation,
Billerica, MA, USA), a commercially available reconstruction software that applies a filtered
back-projection algorithm, which was developed by Feldkamp, David, and Kress (FDK) [37].
During the reconstruction process, scanning artifacts, particularly ring artifacts and beam-
hardening artifacts, are compensated. The reconstruction provides 688 slices, which is
equal to the number of pixels of the ROI in the Y-direction with a resolution of 14 um,
which is equivalent to the edge length of the reconstructed voxels.

As the next post-processing step, the gray-scale image slices are converted according
to their gray values into binary images, in which the emerging droplet is assigned a value of
1 and all other phases are assigned a value of 0. For an ideal case, multi-class segmentation
of both fluids, the capillary material, and the background is required. However, for the
sake of less computational effort, binary segmentation is applied, so that the pixels either
belong to the dispersed phase or to the background. For the conversion into binary images,
several approaches exist, for example, threshold-based methods [38], edge detection [39],
and watershed segmentation [40,41], to name just a few.

As the different phases (water, oil, air, and resin) are quite easy to distinguish, the wa-
tershed algorithm has proven to be suitable for binarization. Watershed segmentation is a
technique in image processing used to identify and separate different regions in an gray-
scale image by treating the image as a topographic map in which the pixel values represent
elevation. The algorithm simulates the process of water filling valleys starting from the
local maxima in pixel values. The boundaries where water from different valleys would
meet define the segmentation lines. After applying the watershed segmentation, the binary
image only holds the information about the emerging droplet to keep the computational
effort as low as necessary to perform the dimensional analysis since each 3D array contains
roughly 130 million voxels per step per experiment.

Each reconstructed 3D image is 432 x 432 x 688 voxels with 8 bits per voxel bit depth.
By converting the dataset into an array, it can be treated as a set of 688 matrices 432 x 432 in
size containing values that are either 0 or 1. Based on the binary images, relevant quantities
that characterize the mechanism of droplet formation and that are crucial to any application
of segmented flows in microchannels are calculated and tracked over time. These include
the length, the minimum and maximum diameter, the volume, and the interfacial area.
Another characteristic quantity is the necking volume that accumulates behind the droplets
diameter and shears of the emerging segment. In addition, the formation mechanism can
be shown in a three-dimensional view and the change in a droplet us shape during its
emergence can be pursued.
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3. Results

To quantify the performance of image segmentation and classification by CNNSs,
several metrics exist. The most used metrics include precision, recall, accuracy, dice coefficient,
and Intersection over Union (IoU). All metrics are a measure of how well the applied model
performs in the intended image segmentation task. Figure 4 shows the accuracy and the
IoU of the applied U-Net in detecting emerging droplets versus the number of epochs used
in the model training. It can be seen that high accuracies for the training (0.934) and the
validation (0.932) are reached right after the first epoch. After six epochs, they significantly
increase, as the validation accuracy reaches a value of 0.963 and the training accuracy a value
of 0.982. Afterward, both metrics converge to a constant value greater than 0.99, before they
drop to a local minimum at epoch 22. Finally, both accuracies increase again, whereas the
validation accuracy fluctuates around a mean value of 0.984.

1.00 T T T T T

0.98

accuracy / —
o
8
1
loU /-

0.94

............ Training Acc
) Validation Acc
X X X x loU 10
0.92 . : , . x
0 10 20 30 40 50

epochs / -

Figure 4. The training accuracy (dotted gray line) and validation accuracy (solid black line) for
50 epochs can be tracked on the left Y-axis. The corresponding IoU (red markers) is given on the left
Y-axis for 1, 5, 10, 20, 30, and 50 epochs of training.

The shape of the curve is to be interpreted in such a way that there is a strong overfitting
at the beginning due to the simplicity of the task. The Al then starts to recognize the actual
pattern as it finds a way to regularize itself. This can be attributed to the dropout layers.
Dropout is a regularization technique that is often used in neural networks to prevent
overfitting and improve the generalization capability of the model. Dropout randomly
deactivates a certain number of neurons in the network during the training process. This
means that during each training epoch, some neurons and their connections are not active
and in consequence a slightly different network is trained for each epoch. Each neuron is
deactivated with a certain probability, the so-called dropout rate. By randomly deactivating
neurons during training, dropout prevents the model from being adapted to certain features
of the training data. This improves the model’s ability to generalize to new, unseen data [42].
The small fluctuations at the end are an indication that the model is more robust to different
states contained in the input data. However, due to the definition of the accuracy function,
the high accuracy values need to be viewed with great caution:

TP+ TN
TP+TN+FP+FN

The accuracy is calculated by the ratio of the sum of True Positive (TP) and True
Negative (TN) assigned pixels and the sum of the TP, TN, False Positive (FP), and False
Negative (FN) pixels. Simply put, it outputs the number of correct predictions divided by
the total number of predictions. For images with a very high proportion of background,
the accuracy will always be high, as it takes the correct predicted background pixels into
account. So for images where the object of interest is small compared to the whole image

()

accuracy =
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size, this metric is also high when the object is not segmented correctly, which is emphasized
in Appendix B. Nonetheless, based on the progression of the accuracy function, it can be
concluded that the Al has really standardized the task and performs reliably after the
second convergence interval. In images where imbalanced classes between the background
and the ROIs are present, like in medical images, the accuracy metric is less useful as it gives
equal weight to the model’s ability to predict all classes. In X-ray images, the IoU is one of
the most used state-of-the-art metrics for semantic segmentation because it penalizes false
positives, which is a common factor in highly class-imbalanced datasets. IoU is calculated
be dividing the TP pixels by the sum of the TP, FP, and FN pixels.

TP
~ TP+FP+FN ®)

The IoU, also known as the Jaccard similarity coefficient [43], rewards the overlap
between the mask of ground truth and the predicted output mask. Predicted bounding
boxes that heavily overlap with the ground-truth bounding boxes have higher scores than
those with less overlap. This makes the IoU an excellent metric for evaluating custom object
detectors as it takes into account how exact the X- and Y-coordinates match. In Figure 4,
it can be seen that the IoU score is equal or close to 0 for the first 10 epochs, even though
the accuracy is high. After 20 epochs of training the IoU reaches 0.587, indicating that the
U-Net recognizes the emerging droplet as a pattern in the images. The IoU score increases
to over 0.612 (30 epochs) until it reaches 0.732 (50 epochs), which can be considered a
very good result for the given segmentation task. It takes the U-Net roughly 120 ms
per image to process 60,000 images to categorize the emerging droplet into 24 states at
905 different angles.

Once trained, the model provides accurate segmentation for various flow conditions
and geometries without adjustment of any parameters. Figure 5a gives 2D representations
and Figure 5b gives 3D representations of the emerging droplet after the U-Net segmen-
tation, reconstruction process, and image analysis. As can be seen in the 2D plots, it is
possible to track the development of a droplet us shape based on its averaged contour,
with rotational symmetry around the X-axis. It can be seen that during the filling stage
(light-gray dotted lines), the droplet expands equally in the radial and axial directions.
Once the necking stage (dark-gray dashed lines) has been reached, the droplet continues
to grow in the axial direction until it detaches (solid black line). On a first view, it can be
stated from the 2D plots that the droplets in circular capillaries are roughly 1 mm shorter
than in rectangular capillaries under the same flow conditions and for the same capillary
dimensions. The rear part of the detached droplet is at a constant position, indicating
that the pinch-off of the droplet happens at the same axial coordinate. The reason for the
different droplet sizes can be derived from the geometry of the capillaries. As the dispersed
phase tends to contract to a minimum surface area due to its surface tension, a round shape
of the droplet will always be present. This enables the continuous phase to bypass the
emerging droplet in the corners of the square capillary that are not filled with the dispersed
phase. Hence, the forces that are acting on the droplet and are responsible for the pinch-off
are reduced in this geometry.

For validation of the analyzed data, the capillary walls at 7; = 0.8 mm are added to the
diagram to show that the determined droplet radii are accurate and hence the dimensional
analysis of the droplets is valid. In the square capillary, the droplet diameter exceeds the
actual capillary wall, which can be explained by the fact that the droplet has rounded
corners, but on the straight edges of the channel, the drop adheres to the wall apart from
a thin wall film. Since the radii are calculated based on the droplet area in each slice,
the droplet us radius appears a little larger in this case.

IoU
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Figure 5. (a) The 2D droplet contours tracked over the 24 steps provided by the U-Net classification
by plotting droplet radii over the droplet length. The diagram emphasizes the droplet evolution
starting at the filling stage (dotted light-gray lines) and over the necking stage (dashed dark-gray
line), until the droplet detaches (solid black line) in the circular capillary (top) with an inner diameter
d.; of 1.6 mm and for the square capillary (bottom) with d;, = 1.6 mm. (b) The reconstructed 3D
representation of the different droplet states in the circular (top) and square (bottom) capillary for
the filling stage (left), necking stage (middle), and the detached droplet (right) for a constant Weber
number We.

Furthermore, when looking at the foremost point of the emerging droplet, it is notice-
able that the step size provided by the U-Net is not entirely uniform. Possible reasons for
this could be the final IoU score of 0.732 and the associated deviation from the droplet state
or the fact that the U-Net searches for discrete points, as it divides the distance between
the detached droplet us foremost point and the canula tip into 24 equal distances, but the
conversion is limited due to the pixel size. However, this is not an issue in terms of the
dimensional analysis of the droplets as each state can be tracked back to a certain point
in time.

As previously mentioned, image acquisition with a p-CT enables 3D reconstruc-
tion and analysis of the droplets, as can be seen in Figure 5b. Ultimately, not only one-
dimensional variables such as radii or lengths can be determined but also two- and three-
dimensional variables such as the volume and surface area of the droplets. The latter are
of great interest in droplet-based microfluidic applications as transport phenomena are
promoted for large surface-to-volume ratios. The 3D plots also help to emphasize the
differences in droplet formation mechanisms for varying capillary geometries as the filling
stage, the necking stage, and the pinch-off of the droplet can be resolved and presented in a
comprehensible manner.

4. Conclusions

This contribution presents the successful application of a U-Net architecture to transfer
periodic flow phenomena into a quasi-stationary observation. For the image acquisition
of highly periodic droplet formation, p-Computed Tomography was used. The droplet
formation was realised in a co-flow setup where a canula was inserted into 3D-printed
capillaries with two different cross-sections, one circular and one square. Both feature an
inner diameter and thus a hydraulic diameter, of 1.6 mm. Other than the cross-section of
the capillaries, all other influential parameters were kept constant. Water was dispersed in
silicone oil, which was used as the continuous phase. The droplet formation was captured
on 65 X-ray images at 905 different angular positions resulting in about 60,000 images,
showing the droplet in different states during its formation. The proposed Angular Resolve
Method selects the X-ray images for each angular position that match one of 24 desired
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droplet states. As a result, 24 sets of images that capture the emerging droplet in its different
states are generated and reconstructed afterwards. The reconstructed X-ray images hold
3D information of the droplet and the application of the ARM adds a temporal resolution
of about 2540 ms. An Intersection over Union score of 0.732 was reached by the applied
U-Net. The proposed method enables the fast and precise 4D evaluation of process-relevant
droplet quantities and helps to make the present phenomena during droplet formation
more comprehensive.

Future work will focus on the evaluation of different droplet quantities to resolve the
droplet formation mechanism and the effect of capillary geometry and size. Furthermore,
the Angular Resolve Method will be applied to different material systems such as gas—
liquid flows to analyze the underlying physics of bubble formation. Another focus is to
transfer the U-Net to the resulting cross sectional images after reconstruction, enabling
faster and more automated 3D image evaluation. The Angular Resolve Method could
be easily transferred to similar technical investigations in which a certain periodicity is
present. For example, pool boiling or flow boiling experiments that rely on Al-assisted
image detection or chemical and biochemical reactions in which a phase change happens
frequently. In addition, the Angular Resolve Method could be used in other research
fields that meet the necessary criteria such as contracting heart cells or inflating and
deflating lungs. As cells-on-chips and organs-on-chips are trending, a 4D evaluation could
especially help to add new information to ongoing phenomena. However, depending on
the application, a new specified training of the U-Net might be necessary.
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Abbreviations

The following abbreviations are used in this manuscript:

Al Artificial Intelligence

API Application Programming Interface
ARM Angular Resolve Method

CNN Convolutional Neural Network

CT Computed Tomography

DL Deep Learning

FDK Feldkamp, Davis, and Kress algorithm
FEP Fluorinated ethylene propylene

FN False negative

FP False positive

GPUs Graphics processing units
ToU Intersection over Union

JSON  JavaScript Object Notation
MEMS  Micro Electromechanical Systems
ML Machine Learning


https://github.com/BasOld/Angular-Resolve-Method
https://github.com/BasOld/Angular-Resolve-Method

Computers 2024, 13, 230

13 of 16

PDMS  Polydimethylsiloxane
PEEK  Polyetheretherketone
ReLU Rectified linear unit

ROI Region of interest
SLA Stereolithography
TN True negative
TP True positive

VRAM  Video Random Access Memory

Appendix A

To implement the training and the final U-Net architecture in Python (version 3.11),
TensorFlow (version 2.16.1) serves as the main ML library. This library is focused on
training deep neural networks and offers a flexible ecosystem and a huge amount of
community resources. Keras is the Application Programming Interface (API) that comes
with TensorFlow, allowing for the creation and modification of models. For image handling
and to support interoperability with other image processing libraries, Scikit-image and
Scikit-learn are implemented as well. Before the actual training process of the network
can start, human-labeled data are necessary. For this purpose, the online labeling platform
Kili (Kili Technology, Paris, France) was used. Labeling images for segmentation involves
manually delineating the boundaries of the emerging droplets within the p-CT images.
A total of 492 images showing different states of droplet formation and at different angles
were labeled semantically and the resulting labels for all images are exported as a JavaScript
Object Notation (JSON) file. The JSON file is used to create masks, representing the true
value of the segmentation. The images responding to the files are loaded as well and,
together with the masks, are converted to NumPy arrays and stacked in a single dataset.
It is important to ensure that the images and masks are correctly aligned and that images
and their corresponding masks are in the same position in the dataset. The pixel value
for the images and for the masks are normalized and rescaled to a value between 0 and 1.
This is done since neural networks usually converge faster when using normalized input
data. The images themselves are rescaled to a resolution of 688 x 432 pixels. As every
MaxPooling operation halves the amount of pixels in both dimensions, the image must
be evenly divisible by 2* to ensure that four MaxPooling operations can be applied to the
height and width of the image. Scikit-learn, which also allows the randomization of the
order in which the data are fed to the learning model, is used to split the data into training
and validation data with a ratio of 90/10. The total training time for 50 epochs was about
13 min and 13.5 s/epoch in average after the first epoch had a training time of 116.2 s.
The learning parameters are given in Table Al. Data augmentation was not performed,
as the training data contains droplets at different stages and rotation angles.

Table Al. Learning parameters with which the U-Net was trained.

Parameter Value
Learning rate 0.001
Batch size 16
Optimizer Adam
Momentum rate 0.99
Weight decay none
Dropout rate 0.1,0.2,0.3
Epochs 1,5, 10, 20, 30, 50

The Keras model fit function allows the batch and epoch size to be determined and
was used to train the model. The batch size is the number of images and mask sets the
model is fed per cycle, while larger batches speed up the learning process, they necessitate
more Video Random Access Memory (VRAM). The epoch size determines how often the
entire dataset is iterated over. Before the actual segmentation can be performed, the input
data needs to be preprocessed. The images are loaded and processed in batches much like
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during the training. Pyvips and NumPy are used to load the images and convert them
into a single stacked NumPy array per batch. The images that are fed to the model for
segmentation need to be the same size as the images used for training, thus the images are
resized to a ROI that measures 688 x 432 pixels. The training and the actual application of
the U-Net are performed on a personal computer with two Intel(R) Xeon(R) Gold 6130 CPU
2.10 GHz processors with 128 GB RAM (Intel Corporation, Santa Clara, CA, USA) and an
NVIDIA Quadro P5000 GPU (Nvidia Corporation, Santa Clara, CA, USA).

Appendix B

epochs ground truth | U-Net output

10

20

30

50

Figure A1. Comparison of the input image, the ground truth, and the U-Net output for 1, 5, 10, 20, 30,
and 50 epochs of training.
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