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Abstract

:

There are excellent methods for modelling physical and elastic properties, for example, those based on ab initio atomistic procedures. For mechanical properties that are controlled by the motion of the dislocations, such methods have not been available in the past. One has been forced to resort to fitting the experimental data with empirical methods by involving a number of adjustable parameters. However, in recent years, methods based on physical principles have been developed for a number of mechanical properties. These methods can predict properties accurately without the use of fitting parameters. A review of such methods will be given, for example, for the modelling of creep deformation in metallic materials. It will be demonstrated that some properties can be described over a wide range of temperatures and strain rates. The advantage of these new methods is that they can be used for prediction, identification of mechanisms and extrapolation of results for new conditions.
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1. Introduction


In recent years, rapid progress has taken place for the basic modelling of properties. Perhaps the most striking development is with quantum mechanics (ab initio) calculations. The full many-body problem cannot be solved. However, there are excellent approximate procedures such as density functional theory (DFT), and practical computations can be readily performed. By minimising the energy of atomic systems, the crystal structure and lattice parameters can be predicted [1]. With the help of the modelled electronic structure, successful modelling of many physical properties has been performed. Examples are electric and thermal conductivity [2,3], surface properties [4,5] and elastic constants [6]. The virtue of this type of modelling is that no adjustable parameters are involved and no calibration for observations are needed. This is most important because it makes it possible to make predictions also for systems and cases, where no measurements have been performed. For these reasons, this type of computation is referred to as fundamental.



Another area where basic predictions can be made is in the field of thermodynamics (computational thermodynamics, CTD). The first step is to model the free energy of systems where predictions should be made. The free energy is described with a range of parameters that are fitted to properties like specific heat. This step is not fundamental since it involves adjustable parameters. But once the models for the free energy are established, fixed and collected in the thermodynamic databases, the free energy models can be used for predictions without involving any new adjustable parameters. This approach is called Calphad since it was first used to compute phase diagrams. The prediction of lattice structures and the content of alloying elements in and out of solid solutions is still one of the main applications of the systems. If combined with diffusion data, many types of microstructural changes such as precipitation, coarsening and dissolution of particles can be analysed and predicted. Since the predictions can be made without introducing new adjustable parameters, this type of computation is referred to as basic.



For mechanical properties, the situation is different. Only limited efforts for basic modelling have been performed so far in comparison to those with ab initio methods and CTD. However, for example, for time-dependent mechanical properties (creep), important results have been obtained [7]. The strength, ductility and toughness of alloys are controlled by dislocation mechanisms, and this makes basic modelling less straightforward. Mechanical properties have traditionally been handled with empirical models that have been fitted to experimental data with the help of adjustable parameters. The concept of basic modelling can mean different things to different researchers. To be precise, in the present paper, a basic model is one that can give a good description of observations without using adjustable parameters or somehow calibrating the model to the experiments, and it is derived from basic physical principles.



The probably most common way of measuring mechanical properties is with a tensile test, where a stress–strain curve is generated. Strength values are obtained as yield and tensile strength and ductility results as elongation and reduction in area. The modelling of stress–strain curves is almost exclusively performed with empirical methods. Hollomon, Ludwik and Voce are well-known models that are named after the person that first proposed them (for references to the original papers, see [8]). These models are simple mathematical expressions with two to three adjustable parameters. These models were proposed without any physical background. The only model that later has been possible to give a physically based derivation is that of Voce. This will be described in Section 3.



Since mechanical properties are governed by dislocation mechanisms, the dislocation structure must be precisely modelled. The starting point in this paper is an equation for the development of the dislocation density as a function of strain or time. There are three main contributions to the dislocation density: work hardening, dynamic recovery and static recovery. Basic models for these processes have been possible to derive for poly-crystals that are valid for FCC and BCC alloys. They will be described in Section 2. During all types of deformation, there is a competition between the generation (work hardening) and annihilation (recovery) of dislocations. During heat treatment, recovery is the dominating process. It is assumed that the models’ work hardening and recovery are general. It has been shown that they are able to describe strain-controlled and time-controlled deformation, as well as fatigue [9,10].



Both empirical and basic models can be quite valuable. In general, empirical models are presented first for a new phenomenon. They can often describe the experiments in a straightforward way. Later, when more has been learned about the phenomenon, semi-empirical or basic models are developed. One classical example is Bohr’s well-known empirical model for the hydrogen atom, where an electron is circulating around a proton. The model was superseded by a quantum mechanics model. Bohr’s model inspired a number of experiments and physical thinking and was very useful at the time. Nevertheless, with the fundamental quantum mechanics model, accurate predictions can be made. These are characteristics of the difference between empirical and basic models. Empirical models are simple to formulate and apply, but it is very difficult or impossible to generalise and extrapolate them for new conditions or new alloys, which is practically always desirable. Basic models are typically more difficult to derive, but the models can be applied even to systems where no experiments have been performed.




2. Dislocation Model


During deformation, new dislocations are continuously generated. Since the dislocations contribute to the strength, often the most important contribution, the generation of dislocations is referred to as work hardening. However, the generation of dislocations is not the only process active during deformation. If it were, the stress–strain curve would be straight, as for a brittle ceramic. However, with increasing stress, the dislocations are annihilating each other to quite some extent and this gives a curved stress–strain curve. This is illustrated in Section 3. Thus, the work hardening and the recovery processes are vital. Since the dislocation model is fundamental for the prediction of properties, a brief derivation of it will be given.



The expression for the work hardening is based on the Orowan equation [11]:


   ε ˙  = b ρ v /  m T   



(1)







  ε ˙   is the deformation rate, b is Burgers vector,   ρ   is the dislocation density, v is the velocity of the dislocations, and mT is the Taylor factor [12] that takes into account the translation from shear strains to tensile strains. Equation (1) is based on simple geometry of the deformation and is general. If Equation (1) is integrated, one obtains the following:


  ε = b ρ  L s  /  m T   



(2)







Plastic deformation takes place by the release of dislocations that travel, on average, a distance Ls, the spurting distance. If Equation (2) is derived and Ls is kept constant, the expression for work hardening is obtained as follows:


    d ρ   d ε   =    m T    b  L s            ( work   hardening )  



(3)







The spurt distance can be related to barriers in the material. Ls is controlled by the cell boundaries. The cell boundaries consist of dislocation networks that divide the material into a cell structure that is also called a substructure. Ls is assumed to be approximately equal to the cell diameter dsub.


   L s  =  n  sub    d  sub    



(4)







It might be thought that the spurting dislocations are fully stopped by the cell boundaries, which would give nsub = 1. However, it has been observed experimentally that dislocations can pass through at least one or two cell boundaries, implying that nsub = 1 to 3. The cell size dsub is related to the dislocation density according to a classical equation. For a derivation, see [13].


   d  sub   =    K  sub     α  m T   ρ  1 / 2      



(5)







The constant Ksub has a value of about 10 [14]. The theoretical value of the constant α is 0.19 [15]. Combining Equations (1) and (2) gives the following equation:


   L s  =    n  sub    K  sub     α  m T   ρ  1 / 2     =    c L     ρ  1 / 2      



(6)







Together with Equation (3), the following expression for the work hardening is obtained:


    d ρ   d ε   =    m T   ρ  1 / 2     b  c L            ( work   hardening )  



(7)







With mT = 3.06 [12], one finds that cL is about 35, which is accurate enough for a number of applications. However, for the stress–strain curves that are considered in Section 3, a more accurate value for cL is needed. Equation (7) is also a common representation of work hardening in empirical models; see for example [16,17].



When dislocations of opposite Burgers vectors become close together, they can form a low energy configuration or annihilate each other. This is referred to as dynamic recovery. This process is taken into account with the following equation:


    d ρ   d ε   = − ω ρ  



(8)







ω is referred to as the dynamic recovery constant. Equation (8) and the value of ω was derived by Roters et al. [18]


  ω =    m T   b   d  int   ( 2 −  1   n  slip     )  



(9)







dint is the distance where the interaction takes place and nslip is the number of slip systems (for FCC alloys nslip = 12). The value of dint is quite small [19]. In fact, dislocations have to touch each other before any annihilation can occur. Take copper as an example. According to ab initio calculations, the core radius is 1.3 b [20], which gives dint = 2.6 b. Inserting this value into Equation (9), ω = 15 is obtained in good agreement with observations. The combination of Equations (7) and (8) are commonly used to describe stress curves both in basic [21] and empirical work [22,23]. A list of other similar papers can be found in [24].



Dislocations on a given slip plane with opposite Burgers’ vectors attract each other, and if they are free to move, they will eventually annihilate each other. The change in the dislocation density can be described by the following equation:


    d ρ   d t   = − 2  τ L   M     cl      ρ 2   



(10)







t is the time,   τ  L the dislocation line tension, and Mcl the dislocation climb mobility. The reduction in the dislocation density is time-based, meaning that it does not only occur during deformation but also during heat treatment. The idea behind Equation (10) was suggested by Friedel [25], but he never gave any derivation of it. Lagneborg and co-workers [26] were the first to make extensive use of it. To derive Equation (10), a network of dislocations with an average spacing of R will be considered. Two screw dislocations of opposite sign will attract each other according to the following equation:


    d R   d t   = −  M  cl   b σ = −  M  cl   b   G b   2 π R   ln (  R   r 0    ) = −    M  cl    τ L   R   



(11)




where G is the shear modulus. In the second equality, the stress from a neighbouring screw dislocation is introduced. In the third equality, the expression   τ  L = Gb2/2 for the line tension of a dislocation is introduced. If edge or mixed dislocations are involved instead, the result is the same. The time telim that it takes to eliminate one pair of dislocations is obtained after integrating the last member of Equation (11).


   t  elim   =    R 2    2  M  cl    τ L     



(12)







Differentiation of Equation (12) with respect to time yields the following equation:


    d R   d t   =    M  cl    τ L   R   



(13)







This equation describes the recovery of dislocation. If now, the relation R =   1 /  ρ    is applied to Equation (13), Equation (10) is recovered.



The derivation above is limited to a pair of dislocations. To illustrate the behaviour for a network of dislocations, dislocation dynamics simulations have been performed. Randomly distributed parallel dislocations have been considered with six different Burgers vectors; see Figure 1. Edge dislocations are represented with four sets (top, bottom, left, right) and screw dislocations with two (down, up). Dislocations of opposite signs (top, bottom), (left, right) and (down, up) attract each other and eventually annihilate each other.



The findings of the simulations are shown in Figure 2. It can be seen that the results agree quite well with Equation (10). The validity of this equation is obviously not restricted to a single pair of dislocations.



Combining Equations (7), (8) and (10) gives the full equation for the dislocation density, as follows:


    d ρ   d ε   =    m T    b  c L     ρ  1 / 2   − ω ρ − 2  τ L   M  cl    ρ 2  /  ε ˙   



(14)







In the final term of Equation (14), the chain rule for the derivative has been used:


    d ρ   d t   =   d ρ   d ε    ε ˙   



(15)







The three terms of the RHS of Equation (14) represent work hardening, dynamic recovery and static recovery. The equation is not fully general for polycrystalline alloys. It works well for FCC alloys. However, for some materials like martensitic steels, more than one type of dislocation density has to be taken into account. This means that a system of equations of the same type as in Equation (14) has to be formulated [27].




3. Stress–Strain Curves


3.1. Empirical Models


Since empirical models are discussed a number of times in this paper, a few examples will be given for stress–strain curves. Stress–strain curves are, for example, obtained in ordinary tensile tests. Examples for the austenitic 17Cr12Ni2Mo stainless steel 316H at room temperature and at 800 °C are shown in Figure 3.



A number of empirical expressions to represent stress–strain curves can be found in the literature. Some of the classical methods are those of Ludwik, Hollomon, Voce and Swift. The equations are listed in Equations (16)–(19). References to the original papers are given in [8].


  σ =  a 1   ε   m 1        Hollomon  



(16)









   σ =  a 1  +  a 2   ε   m 1        Ludwik   



(17)









   σ =  a 1  −  a 2   e  − Ω ε       Voce   



(18)









   σ =  a 1    (  ε 0  + ε )    m 1        Swift   



(19)







σ is the stress and ε is the strain. The remainder of the quantities are adjustable parameters that are fitted to the data. Equations (16)–(19) are applied in Figure 3. The methods of Ludwik, Voce and Swift provide a satisfactory representation in Figure 3a at room temperature but not that of Hollomon. On the other hand, at 800 °C, in Figure 3b, three of the approaches work well but not Voce’s method.



However, the deficiencies are easily fixed by including more adjustable parameters. One way is to combine the Ludwik and Voce methods, as follows:


  σ =  a 1  +  a 2   ε   m 1    +  a 3   e  −  Ω 2  ε       Ludwik + Voce  



(20)







Another way is to duplicate the approaches:


  σ =  a 1  +  a 2   ε   m 1    +  a 3   ε   m 2        Ludwik 2 m  



(21)









   σ =  a 1  +  a 2   e  −  Ω 1  ε   +  a 3   e  −  Ω 2  ε       Voce   2 Ω   



(22)







The use of these extended expressions is illustrated in Figure 4. Now, satisfactory fits are obtained both at room temperature and at 800 °C.



There are characteristic features of empirical models. The models discussed above were all proposed just to be able to fit stress–strain curves and none had any physical background. Only one method, the Voce method, has later been possible to give a basic derivation, which is shown in Section 3.2. By generalising the expression and increasing the number of adjustable parameters, the fits can naturally be improved. A characteristic feature of empirical models is that it is typically not possible in advance to identify the model that gives the best representation of the experimental data, since it depends on the material and the testing conditions. It is also obvious that empirical models are of little value for identifying operating mechanisms.




3.2. Basic Model


In this section, a basic derivation will be given for the Voce Equation (18). The derivation will be based on Equation (14) for the strain dependence of the dislocation density. At ambient and modestly high temperature, it can be shown that the last term in Equation (14), the static recovery term, is typically small and can be neglected. This will be illustrated below. Neglecting the static recovery term, Equation (14) can be integrated directly:


  ρ =   (    m T    b ω  c L    )  2    ( 1 − exp ( − ω ε / 2 ) )  2   



(23)







The Taylor equation is used to compute the strength from the dislocations [16]:


  σ =  σ y  +  σ  disl   =  σ y  +  m T  α G b  ρ  1 / 2    



(24)




where σdisl is the strength contribution from the dislocations, σy is the yield strength, α = 0.19, a theoretically derived constant [15,28], and G is the shear modulus. The strain dependence of the strength is obtained by combining Equations (23) and (24).


  σ =  σ y  +   α G  m T    2    ω  c L    ( 1 − exp ( − ω ε / 2 ) )  



(25)







The maximum stress in Equation (25) is called the saturation stress σsat.


   σ  sat   =  σ y  +   α G  m T    2    ω  c L     



(26)







Equation (27) has precisely the form of the Voce Equation (18).


    a 1  =  σ  sat     ;    a 2  =  σ  sat   −  σ y    ;    Ω 1  = ω / 2   



(27)







Equation (14) without the last term has been applied for many years to derive the Voce equation [16,22,23]. However, in these papers, a number of adjustable parameters were involved. But that is no longer necessary. The parameters are based on theoretically derived values, except for the yield strength that is batch-dependent in a way that cannot be predicted at present. For the yield strength, it is consequently necessary to use experimental values.



The temperature dependence of the yield strength is approximately proportional to that of the shear modulus G(T), which is often linear in temperature.


   σ y  ( T ) =  σ y  (  T 0  )   G ( T )   G (  T 0  )    



(28)







In Figure 5, the model in Equation (25) is applied to stress–strain curves for pure Cu with 50 ppm P, Cu-OFP. The slope of the curves represents the work hardening, which is approximately constant at low strains. With increasing strain, there is a gradual decrease in the work hardening. The modelled stress–strain curves eventually reach a maximum value, σsat, in Equation (26). The measured tensile stress–strain curves cannot cover large strains since necking takes place, where the engineering stress starts to fall rapidly.



When computing the model curves in Figure 5, the last term in Equation (14), the static recovery term, was ignored. The justification for this is illustrated in Figure 6. If static recovery is taken into account, the saturation stress is lowered. Since the climb mobility in the static recovery term is proportional to the diffusion coefficient, the contribution from the term increases with temperature. Thus, the influence on the static recovery is much less in Figure 5 than in Figure 6 because of the lower temperature in Figure 5. When stress–strain flow curves are determined at a higher temperature, they often have the appearance of the ‘static recovery’ curve in Figure 6. At larger strains, a stationary stress appears that is typical when creep is the dominating deformation mechanism.





4. Stationary Creep


4.1. Basic Model for Stationary Creep


In the common form of creep strain testing, a specimen is exposed to a constant load or stress while the amount of strain is recorded. The creep straining is usually divided into three stages: primary, secondary and tertiary [29]. The typical behaviour is that the strain rate (creep rate) is high in the primary stage but continuously slows down until the secondary stage is reached, where the strain rate is constant. This situation prevails until the tertiary stage is entered, when the strain rate is increased. Many studies are focussed on the secondary stage because it gives a well-defined creep rate as a function of stress and temperature [19]. The secondary stage is also referred to as the stationary stage, since the creep rate is approximately constant.



The present paper only considers dislocation creep. At sufficiently high temperatures, diffusion creep where the creep deformation takes place by diffusion of vacancies is expected to be of importance. However, it has been known for many years that diffusion creep can be strongly overestimated by the classical models [30,31]. For example, according to the Coble creep model (diffusion along grain boundaries), diffusion creep should be dominating in austenitic stainless steels at stresses of around 50 MPa at 700 °C, but that has not been found experimentally [32]. In two recent studies, it has been demonstrated that dislocation creep can be the controlling mechanism even if the stress dependence of the secondary creep rate has an exponent of 1 [32,33]. These findings make it more difficult to find out where diffusion creep is of importance, and for this reason, it is not taken up in this paper.



Sometimes sliding grains (grain boundary sliding, GBS) are introduced as a separate mechanism parallel to dislocation creep. GBS can be a dominating mechanism during superplasticity [34]. However, it is shown in recent, still unpublished work by the author that basic models for GBS based on dislocation creep can be derived that can account for observations of superplasticity. Although GBS is important for many phenomena, not least for cavitation [35], there is no need to consider it as a separate mechanism.



The most important characteristic of creep is that the deformation can continue at constant load. This should be contrasted with the deformation behaviour of, for example, steels at ambient temperature. Then, straining only takes place when the load is increased. The basis of the understanding of the creep deformation is the creep recovery theory [26]. It states that there must be a balance between the generation and annihilation of dislocations during secondary creep. Expressed in another way, the rates of work hardening and recovery must be the same. The conditions during secondary creep are assumed to be constant. For example, the dislocation density   ρ   does not change, and the strain and time derivatives of   ρ   must vanish. From Equation (14), the secondary creep rate     ε ˙   sec     can then be obtained:


    ε ˙   sec   =   2  τ L  b  c L     m T     M  climb    ρ  3 / 2    



(29)







To reproduce observations, the contributions from dynamic recovery in Equation (14) are ignored. Taking other strength contributions than those from the dislocation density into account, Equation (24) is reformulated to the following:


   σ  disl   = α  m T  G b  ρ  1 / 2   = σ −  σ i   



(30)







σdisl is the dislocation stress. σi is an internal stress that was the yield strength in Equation (24). In alloys, important contributions that come from solid solution hardening and particle hardening must be included in σi. Basic models for the influence of the two mechanisms on the creep deformation are available. The background and history of these models can be found in [36,37]. They have, for example, successfully been applied to austenitic stainless steels [38,39].



Equation (29) can be transferred to stresses with the help of Taylor’s equation (30).


     ε ˙   sec   =  h  sec   ( σ −  σ i  )    where     h  sec   ( σ ) =   2  τ L  b  c L     m T     M  climb   ( T , σ )  f  SFE      σ 3      ( α  m T  G b )  3      



(31)







The factor fSFE takes into account the splitting of dislocations into partials. This factor can be related to the stacking fault energy [40].



The mobility Mclimb relates the climb velocity of the dislocations to the applied stress σ.


  v =  M  climb   b σ  



(32)







Glide of dislocations takes place in the slip plane and climb is perpendicular to it. Climb is associated with the emission and absorption of vacancies and is a slower process than glide. Recent findings suggest that dislocation creep is fully controlled by climb [7]. An expression for the climb mobility of metals was derived by Hirth and Lothe [41]:


   M   climb 0    =    D  s 0   b    k B  T    e    σ  b 3     k B  T      e  −    Q  self      R G  T      



(33)




where T is the absolute temperature, Ds0 is the pre-exponential coefficient for self-diffusion, Qself is the activation energy for self-diffusion, kB is Boltzmann’s constant, and RG is the gas constant.



At low stresses, the climb mobility is almost independent of stress. Together with Equation (31), this gives a creep rate that is proportional to the third power of the stress, which is often formulated as the stress exponent of 3. This behaviour is sometimes referred to as the natural creep law [42], since it is more a less automatically given by the creep recovery theory. A stress exponent of 3 is often found at high temperatures. However, there are many factors that can influence the stress exponent. If creep is controlled by pipe diffusion along the dislocations instead of bulk diffusion, the creep exponent is raised by 2 [43]. The most important contribution comes from strain-induced vacancies. It raises the climb mobility by a factor [7].


   f  clglide   = exp      Q  self      R G  T     (  σ   R  max     )  2     



(34)







Rmax is the true tensile strength at ambient temperatures. Equation (34) has been accurately verified for Al [44] and Cu [7]. It can give a stress exponent of up to 30 to 50 close to ambient temperatures.




4.2. Application to Aluminium


Equation (31) will now be applied to aluminium. The expression (33) for the climb mobility will be used together with Equation (34). A special but small effect has to be taken into account, namely, the Peierls stress, which is usually neglected for FCC metals. Shin and Carter [45] computed the following value for the Peierls stress:


   σ  pe   = 4.9 ×   10   − 5   G  



(35)







The results for three temperatures are illustrated in Figure 7.



At intermediate stresses, the slope of curves is about 4.5, which corresponds to the stress exponent. At larger stresses, the slope is higher, indicating the start of power law break down. At low stresses, the stress exponent is also higher due to the presence of the Peierls stress.




4.3. Application to Nickel


As pointed out above, the expression for fclglide in Equation (34) works well for Al and Cu. However, for nickel, another expression has been derived [40]:


   f  clglide   = 1 +   Δ c    c 0    = 1 +    2   K  sub  2     k B  T     b  c L   τ L      ( α  m T  )  3   m T     f  SFE      σ 2     G 2     e    σ  b 3     k B  T      



(36)







For Ni at lower temperatures, pipe diffusion must be considered. This is achieved by replacing the expression for bulk diffusion with the following [43]:


   D  eff   =  D  self   + ρ  A d   D d   



(37)




where   ρ   is the dislocation density, Ad is the core area of the dislocations and Dd is the dislocation diffusion coefficient. Using Equations (31), (34), (36) and (37), the creep rate can be computed. The results are compared to experimental data in Figure 8.



With Equation (36), an approximately constant stress exponent of 7 is obtained. There are three contributions to the stress exponent: (1) 3 from Equation (31); (2) 2 from fclglide in Equation (36); and (3) 2 from Equation (37) for pipe diffusion, adding up to 7. It is evident that the basic creep model can describe experimental data for the secondary creep rate of Al and Ni in an acceptable way.





5. Primary Creep


5.1. The 2σ Model


A natural starting point for deriving expressions for primary creep is to modify the expression (31) for the creep rate in the secondary stage. A simple assumption is to use the expression for hsec unchanged and introduce an effective stress. In the so-called 2σ model, the chosen effective stress σeff2σ is [7]:


   σ  eff   2 σ   = 2 σ − 2  σ i  −  σ  disl    



(38)




where σ is the applied stress, σi is the internal stress and σdisl is the dislocation stress, cf. Equation (30). Equation (38) can be slightly generalised to handle tertiary creep as well [48,49], but that will not be covered in the present paper. With the effective stress, the creep rate in the primary stage can be expressed as:


    ε ˙   prim   =  h  sec   (  σ  eff   2 σ   )  



(39)







In the beginning of the primary stage, the effective stress can be twice the applied stress, which gives a very high strain rate. Equation (39) is valid also in the secondary stage, where the dislocation stress is given by Equation (30). If this value for the dislocation stress is inserted into Equation (38), Equations (39) and (31) are identical.



Equation (39) is compared to experimental data for Cu with 50 ppm P (Cu-OFP) in Figure 9. In Figure 9a, the creep strain versus time is given. The observed strain on loading is 0.15, in agreement with the model. In Figure 9b, the strain rate versus time is shown. The straight line in the primary stage in the double logarithmic diagram indicates that the ϕ model is satisfied. This model is further discussed in Section 5.2. After about 4000 h, there is a transition in Figure 9 from the primary to the secondary stage. This is most directly seen in Figure 9b, where the slope of the curve is gradually reduced. In the secondary stage, the strain rate takes a constant value. This a consequence of the increase in the dislocation density and thereby the dislocation stress. It is evident from Equation (38) that this implies that the effective stress is reduced and from Equation (39) that the creep rate is lowered. It should be pointed out that no adjustable parameters are involved in the models.




5.2. The Stress Adaption Model


The 2σ model works well at normal stress levels. However, it is not applicable at low stresses. The reason is that the highest stress in the model is twice the applied stress and that turns out to not be enough to cover the full range of creep rates at lower stresses. Fortunately, there is another model that is more suitable at low stresses, which is called stress adaption. A derivation of the model can be found in [33]. It is not very complex, but it will not be repeated here. The difference between the 2σ model and stress adaptation is the effective stress. In stress adaption, it takes the following form:


   σ  eff   SA   =   σ (  σ i  ( T ) + K ( T ) )    σ i  ( T ) + K ( T ) ( 1 −  e  − Ω ε / 2   )    



(40)




where σi(T) is the internal stress, including a possible yield strength. K(T) is the difference between the saturation stress σsat and σi, cf. Equation (26). In fact, the parameters in the model are closely related to those in the model for the stress–strain curve. If the time is not too far from the secondary stage, the same parameter values as for the stress–strain curve can be used. For example, Ω is equal to the dynamic recovery constant ω in Equation (23). In the same way as in Equation (39), the creep rate is obtained by inserting the effective stress in the expression for the secondary creep rate:


    ε ˙   prim   SA   =  h  sec   (   σ (  σ i  ( T ) + K ( T ) )    σ i  ( T ) + K ( T ) ( 1 −  e  − Ω ε / 2   )   )  



(41)







A simplified version of Equation (41) will be analysed to reveal some of its properties [32]. It is expressed in terms of a Norton equation, with the parameters of the proportionality constant A and the stress exponent n [51]. Assuming small strains, the exponential can be expanded.


    ε ˙   prim   = A       σ ( 1 +  σ y  / K )    σ y  / K + Ω ε / 2 )      n   



(42)







This equation is integrated as a function of time:


  ε =     ( 1 + n ) A     1 / ( n + 1 )         2 σ ( 1 +  σ y  / K )  Ω       n  n + 1      t   1  n + 1     −   2  σ y    K Ω    



(43)







The time derivative of Equation (43) is:


    d ε   d t   =       ( 1 + n ) A     1 / ( n + 1 )     n + 1         2 σ ( 1 +  σ y  / K )  Ω       n  n + 1      t  −  n  n + 1      



(44)







After integration and derivation, it might be thought that Equations (42) and (44) would be identical, but that is not the case, because Equation (42) is a function of strain and Equation (44) is a function of time.



The stress exponent in Equation (44) is n/(n + 1), which is about 1 if n is not too small. This means that dislocation creep can give a stress exponent as low as 1 during primary creep and be a competing process to diffusion creep. It is shown in Section 5.5 with aluminium that this applies to the full model in Equation (41) as well and not just to the simplified version.



The empirical ϕ model can describe the creep in the primary stage for many materials [33,52].


      ε ˙   prim ϕ   =  A ϕ   t  − ϕ    



(45)




where t is the time and Aϕ and ϕ are parameters. It is evident from Equation (44) that the stress adaption model follows the ϕ model with a value of ϕ = n/(n + 1). This is also the case for the strain dependence, provided that the following criterion is satisfied:


     σ y   K  <   Ω ε  2   



(46)







As pointed out above, under close to stationary conditions, the dynamic recovery constant ω can be used for Ω. The dislocation stress must always be below the applied stress. When the dislocation stress approaches the applied stress, a transition to a semi-stationary stage takes place, where the exponential in Equation (40) must be small. It can be shown that this gives the following value for Ω [33]:


  Ω ≈   3 α G  m T    2    2  c L  ( σ −  σ i  )    



(47)








5.3. Cu-OFP at Low Stresses at 95 °C


Ho [53] performed creep tests for Cu-OFP at 95 to 150 °C at stresses from 20 to 100 MPa. The tests were carried for about 5000 h and then interrupted. The measured strain rates at interruption were 3 × 10−13 to 1.0 × 10−10 1/s. As will be illustrated below, the tests were never near to stationary conditions. Examples of the test results are shown in Figure 10. The observations are compared to the primary creep model in Equation (41). A comparison is also made to the ϕ model in Equation (45).



These results and similar findings for the other tests carried out by Ho [33] illustrate that the primary creep model can give a good representation of the data. As indicated in Equation (44), the basic equation (41) is in accordance with the ϕ model.



With the help of Equation (31), the stationary creep rate can be estimated for the case in Figure 10. The value found is 1.3 × 10−22 1/s. This is obviously many orders of magnitude lower than the observed creep rate of 3 × 10−12 1/s. It is clear that the model in Equation (41) can describe the very early stages of primary creep and that the ϕ model is satisfied also under these conditions.



The behaviour of the primary creep model over extended times is illustrated in Figure 11. The creep model follows the ϕ model over many orders of magnitude in time. The model goes towards the constant stationary stress value, when the stationary stage is reached as it should.



The use of the ϕ model is shown in Figure 10 and Figure 11. The ϕ values of the parameter values in the model are selected as the average of the values from the basic model that were found to be in the range from 0.85 to 0.95 [7,54]. The Aϕ values were computed from the following equation:


     A ϕ  =   ε ˙   sec     ( t /  t  sec   )   − ϕ    



(48)




where the creep rate       ε ˙   sec     in the secondary stage is given by Equation (31). tsec is an estimate of when the secondary stage is reached.


     t  sec   =  ε  sec   /   ε ˙   sec    



(49)







The values for εsec = 0.1 at the start of the secondary stage were taken from studies at higher stresses. The results in Figure 10 and Figure 11 show that the simple ϕ model gives a reasonable description of both the creep rate versus time and creep strain versus time.



These results must be considered as astonishing, taking into account the low value of the stationary creep rate. The values in Figure 11 for 125 °C and 40 MPa can be taken as an example. According to the stationary creep model, Equation (31), the stationary creep rate is 1 × 10−18 1/s and the time to reach the secondary stage is tsec = 3 × 1013 h, which is more than 1 million years. It seems evident that a constant ϕ value as well as the primary creep model can represent the data over this extended period of time.



The creep model was originally formulated for Cu-OFP for creep tests at near ambient temperatures at stresses between 150 and 180 MPa, corresponding to creep rates in the interval from 1 × 10−11 to 1 × 10−7 1/s [19]. The application to the low stresses corresponds to an extrapolation of at least 10 orders of magnitude in the creep rate. Without a basic model, such an extrapolation is not possible.




5.4. Creep of Cu-OFP at 600 °C


The results from the creep test of Cu-OFP (Cu with 54 wt. P) at very low stresses at 600 °C have recently been published [33]. The stresses were chosen as 1, 1.5 and 2 MPa, and the tests were carried out from 12,000 to 17,000 h. This was long enough to reach the secondary stage in at least two of the tests. The original intention was that the stresses were low enough to ensure that diffusion creep would be controlling. However, as will be seen, this did not turn out to be the case. The minimum creep rate is given as a function of stress in Figure 12.



In Figure 12, the stress exponent is 3 for the experimental data. The experiments are compared to the model for stationary creep in Equation (31). The model gives a stress exponent of 4 for Cu-OFP and 3 for Cu-OF (pure Cu without P). How the influence of P is taken into account is described in [7]. With an experimental creep exponent of 3 and a dislocation model than can reproduce the data, it is clearly shown that dislocation creep is the controlling mechanism. This is in spite of the fact that diffusion creep in the grain boundaries (Coble creep) gives a significantly higher creep rate (Figure 12b). Diffusion creep in the bulk (Herring–Nabarro creep) yields a creep rate of the right order of magnitude but with the wrong stress exponent of 1. A possible mechanism to explain why Coble creep can overestimate the observed creep rates can be that the deposition of material that takes place at the grain boundaries cannot occur without accompanying creep in the bulk. This means that the Coble creep rate cannot be significantly faster than the bulk creep rate. This phenomenon is referred to as constrained boundary creep [32,33].



In Figure 13, the results for the creep in the primary stage are compared to the stress adaption model in Equation (41). The room temperature values of σy and K available in [55] are chosen. The Ω value is selected according to Equation (47). It is also ensured that the criterion (46) is satisfied.



The ϕ model is followed except when the stationary stage is reached and a constant strain rate is obtained. At 2 MPa, the stationary creep rate is somewhat overestimated. This is evident already from Figure 12. Again, a reasonable representation of the experimental data has been obtained.




5.5. Aluminium at Low Stresses; Harper–Dorn Creep


Harper and Dorn investigated creep in aluminium at very high temperatures and low stresses in an attempt to observe diffusion creep [56]. They obtained a stress exponent of 1 that is a characteristic feature of both Coble and Nabarro–Herring creep. However, the observed creep rate was two orders of magnitude higher that of Nabarro–Herring. They suggested that a new form of dislocation creep had been found. Since coarse-grained aluminium was studied, Coble creep was not of importance. The findings of Harper–Dorn have been widely debated and a number of attempts have been made to reproduce the results that are now referred to as Harper–Dorn creep. In two more recent papers, available data have been reanalysed [57,58]. One suspicion was that the creep tests had not been of sufficient length to reach the secondary stage. For this reason, Kumar et al. [58] carried out new longer tests. They found a stress exponent of 3, clearly demonstrating that ordinary dislocation creep is involved. Several sets of published data were consistent with these observations, including the data of Harper and Dorn, if an assumed threshold stress was removed.



Some of the observations show a lower stress exponent than 3. A possibility is that the stationary stage had not been reached in these cases. To investigate that, these results will be compared to the primary creep model in Equation (41).



Harper–Dorn creep is near to stationary conditions. A value of Ω = 40 is chosen, which is the temperature-corrected value from the stress–strain curves. For σy(T)/K(T), a ratio of 0.01 has been selected that fulfils the criterion (46). As long as this value is small, it does not influence the results much, cf. Equation (44).



In Figure 14, comparisons are made to the experimental data for both stationary and primary creep. The stationary creep model, Equation (31), giving a stress exponent of 3 is in good accordance with most of the data. In two of the data sets, attempts were made to ensure that stationary conditions had been reached [58,59]. These data are close to the stationary curve. Most of the tests had a duration of up to 1000 h. However, there are some data that lie above the stationary creep curves. In one series, Ginter et al. [59] purposely used a shorter testing time of 200 h to try to stay in the primary stage. These data marked as reduced are indeed located above the stationary curves. In the three remaining sets [56,60,61], the testing times were not specified, and it can be assumed that they represent data in the primary stage. They are also located above the stationary curve. In the diagram, predicted curves for primary creep of length between 68 and 938 h are included. The data deviate from the stationary curve below 0.2 MPa. In this range, the results clearly overlap with the data that are expected to be in the primary creep range.



In Figure 14, the predicted stress dependence of Nabarro–Herring creep is given. It is well below the stationary creep line. A grain size of 1 mm has been assumed. In the various investigations mentioned above, a coarse grain structure has been chosen to avoid influence from diffusion creep.



The stress exponent that is predicted from the primary creep model, Equation (41), is illustrated Figure 15 as a function of stress at the four testing times considered in Figure 14. At very low stresses, a stress exponent of about 1 is found. This is also the case for two of the test sets in Figure 14. Above a stress of 0.08 to 0.3, the secondary stage is reached at the analysed testing times, giving a stress exponent of 3. It is evident that dislocation creep in the primary stage can give a stress exponent of about 1, in agreement with Equation (44).





6. Discussion


The main purpose of this review paper is to show that accurate prediction of mechanical properties can be made. The models must be based on fundamental physical principles. An essential ingredient is also that the use of adjustable parameters is avoided. The most important effect of this is that basic models can be derived which are valid over a wide range of conditions. This will now be quantified for creep of Cu.



Basic models for creep of copper were first developed for conditions at near ambient temperatures at high stresses [7,19]. Models for both primary and secondary creep were established. In Section 5.2, data for creep at low stresses at 600 °C were analysed. The same high-stress models were successfully applied in this case. This represents a very large extrapolation both in terms of stress and temperature. This is illustrated for the secondary creep rate in Table 1. Ratios for stress changes are given as the creep rate at the high stress value divided by that at the low stress value. The corresponding ratios for temperature changes are shown as the creep rate at the high temperature divided by that at the low one. The stress change ratios depend on the temperature, and the temperature change ratios are a function of the stress. The precise creep rate ratios are not very important but their very high values of 10 orders of magnitude or more demonstrate that the models can handle a wide range of conditions.



The results in Table 1 are not unique. We saw in Section 5.3 for Cu-OFP at 95 °C that the stress changes could cope with a creep rate ratio of 1 × 1010. A table similar to Table 1 can be set up for aluminium [32]. The resulting stress change and temperature change creep ratios are quite similar to those in Table 1. The most important consequence of the high extrapolation ratios is that they verify the accuracy of the basic models.



Accurate modelling of the mechanical properties of alloys is thus possible without involving adjustable parameters. To mention just a few other examples, precipitation hardening has been handled for CuCo alloys [37] and austenitic stainless steels [62], solid solution hardening for aluminium alloys [7] and austenitic stainless steels [36], and ductile and brittle rupture for austenitic stainless steels [38,39]. However, much more remains to be accomplished.




7. Conclusions


In the paper, models that can accurately describe mechanical properties without involving adjustable parameters are reviewed. The derivation of the models is based on basic physical principles.



The starting point is a model for the development of the dislocation density describing the effect of work hardening and recovery. From the dislocation model, expressions for stress–strain curves and for the temperature and stress dependence of the creep strain rate can be derived.



The basic models for mechanical properties can be made valid for a wide range of conditions and can be generalised and extrapolated. This is verified for creep models of primary or secondary creep. They can reproduce data at low and high temperatures as well as low and high stresses, representing an extrapolation of the creep rate by 10 orders of magnitude or more.



A better direct verification of the basic models and their wide applicability is difficult to find.
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Figure 1. Dislocation dynamics simulation in 2D of static recovery. There are edge dislocations with four Burgers vectors (in the directions top, bottom, left and right) and screw dislocations with two Burgers vectors (in the directions down and up). A total of 200 dislocations remain in the simulation of the original 1300. 
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Figure 2. Number of dislocations versus time during static recovery. Dislocation simulation results are compared with Equation (10). In the figure, the values from Equation (10) are scaled to the same number of initial dislocations. 
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Figure 3. Stress versus strain for the austenitic stainless steel 17Cr12Ni2Mo0.08C (316H); (a) at room temperature; (b) at 800 °C. Equations (16)–(19) are compared to experimental data from [8]. 
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Figure 4. Stress–strain curves in comparison to the extended Equations (20)–(22) for the same data for 316H at room temperature as in Figure 3; (a) room temperature; (b) 800 °C. 
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Figure 5. Stress versus strain for Cu-OFP at 75 °C compared to the model in Equation (25) with experiments. Data from [21]. (a) 1 × 10−4 1/s; (b) 1 × 10−7 1/s. 
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Figure 6. Stress versus strain for Cu-OFP at 175 °C and 1 × 10−7 1/s compared to the model in Equation (25) with experiments [21]. To analyse the role of static recovery (the last term in Equation (14)), results with and without this term are shown. 
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Figure 7. Secondary creep rate versus stress for pure aluminium. Equation (31) is compared to experimental data from [46]. Reprinted from [7] with the permission of intechopen. 
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Figure 8. Secondary creep rate versus temperature at six stresses for pure nickel. Predictions using Equations (31), (34), (36) and (37) are compared to experimental data from [47]. Redrawn from [40] with the permission of ASME. 
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Figure 9. Creep test of Cu-OFP at 75 °C and 160 MPa. The creep test was interrupted after 12,000 h; (a) creep strain versus time; (b) creep rate versus time, Equation (39). Redrawn from [50] with the permission of Elsevier. 
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Figure 10. Primary creep in Cu-OFP at 95 °C, 20 MPa. Experimental data from [53]. Primary creep model in Equation (41). ϕ model according to Equation (45); (a) creep strain versus time; (b) creep strain rate versus time. Reprinted from [49] with the permission of MDPI. 
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Figure 11. Creep strain rate versus time for Cu-OFP at 125 °C and 40 MPa for creep rates over extended times. Experimental data from Ho [53]. Reprinted from [33] with the permission of Elsevier. 
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Figure 12. Minimum creep strain rates versus stress for Cu-OFP at 600 °C. (a) Experimental data are compared to the model in Equation (31) for Cu-OFP and Cu-OF (without P); (b) experimental data are compared to the classical diffusion creep models for bulk diffusion (Nabarro–Herring creep) and grain boundary diffusion (Coble creep). Reprinted from [33] with the permission of Elsevier. 
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Figure 13. Creep strain rate versus time at two stresses, 1.5 and 2 MPa, for Cu-OFP at 600 °C. Experimental data are compared to the model in Equation (41). Reprinted from [33] with the permission of Elsevier. 
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Figure 14. Creep strain rate versus stress for Al at 650 °C. Experiments are compared to model results. The stationary model is taken from Equation (31) and the primary creep model from Equation (41) after different times. The Nabarro–Herring model for a coarse grain size of 1 mm is also given. Experimental data from [56,58,59,60,61]. Reprinted from [32] with the permission of Elsevier. 
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Figure 15. Creep stress exponent versus stress for Al at 650 °C according to the model in Equation (41) after four times in the primary stage. Reprinted from [32] with the permission of Elsevier. 
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Table 1. Secondary creep rate ratios of copper between 75 and 600 °C.
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Temperature, °C

	
Stress, MPa

	
Creep Rate

Ratio, Stress

	
Creep Rate

Ratio, Temperature






	
75

	
1.5->165

	
4 × 1018

	




	
600

	
1.5->165

	
3 × 1011




	
75->600

	
1.5

	

	
6 × 1015




	
75->600

	
165

	

	
4 × 1010








Reproduced from [33] with the permission of Elsevier.
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