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Abstract

:

The oil palm industry is vital for the Malaysian economy. However, it is threatened by the Ganoderma boninense fungus, which causes basal stem rot (BSR) disease. Foliar symptoms of the disease include the appearance of several unopened spears, flat crowns, and small crown size. The effect of this disease depends on the severity of the infection. Currently, the disease can be detected manually by analyzing the oil palm tree’s physical structure. Terrestrial laser scanning (TLS) is an active ranging method that uses laser light, which can directly represent the tree’s external structure. This study aimed to classify the healthiness levels of the BSR disease using a machine learning (ML) approach. A total of 80 oil palm trees with four different healthiness levels were pre-determined by the experts during data collection with 40 each for training and testing. The four healthiness levels are T0 (healthy), T1 (mildly infected), T2 (moderately infected), and T3 (severely infected), with 10 trees in each level. A terrestrial scanner was mounted at a height of 1 m, and each oil palm was scanned at four positions at a distance of 1.5 m around the tree. Five tree features were extracted from the TLS data: C200 (crown slice at 200 cm from the top), C850 (crown slice at 850 cm from the top), crown area (number of pixels inside the crown), frond angle, and frond number. C200 and C850 were obtained using the crown stratification method, while the other three features were obtained from the top-down image. The obtained features were then analyzed by principal component analysis (PCA) to reduce the dimensionality of the dataset and increase its interpretability while at the same time minimizing information loss. The results showed that the kernel naïve Bayes (KNB) model developed using the input parameters of the principal components (PCs) 1 and 2 had the best performance among 90 other models with a multiple level accuracy of 85% and a Kappa coefficient of 0.80. Furthermore, the combination of the two highest PC variance with the most weighted to frond number, frond angle, crown area, and C200 significantly contributed to the classification success. The model also could classify healthy and mildly infected trees with 100% accuracy. Therefore, it can be concluded that the ML approach using TLS data can be used to predict early BSR infection with high accuracy.
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1. Introduction


The oil palm (Elaeis guineensis) is a species of palm that is extensively planted in Southeast Asia, which is currently the main palm oil-producing region. In Malaysia, oil palm is the most important commodity crop, and the country is one of the world’s largest palm oil producers. Palm oil and palm-based products are among the country’s top 10 exports, with annual exports increasing steadily over the last 30 years. White-rot fungus, identified as Ganoderma boninense, is the causal pathogen for basal stem rot (BSR) disease [1]. It has been found that a Ganoderma boninense attack can lead to yield reduction in fresh fruit bunches (FFBs) of up to 4.3 tonnes per hectare, and it was estimated that more than 400,000 ha could be affected in 2020, amounting to 1.74 million tonnes of FFB yield reduction [2]. According to [1,2], the Ganoderma boninense species is the most devastating, having a significant detrimental effect on the palm oil industry and the economy in Southeast Asia.



Healthy trees are considered to have a larger crown size and a better developed canopy compared with infected trees [3,4,5]. BSR infection can cause a change in the physical appearance and growth of oil palm trees. This change is due to the internal tissue damage caused by the Ganoderma boninense fungus, which restricts the level of water and nutrient consumption. Consequently, this affects the ability of the plant to perform normal photosynthesis, disrupting growth and degenerating the oil palm tree’s physical condition [6]. Nutrient deficiency results in impaired new leaf growth [7] and, in severe cases, the non-development of new leaves or bunches has been observed [8]. Stunted leaf growth also leads to smaller crowns [9,10]. The effect of the disease on the tree’s physical structure is more pronounced and detectable when the infection is more severe. The foliar symptoms of infected trees are flattening of the crown, a high presence of unopened spear leaves, and a smaller crown size (Figure 1). The lack of standards, coupled with error-prone methods, has led to contradictory assessments in the literature [11,12]. Laboratory-based methods are reliable for early detection; however, they are costly, complex, and ill-suited for outdoor conditions. Sensor-based techniques can distinguish between healthy and unhealthy oil palm trees with varying levels of accuracy. However, these techniques are not sufficiently able to distinguish between the different levels of infection severity.



Light detection and ranging (LiDAR) is an active ranging method that measures the distance or range to a target using pulsed laser light. It can directly represent the external structure and profile of an object, such as a tree. Extensive biometric data have been used by researchers and field site workers to estimate tree properties while reducing inventory costs. Previous studies have demonstrated that terrestrial LiDAR can be used to obtain canopy vegetation profiles and other structural tree properties from an understory perspective [13,14,15,16,17,18,19]. These researchers used point cloud data from terrestrial laser scanning (TLS) and extracted data for various features, such as tree height, diameter at breast height, crown height, width, area, and plant area index. The results show that point cloud data from a terrestrial scanner can be used for the extraction of various tree features with high correlation. On the basis of this literature, we can conclude that TLS is well adapted for the intensive in situ study of tree geometry. However, very few TLS studies have focused on the detailed oil palm tree architecture. Recently, the authors of [20] studied the changes in the oil palm architecture, owing to the BSR disease, whereas [21] used single and combined features extracted from oil palm trees using the TLS method. The latter study used the raw data and a regression approach to measure how close it fits the expected model’s line and curve. The same study also discussed the importance of the extracted features, whereas a machine learning approach has not yet been used.



Research into image processing for plant disease detection has grown rapidly over the past decade [22]. Machine learning (ML) approaches have been applied in various fields, including bioinformatics, aquaculture, food, and precision farming, which is now also known as digital farming [23]. ML has emerged to facilitate the monitoring and early information on plant health for strategic management strategies. To study nutrient disease in oil palms, a kernel-based support vector machine (SVM) classifier was applied to 420 oil palm leaf samples [24]. Three hundred images were used for training and 120 images were used for testing, comprising 40 images from each of the following nutrients: magnesium, nitrogen, and potassium. The images were pre-processed using a median filter, and then color histogram-based features and gray level co-occurrence were extracted from the images. An SVM with a polynomial kernel (soft margin) executed the classification with 95% accuracy. Meanwhile, the naïve Bayes (NB) method was used to diagnose oil palm disease in Indonesia [25] on the basis of various symptoms identified in the leaves, spear, stem, and fruits. According to the results, the diagnosis of oil palm disease was achieved with 80% accuracy. Furthermore, a thermal imaging technique was employed to detect BSR disease using 53 healthy and 53 infected palms [26]. Four values were extracted from the images: maximum, minimum, mean, and standard deviation of pixel intensity. Further analysis was conducted using principal component analysis (PCA), followed by two classification techniques, SVM and k-nearest neighbor (kNN). The SVM results achieved better results than kNN, with 89.2% accuracy during training and 84.4% during testing. The proposed techniques are capable of distinguishing between healthy and BSR-infected oil palm trees, but they are unable to detect the infection’s level of severity.



Multispectral Quickbird satellite images were used by [27] for BSR disease classification in Sumatra, Indonesia. The site consisted of 144 oil palm trees of different ages, ranging from 10 to 21 years old, which were divided into two classes: 99 healthy trees and 45 unhealthy trees. The results showed that the random forest (RF) classifier was the best classifier in comparison with SVM and regression tree (CART) models, with the highest accuracy in the producer (91%), user (83%), and overall (91%) categories. Subsequently, images from the WorldView-3 satellite, which has a panchromatic resolution of 131 cm, eight bands with 1.24 m resolution, and a revisit interval of less than 1 day, were used for BSR severity classification [28]. Oil palm trees were selected on the basis of four severity labels: healthy, initially unhealthy, moderately unhealthy, and severely unhealthy. Similar ML algorithms were applied, with CART being replaced by decision tree (DT), while a stepwise variable selection was used to obtain significant variables to separate the classes. As a result, the SVM approach was the best classifier for distinguishing all four classes, with a moderate overall accuracy of 54%. In addition, a neural network analysis method was used to isolate and classify the spectral data of healthy and infected oil palm trees [29]. A total of 1016 oil palm leaflet samples (416 samples from the first trial and 600 samples from the second trial) were obtained from frond numbers 9 and 17. Spectral data of the foliar samples were scanned using a portable spectroradiometer at 1.45-nm intervals, at a range of 273 to 1100 nm, with a resolution of 5 nm. The neural network method used in that study was the back-propagation and multilayer method, owing to its ability to determine non-linear combinations of raw, first, and second derivative spectral datasets. The best results in distinguishing between T1 and T2 infection levels occurred in the visible green wavelength range, with accuracies of 83.3% and 100% for 540 and 550 nm, respectively.



The detection of BSR in oil palms was also explored in North Sumatra, Indonesia, using PP-SYSTEMS at a range of 310 to 1130 nm (256 bands, 10 nm resolution) [11]. The system was mounted on a 2 m shaft on top of a scaffold to measure the canopy of 95 oil palm trees consisting of the following categories: healthy (36 trees), level 1 (18 trees), level 2 (38 trees), and level 3 (3 trees), with level 3 being the most severely infected. The classification method using partial least squares discriminant analysis (PLS-DA) was applied and the results showed that the proposed method could distinguish between healthy and infected trees with 98% accuracy and between the four classification levels with 94% accuracy. In addition, the authors of [30] used a handheld portable hyperspectral spectroradiometer to collect the leaf reflectance data from frond number 17 for 47 healthy, 55 slightly damaged, 48 moderately damaged, and 40 severely damaged oil palm trees. PCA, followed by the kNN classification model, resulted in an average overall accuracy of 97% with the second derivative dataset. These techniques have the ability to differentiate between healthy and non-healthy trees with varying levels of accuracy. However, further improvements are needed to accurately distinguish between the levels of severity, especially between levels T2 and T3.



The researchers used electrical properties, such as impedance, capacitance, dielectric constant, and dissipation factor to detect BSR disease in oil palm trees at an early stage [31]. Only 56 samples from mature oil palm trees were selected, with 14 trees in each of the four infection levels. Leaflets from frond number 17 were randomly collected, with 224 samples gathered in total. PCA was performed to reduce the dimensionality of the data, followed by classification models using linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), kNN, and NB. QDA achieved the highest accuracy, at 80.79%, and impedance was the best parameter, with an overall accuracy ranging from 82% to 100%. Meanwhile, a handheld e-nose sensor was used to detect BSR disease by taking Ganoderma boninense basidiocarp samples to the laboratory for testing without conducting field tests [32]. Data processing consisted of PCA, hierarchical cluster analysis, and LDA, which were used to find the separation between the samples. The results showed that a possible approach is to segregate the infected and healthy trees; however, with different levels of infection, further research is needed. Moreover, ALOS PALSAR 2, a synthetic aperture radar sensor emitting L-band microwave radio waves, was used to classify four severity levels in 92 oil palm trees [33]. For the reception and emission of radar acquisition, the researchers employed two polarisations of the satellite images, namely, HH (horizontal–horizontal) and HV (horizontal–vertical). The data were pre-processed to filter out noise using the sentinel application platform (SNAP). The multilayer perceptron (MP) classifier for HV polarization achieved better results than the KStar classifier, with 77% accuracy.



A summary of the ML approaches to classifying the severity of BSR infection in oil palms is given in Table 1. Different input data were used, and various levels of accuracy were obtained using the diverse methods of ML. However, none of them used TLS as input data. Therefore, further research is needed to determine the capabilities of TLS combined with ML techniques to detect BSR disease using oil palm tree crown properties.



It is hypothesized that the BSR infection causes physiological changes in the oil palm trees, which are enhanced and can be easily detected over time. Ganoderma boninense fungus produces enzymes that damage the xylem and phloem tissues, which play a crucial role in the storage and transport of water and carbohydrates [34]. Severe water deficits and low carbohydrate intake may limit metabolic functions, thus impeding the tree growth and deteriorating the physical condition of the oil palm trees. Therefore, the use of ML techniques is expected to improve the efficiency and accuracy of the results.




2. Materials and Methods


2.1. Data Collection


The study area was located at an oil palm plantation in Seberang Perak, Malaysia. The oil palm trees in this replanted plantation area were all approximately 9 years old, when palm oil production is at its peak. The trees were bred from D × P (Dura0020× Psifera) and the soil type was peat. The study area was located at an average altitude of 19.36 m above sea level and had a topology with a slope variation of less than 1°. Maintenance of the oil palm planting, including fertilization regime, fruit harvesting, pruning, and weed management followed that of the commercial oil palm estates. Adequate pruning of mature palms was required to remove dead or senescing leaves and to allow access to the FFBs at the correct harvesting time. The planting density of the plot was 142 palms/ha and the palms were planted in an equilateral triangle pattern at a distance of 9 × 9 × 9 m. The data used to develop the classification model were collected in early July 2017. This model was later tested using data from different plot collected in September 2018. In order to ensure the validity of the oil palm tree samples during the testing stage, the same experts predetermined the healthiness level of the trees using manual inspections in early July 2017. There was some difference between data collection in early July 2017 (Figure 2b) and September 2018 due to upgrading of the SCENE software (FARO Technologies, Inc., Florida, USA), which allows for data collection without reference spheres. The scanner was mounted on a surveying tripod at a height of 1 m and a distance of 1.5 m from an oil palm tree [35,36]. The depth image from a single viewpoint of the tree did not provide sufficient information to construct a complete, three-dimensional (3D) point cloud model; therefore, each tree was scanned at four different positions [18,35,37,38] (Figure 2).



A total of 80 oil palm trees used in this study, with 40 each for training and testing process being pre-determined by the experts from the MPOB using manual inspections based on visible symptoms appearing on the tree [39]. For each process, the oil palm trees were categorized into 4 healthiness levels with 10 trees for each level: T0 (healthy palm, no foliage symptoms (0%), no fruiting body), T1 (mild infection, minimal foliage symptoms (0–25%), fruiting body), T2 (moderate infection, foliage symptoms (25–50%), fruiting body), and T3 (severe infection, foliage symptoms (50–75%), fruiting body) [26,37]. Subsequent results and discussions in this paper were based on these levels. The occurrence of Ganoderma boninense in the oil palm trees was then confirmed by Ganoderma selective medium analysis [40].



A FARO laser scanner (Focus 3D X 120; FARO Technologies, Inc., Lake Mary, USA) was used for data acquisition. It uses a continuous wave (phase-based) laser operating at 905 nm in the infrared section of the light spectrum. The scanner operated at a pulse repetition frequency of 97 Hz and a maximum range of 120 m. The scanner uses high-speed laser technology to acquire millions of 3D laser points for detailed measurement and documentation in a significantly shorter time period. It sends an infrared laser beam to the center of the rotating mirror before projecting it outward from the scanner. Once the infrared light comes into contact with the object, it is then reflected back to the scanner. The output is a 3D set of data in space, known as a point cloud. The scanner used in this research had a beam divergence of 0.27 mrad, resulting in an increased beam diameter of 27 mm per 100 m distance. The vertical field-of-view (FOV) was 305°, limited only by the base of the scanner; the horizontal FOV was 360°.




2.2. Data Pre-Processing


The point clouds were pre-processed using the “registration” process to match the multiple scan positions and synchronize the laser point data. SCENE software (FARO Technologies, Inc., Florida, USA) is FARO’s point cloud processing software, which is specifically designed to process and manage scan data simply and efficiently. Two versions of SCENE software were used in this study. No differences were observed between the 2 versions, except for the method using reference spheres in data collection. The data collected in July 2017 were processed using version 5.2, where the registration process needed to use a reference sphere. Meanwhile, the data collected in September 2018 were processed using version 6.0, where the registration process did not use a reference sphere. Each tree was extracted using a clipping box for further processing steps.




2.3. Features


This study aimed to fill the research gap on the capability of ML for BSR classification using TLS data, which has not been explored. Therefore, the same 5 features used in [21] were also used in this study: C200 (crown slice located 200 cm from the top), C850 (crown slice located 850 cm from the top), crown area, frond number, and frond angle. The top is defined as the highest vegetation visible on the tree. C200 and C850 were obtained using the crown stratification method. Both slices were identified using analysis of variance, which differed significantly between slices and health levels. Meanwhile, the crown area, frond number, and frond angle were obtained from the top-down view image. A detailed description of each operation is described in the following sections.



2.3.1. Crown Stratification


The stratification method was used to segment the data for data reduction [19,40,41,42]. A series of horizontal layers (known as slices), with equal intervals and size, perpendicular to the vertical direction, were created. The process was started by creating a clipping box that covered the whole area of the canopy to separate the tree from its surroundings. Then, a blue circle was placed at the center of the crown, which was indicated by a hole in the top-down view. The length and width of the clipping box were both set to 6 m to minimize the number of overlapping fronds from neighboring trees. A series of horizontal planes along the vertical axis below the top part of the crown section were created using the “create clipping boxes along an axis” function in SCENE. The thickness of the clipping box was set to 0.1 m and the space between the boxes was set to 0.5 m [43,44]. The 0.5 m space between the boxes was selected arbitrarily but was aimed at reducing the number of laser points associated with the conversion from 3D real space to 2D model space. The number of clipping boxes was set to 17 because the point clouds in the slices above 17 were either empty or mixed with ground vegetation. Then, the laser points in the active clipping boxes were exported to a PTS file that contained the number of laser hits.




2.3.2. Top-Down View Image


The crown area for each tree was determined by counting the number of pixels inside the crown image. A top-down view of the crown image was used, and this image was saved in a JPEG form. For standardization, the image was clipped to a size of 10 × 10 m to ensure that the entire crown area was included. Then, the image was cropped using Paint software (Microsoft Corp., Redmond, USA) to remove unwanted features, such as fronds from other trees, and was later processed using MATLAB software (Mathworks Inc., Natick, USA). Otsu’s algorithm was used to separate the crown image from the background. The process involved portioning the crown area by dividing the image into similar areas of connected pixels. Otsu is a global thresholding that separates objects of interest from the background of an image on the basis of its gray level distribution. The algorithm assumes that the image contains two classes of pixels following a bi-modal histogram (foreground pixels and background pixels). It then calculates the optimum threshold that separates the two classes so that their combined spread (intra-class variance) is minimal. The method is widely used because it is simple and effective [45]. Then, the morphological operation (opening) was used to remove imperfections in the structure of the crown image. The opening operation smooths the outline of the object, clears the narrow bridges, and eliminates minor extensions present in the crown image by performing erosion followed by dilation. Both operations use a small, disc-shaped matrix structure with a radius of 11 cm (distance from the origin to the edge of the disc).



The same image of the crown area was used for frond counting. The image was uploaded and analyzed using AutoCAD software (Autodesk, Inc., San Rafael, USA). The “layers” tab was selected to create a new layer, and this was then set as the current layer. Then, the “draw” tool was selected, and the “polyline” function was used to draw the frond. The lines were drawn following the shape of the frond on the basis of the 2D top-down image only. Therefore, the fronds that overlapped or were located below, which were not visible in the top-down image, were not considered. The same image was also used for frond angle measurement. The “dimension” tab was selected to determine the angle between each frond, which measures the space between the fronds. Angle measurement was continued to the adjacent fronds until all frond angles were measured. Finally, the number of fronds and the angle between the fronds were recorded for each tree. Figure 3 shows a step-by-step schematic view of the methods used for feature extractions such as crown area, crown density, and frond parts.





2.4. Principal Component Analysis


Principal component analysis (PCA) is a transformation of the original data into a set of linearly uncorrelated variables, called principal components (PCs), to reduce the dimensionality of dataset and increase its interpretability while at the same time minimizing information loss. PCA is the most common technique in environmental and biological sciences, where the datasets are invariably small due to high cost of the samples collection and analysis, as it can visualize important underlying data structures [46]. Therefore, PCA can be useful when the discrimination problem exists, and statistical tests cannot be performed due to the relatively small sample size [47]. Moreover, PCA allows the use of variables that are not measured in the same units, thus revealing the general covariance structure inherent in the data matrix. In addition, PCA data transformation allows the determination of a subset of a feature with better classification accuracy than that achieved when using all the features because the presence of redundant features with reduced discriminative power can obscure the classifier [48]. In this study, JMP software (SAS Institute, North Carolina, USA) was used to run the PCA of the five features, i.e., C200, C850, crown area, frond number, and frond angle. The formal criterion was used to determine the number of PCs, requiring at least 80% of the total variation explained by the number of components [49]. The scree plot was used to maintain the number of PCs, which involved eye-balling of the eigenvalues plot for a break, turning point, or a sharp drop (also referred to as an “elbow”) [50]. Bartlett’s test was also used to check the hypothesis that the correlation matrix is an identity matrix, where insignificant values would indicate that the variables are unrelated and that the original data reduction may not be useful [51].




2.5. Machine Learning


The ML approach is not only used for the classification of large number of samples but also for small sample numbers [52,53]. In addition, according to [54], the number of samples used in this study was sufficient for implementing the ML approach, while PCA was used to transform all the five oil palm features, consisting of C200, C850, crown area, frond number, and frond angle into numbers of PCs. In this study, the combinations of PCs were used as the inputs for the ML. The classification learner app toolbox in the MATLAB software (Mathworks Inc., Massachusetts, USA) was used to fit different models using ML approaches, and six ML methods available in the software were used, as described below:




	
Decision tree (DT)—splits a dataset into a number of tree-like models, consisting of nodes for testing attributes, edges for branching by value of selected attributes, and leaves for labelling classes, where each unique leaf is attached.



	
Discriminant analysis (DA)—assigns observations to previously defined groups, by examining the differences between two or more groups of objects with respect to several variables simultaneously.



	
Naïve Bayes (NB)—assigns each object to the class with the highest conditional probability, with a strong assumption of independence between the parameters.



	
Support vector machine (SVM)—creates a line or hyperplane in dimensional space to distinctly separate the data into classes.



	
Nearest neighbor (NN)—stores existing cases and classifies new cases on the basis of similarity measures (e.g., distance functions).



	
Ensemble modelling (EM)—constructs a set of classifiers and then classifies new data by taking a (weighted) vote of their combined predictions.








Due to the small number of samples, we performed a cross-validation process to evaluate the model performance. K-fold cross-validation function in MATLAB was used to split the data into training and validation datasets and was used to obtain independent evaluation of the model accuracy. Thus, the resulting model was more valid and not limited to only one set of data. The developed models used 5 repeated cross-validations (5 folds), where the original samples were randomly partitioned into 5 equal-sized subsamples. A total of 30 classification models were developed using different combinations of PCs with various types of kernels, as shown in Table 2. Further explanations of each model and kernels are provided in [55]. To limit the number of classification models, we only selected models with accuracies greater than 70%. Every selected model was then run at 5 iterations to check its stability. The model accuracy, which is defined by averaging a total value of model accuracy in 5 iterations, was calculated, and the models with accuracies reduced by more than 5% were excluded. Afterwards, the selected models were tested using new data collected in September 2018. The best model from each combination of PCs was determined using the results of model accuracy, the accuracies obtained for healthy trees (T0), and the overall accuracies for 4 healthiness levels (also known as multiple levels).



Furthermore, in order to determine the consistency of the best models with different combinations of PCs, we ran the models at 10 iterations. The accuracy of each model, determined by averaging the total model accuracy in 10 iterations, was calculated. On the basis of the model accuracy, accuracy assessment [56], and Kappa coefficient value [57], we chose only one model as the best. In the accuracy assessment, we presented the overall accuracy in the confusion matrix [58] for the classification of 4 levels of healthiness. In the confusion matrix, the columns correspond to the true class, and the rows correspond to the predicted class. The diagonal cells correspond to observations that were correctly classified, and the off-diagonal cells correspond to incorrectly classified observations. The Kappa coefficient or Cohen’s Kappa is a standardized statistical measurement for inter-rater or intra-rater reliability testing, and the coefficient calculation was based on the study of [57]. In addition, the user’s and producer’s accuracies were also stated. The user’s accuracy is the class percentage that actually represents the right class, and it was calculated by taking the total number of correct classifications for a particular class and dividing it by the row total. Meanwhile, the producer’s accuracy is the percentage of reference class being properly classified, and it was calculated by taking the total number of correct classifications for a particular class and dividing it by the column total. Figure 4 illustrates the ML process using combinations of PCs as inputs.



Of note, the contributions of the features to a PC can be assessed to determine if any features strongly influence a particular PC. Additionally, when interpreting the component loadings (eigenvector components multiplied by the square root of the associated eigenvalue), we can use the squared cosine between features and a PC to determine if real correlations exist or if there is only an apparent relation due to the projection onto a low-dimensional subspace [59]. To infer a correlation, there should be clustering on a two-dimensional (2D) loading plot, and the squared cosine should be greater than one half. As in all statistical interpretations, the best practice is to examine multiple sources of information, i.e., the scree plot, eigenvalues, loadings, 2D scatter plots of observations projected on the PCs, and squared cosines for features and partial contributions of the features. We examined the component loadings, which are the product of square root of eigenvalue with eigenvector. The correlation matrix also revealed the correlation coefficients (cosines) between the variables and factors (PCs). Additionally, the squared cosine, also called “relative contributions”, which are defined as the ratios between the vector norms in the PC space and the original norms, was computed [60]. Meanwhile, the partial contributions enable us to observe the percentage that each variable contributes to each principal component.





3. Results and Discussion


3.1. Principal Component Analysis


Table 3 shows the eigenvalues, percentage, and Bartlett’s sphericity test of PC1 to PC5. The results were significant with a p-value of less than 0.0001. In PCA, the eigenvectors of the PCs determine the direction of the new feature space, and the eigenvalues determine their magnitude. In other words, the eigenvalues explain the variance of the data along the new feature axes. Following the criteria set for the use of all PCs before the drastic change of the slope, excluding the drastic change of the first PC (Figure 5a) and at least 80% of variation data, we obtained PCs that summed to 88.83% (Figure 5b), with a total variation that consisted of a first PC with an eigenvalue of 2.780 and a variance of 55.61%, followed by a second PC with an eigenvalue of 0.8693 and a variance of 17.39% and a third PC with an eigenvalue of 0.792 and a variance of 15.84% (Table 3). On the basis of these data, we used three PC combinations in the ML classification model. The first was a combination of PC1 and PC2, the second was a combination of PC1 and PC3, and the third was a combination of PC1, PC2, and PC3.




3.2. Classification Model


A total of 30 classification models were developed using different kernel types (Table 2), as stated in Section 2.2. The results of the model classification with different PC combinations are shown in Table 4, Table 5 and Table 6, where the left columns present models with an accuracy higher than 70% and a reduction in the model accuracy of less than 5% when ran in five iterations. Meanwhile, the right columns present the accuracy of the same models when tested using different types of data taken from a different plot in September 2018.



Table 4 shows the results of models developed using a combination of PC1 and PC2, which held the variance from the original data of 73%. On the basis of the data of this table, we clearly see that six models were selected with the model accuracy between 72.5 and 77.5%. Quadratic discriminant, kernel NB (KNB), linear SVM, and fine kNN achieved 100% accuracy for healthy trees (T0) when tested using a different dataset. In contrast, the fine decision tree and ensemble bagged trees showed only 90% accuracy for healthy trees. Among the classification models that achieved 100% accuracy for healthy trees, KNB achieved the highest model accuracy with 77.5%. Furthermore, the KNB model had the highest multiple level classification accuracy for the four healthiness levels (T0 to T3) at 85%.



Results of the classification models using PC1 and PC3, which held constant the variance of the original data at 71.45%, is shown in Table 5. As shown in this table, the accuracies of all six selected models were higher than 80%, except for the Gaussian NB model (77.5%). The highest model accuracy was achieved by the quadratic discriminant and fine kNN models, which had an 85% accuracy. These were followed by the coarse decision tree, medium Gaussian SVM (MGS), and ensemble bagged trees models, with 82.5% accuracy. Although higher model accuracy was achieved using PC1 and PC3, all models were only able to classify healthy trees with 80% accuracy when tested using a different dataset, except for quadratic discriminant, which had the lowest score at 20%. For the multiple level classification (T0 to T3), in general, the accuracies of the models were lower than models using PC1 and PC2. The highest accuracy was only achieved at 77.5% using the MGS model.



The classification models using PC1, PC2, and PC3, which held the variance from the original data at 88.83%, are shown in Table 6. Linear SVM and ensemble subspace discriminant (ESD) had the highest model accuracy, with 72.5%, while fine decision tree, linear discriminant, and Gaussian NB achieved 70% accuracy. When tested using a different type of dataset, the linear discriminant, Gaussian NB and ESD achieved 100% accuracy for healthy trees, while fine decision tree and linear SVM achieved 90% accuracy. For multiple level classification, ESD gave the best accuracy (85%), while the other models achieved 5% less accuracy, which was only 80%.




3.3. Best Model Comparison


The best models identified with different types of PC combinations were KNB with PC1 and PC2 inputs; MGS with PC1 and PC3 inputs; and ESD with PC1, PC2, and PC3 inputs. Their performance in terms of model accuracy, multiple levels accuracy, and Kappa coefficient is presented in Table 7, where it is clear that after 10 iterations, the model accuracy of KNB decreased by as much as 3% from 77.5% to 74.5%. There was a slight decrease in accuracy for MGS of 0.25% from 82.5% to 82.25% and a 0.5% decrease for ESD from 72.5% to 72%. The MGS had the highest model accuracy, followed by the KNB and ESD. Meanwhile, the KNB and ESD shared the same multiple levels accuracies (85%), and they only differed in the Kappa coefficient, where KNB was 0.80 and ESD was 0.85. The MGS served the lowest multiple levels accuracy and Kappa coefficients compared with the KNB and ESD.



Even though the average model accuracy of the KNB (74.5%) decreased after 10 iterations, it was still higher compared with the ESD (72%). However, the ESD gave the best Kappa coefficient with a value of 0.85. This value indicates that the model has the same strong agreement, which is a slightly higher value than that of the KNB. The KNB results were similar to those of the ESD, and the model accuracy for the KNB was higher than for the ESD, at 74.5% compared with 72.5%, respectively.



In addition, on the basis of the confusion matrix shown in Table 8, Table 9 and Table 10, the classification of the BSR disease, which was developed using the KNB model (Table 8), gave a better result compared with the MGS (Table 9), with 100% user’s accuracies at the T0 and T1 levels, whereas the ESD model could only classify the T0 level with 100% user’s accuracy (Table 10). It was also found that although the MGS had the highest model accuracy (82.25%), it could not classify a healthy tree (T0) or mild infection (T1), thus providing only 80% user’s accuracy (Table 9). Moreover, the KNB model could classify the healthiness level at a very early stage, i.e., T1 at 100% user’s accuracy, which is important for the early detection problem of the BSR disease [29]. In addition, the perfect T0 classification is important for evading a false positive error [30]. It also showed that the high percentage of variance from the original data taken from PCs resulted in higher Kappa coefficient values, i.e., ESD (with PC variance of 88.83%) > KNB (with PC variance of 73%) > MSG (with PC variance of 71.45%). However, it could not perfectly detect the mild infection as well as the KNB. Therefore, the KNB that used the PC1 and PC2 as input parameters was identified as the best model for the BSR detection in this study. In the multiple level classification, MGS and ESD performed better for the T2 level than KNB, with 70% user’s accuracy, whereas for the T3 level, KNB and ESD performed better than MGS with 80% user’s accuracy. In terms of producer’s accuracy, all models afforded 100% accuracy for the T0 level. In contrast, ESD (90%) and KNB (75%) gave the highest accuracies for the T1 and T2 levels, respectively, while for the T3 level, KNB and ESD had the same accuracy (80%), which was higher than that of MGS (77.78%).



The difference in accuracy results is due to the different classifiers having different characteristics, where different kinds of classifiers are sensitive to various parameter optimizations. The KNB model that is developed on the basis of naïve Bayes showed better performance during model assessment, probably due to its simple probabilistic classifier based on Bayes’ theorem, which interprets the probability of an event on the basis of previous knowledge of conditions that may be associated with that event. The naïve description of NB is due to the assumption of mutual independence between the input characteristics. It works well in this study due to its capability to use a small number of training statistics to estimate the means and variances of the variables important for class [61,62] and performs well when the data cannot support a more complex classifier [63]. Furthermore, kernels used in kernel density estimation to estimate random variables’ density features in these non-parametric estimation strategies were performed by controlling the classifier model predictor distribution by changing the parameters for model flexibility and smoothing the density. Non-parametric estimators have no constant shape and rely on all the record points to reach an estimate. In addition, the lower accuracy during the model development that could be attributed to the independence assumption between the features in this study was not entirely valid. However, the naïve Bayesian classifier is remarkably effective, even if the independent assumption seldom holds [64]. KNB is simpler and better understood, and the classification algorithm is effective for biological problems [65], i.e., the disease classification in oil palm trees. In the field of remote sensing, NB classifier is often used as another popular method for classification problems, where it does not require a complicated iterative parameter estimation scheme and produces a much higher accuracy [66,67]. Studies have also shown that the classification accuracies slightly increased when the training set size was increased [68,69]. The NB classifier was also used to classify oil palm disease on the basis of its symptoms with high accuracy: 80% [25], 84% [70], and 92.25% [71], which showed that the NB classifier is well suited with the oil palm disease classification. Moreover, the classification model using the ML approach gave better results compared to the classification model using a combination of features [21], where the accuracy for multiple levels was 80%.




3.4. Contribution of PCs to the ML Models


The statistical analysis shown in Table 11 using the Kruskal–Wallis test for all the features showing significant differences between the levels of healthiness at the 5% significance level. Crown area, frond angle, and frond number presented the lowest p-value, less than 0.01%, followed by C200, with p-value of 0.0166, and C850, with p-value of 0.0471. The highest chi-squared value was obtained by frond number at 33.428, and the lowest was obtained by C850 at 8.058.



Table 12 shows the loading matrix, which is a correlation between the original variables (features) and the PCs. The closer the value is to one, the greater the effect of the PC on the feature. The loading of PC1 attributes the most weight to all high significant features (p < 0.0001), i.e., frond number, frond angle, and crown area. The loading of PC2 attributes the most weight to C200, whereas the loading of PC3 attributes the most weight to C850. On the basis of the contribution of each PC and the correlation with the significant features, different combinations of PCs will exhibit different results when run using different models of ML. Despite the different algorithms in each classification model, the input using different combinations of PCs influence the accuracy of the results. For example, for the best classification model, KNB used inputs from the combination of PC1 and PC2, where it is most weighted in terms of frond number, frond angle, crown area, and C200. The best classification accuracy with the most weighted to frond number, frond angle, crown area, and C850 was achieved by MGS. However, it gave the lowest classification accuracy among the best identified models, suggesting that the model needs more loading of C200 than with C850 for better results.



Figure 6 shows the squared cosines and partial contributions of the features that can be used to evaluate the achievement results. The correlations can be inferred to the features with a squared cosine value greater than one half [59]. The greater the squared cosine, the greater the relationship with the corresponding PC. As shown in Figure 6a, the PC1 clearly captured the behavior of the first three features, i.e., frond number, frond angle, and crown area. However, the PC2 captured the behavior of the C200 feature, and the PC3 captured the behavior of the C850 feature. Similar behaviors of the partial contribution can also be seen in Figure 6b, where the PC2 had a negligible contribution to the feature of the C850 and the PC3 had a negligible contribution to the feature of the C200.



The results have shown that the input features play an important role in ensuring accurate classification. Architectural features usually have a more significant impact on performance than the choice of the individual algorithm in an ML approach [72]. As pointed out in [73], it is fair to say that there is probably no model that generally outperforms the others. For practical problems, the choice of approach will depend on constraints, namely, the required accuracy, the size of the data, time available for development and training, and the nature of the classification problem. A simple, efficient, and accurate analysis provides a good choice for multi-class classification problem solving [74].




3.5. Application in the Plantation


Manual observation is laborious and subjectively depends on the individual workers who are susceptible to tiredness. Although the proposed method in this study is time-consuming in terms of the data acquisition process, it has a bright future when considering the evolution of laser scanning technology, which continually has improved scanning times, spatial coverage, and data quality and provides various platform types. This approach of scanning a single tree can thus be improved by scanning a group of trees at a time, where the scanning time and processing data can be decreased. Mobile laser scanning (MLS) can be considered while attaching the sensor with a trailer or tractor to speed up the data acquisition process by running simultaneously with plantation operations, such as fertilizing and fruit collecting. Moreover, the approach can be expanded by using different type of platform, i.e., aerial imagery or drone, which can significantly cover a larger area. The application could be based on three features extracted from the top view, namely, the crown pixel, frond number, and frond angle. As shown in Table 13, ESD delivered the best results using these three features that could be seen from the aerial view with an overall accuracy of 70%. Consequently, ESD showed a great potential of aerial application for BSR detection. However, a detailed study is required because the ground-based and aerial imagery are varied in terms of data capture mode, scanning mechanism, typical project size, resolution, and accuracy that can be obtained.





4. Conclusions


In this study, the physical properties of oil palm trees were extracted using TLS data and divided into four levels of health: healthy, mild infection, moderate infection, and severe infection. Five features were used, namely, C200, C850, crown area, frond number, and frond angle. Three different types of PC combinations were used as inputs for ML classification. For each type of PC combination, we developed 30 classification models using six ML methods: decision trees, discriminant analysis, the NB algorithm, SVM, nearest neighbor, and ensemble modelling with different types of kernels. Among the classification techniques, when using PC1 and PC2; PC1 and PC3; and PC1, PC2, and PC3 classification models, kernel naïve Bayes (KNB), medium Gaussian SVM (MGS), and ensemble subspace discriminant (ESD) achieved the highest accuracies, respectively. In conclusion, the KNB was identified as the best model with a model accuracy of 74.5%, multiple levels accuracies of 85%, and Kappa coefficients of 0.80. This is might have been due to the advantages of the effectiveness of the biological application and the smaller quantity of training data. The used features in the study, i.e., frond number, frond angle, crown area, and C200 provided significant contributions and helped in providing accurate classifications. The major benefit derived from this study is the development of a model suitable for the early detection and severity level classification of BSR disease in oil palm trees caused by Ganoderma boninense using ML techniques and point cloud data of crown properties. In future studies, the database will also be broadened to improve the classification accuracy. Figure 7 summarizes the best method (KNB) for the detection of BSR disease and classification into the four different severity levels.
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Figure 1. Foliar symptoms of an oil palm crown severely infected with basal stem rot (BSR) disease: (a) many unopened spears, (b) flattening crown, (c) smaller crown size. 
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Figure 2. Data collection setup: (a) four scan positions around an oil palm tree; (b) example of the setup at the site with reference spheres around the tree. 
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Figure 3. Schematic of the method used for feature extraction. 
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Figure 4. Machine learning process. 
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Figure 5. (a) Scree plot of the principal component analysis (PCA) eigenvalues and (b) principal component score 3D plot. 
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Figure 6. (a) Squared cosines of the features and (b) partial contributions of the features. 
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Figure 7. Flow of the KNB method for detecting and classifying the BSR into four different severity levels. 
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Table 1. List of machine learning (ML) techniques used for Ganoderma boninense detection.
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Input Data

	
Machine Learning Techniques

	
Accuracy

	
References






	
Spectral image

	
Random forest (RF)

	
91%

	
[27]




	
SVM

	
54%

	
[28]




	
Multilayer perceptron (MP)

	
77%

	
[32]




	
Neural network

	
100%

	
[29]




	
SVM

	
89.2%

	
[26]




	
PLS-DA

	
94%

	
[11]




	
kNN

	
97%

	
[30]




	
Electrical impedance

	
QDA

	
80.79%

	
[31]




	
Odor

	
LDA

	
100%

	
[32]




	
Color

	
Kernel—SVM

	
95%

	
[24]




	
Fuzzy logic of symptoms

	
Naïve Bayes (NB)

	
80%

	
[25]
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Table 2. List of classification models and kernel.
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	Classification Model
	Types of Kernel





	Decision tree (DT)
	Fine tree, medium tree, coarse tree, all trees



	Discriminant analysis (DA)
	Linear discriminant, quadratic discriminant, all discriminant



	Naïve Bayes (NB)
	Gaussian NB, kernel NB, all NB



	Support vector machine (SVM)
	Linear SVM, quadratic SVM, cubic SVM, fine Gaussian SVM, medium Gaussian SVM, coarse Gaussian SVM, all SVMs



	Nearest neighbor (NN)
	Fine kNN, medium kNN, coarse kNN, cosine kNN, cubic kNN, weighted kNN, all kNNs



	Ensemble modelling (EM)
	Boosted trees, bagged trees, subspace discriminant, subspace kNN, RUSBoosted trees, all ensembles
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Table 3. Eigenvalues, percentage, and Bartlett’s sphericity test of the principal components (PCs).
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	Number
	Eigenvalue
	Variance Percent
	Cumulative Percent
	Chi Square
	df
	Bartlett’s Test

Prob > ChiSq





	1
	2.780
	55.609
	55.609
	99.127
	10.433
	<0.0001 *



	2
	0.869
	17.387
	72.996
	48.254
	9.294
	<0.0001 *



	3
	0.792
	15.837
	88.833
	40.902
	5.759
	<0.0001 *



	4
	0.481
	9.622
	98.455
	26.298
	2.989
	<0.0001 *



	5
	0.077
	1.545
	100.000
	0.000
	0.842
	1.0000







* significant at 5% level.
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Table 4. Results of the classification model using PC1 and PC2 (variance of 73%).
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Type of Model and Accuracy (%)

	
Accuracy When Tested Using Different Dataset (%)




	
T0 Classification

	
Multiple Level Classification (T0, T1, T2, T3)






	
1. Decision tree—fine (72.50)

	
90.00

	
80.00




	
2. Quadratic discriminant (75.00)

	
100.00

	
75.00




	
3. Kernel naïve Bayes (77.50) *

	
100.00 *

	
85.00 *




	
4. SVM—linear (72.50)

	
100.00

	
80.00




	
5. Fine kNN (75.00)

	
100.00

	
82.50




	
6. Ensemble bagged trees (72.50)

	
90.00

	
80.00








Note: (*) Shows the highest accuracy.
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Table 5. Results of the classification model using PC1 and PC3 (variance of 71.45%).
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Type of Model and Accuracy (%)

	
Accuracy When Tested Using Different Dataset (%)




	
T0 Classification

	
Multiple Level Classification

(T0, T1, T2, T3)






	
1. Decision tree—coarse (82.50)

	
80.00

	
57.50




	
2. Quadratic discriminant (85.00)

	
20.00

	
55.00




	
3. Gaussian NB (77.50)

	
80.00

	
70.00




	
4. Medium Gaussian SVM (82.50) *

	
80.00 *

	
77.50 *




	
5. Fine kNN (85.00)

	
80.00

	
67.50




	
6. Ensemble bagged trees (82.50)

	
80.00

	
62.50








Note: (*) Shows the highest accuracy.
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Table 6. Results of the classification model using PC1, PC2, and PC3 (variance of 88.83%).
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Type of Model and Accuracy (%)

	
Accuracy When Tested Using Different Dataset (%)




	
T0 Classification

	
Multiple Level Classification

(T0, T1, T2, T3)






	
1. Decision tree—fine (70.00)

	
90.00

	
80.00




	
2. Linear discriminant (70.00)

	
100.00

	
80.00




	
3. Gaussian NB (70.00)

	
100.00

	
80.00




	
4. Linear SVM (72.50)

	
90.00

	
80.00




	
5. Ensemble subspace discriminant (72.50) *

	
100.00 *

	
85.00 *








Note: (*) shows the highest accuracy.
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Table 7. Classification accuracy.
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Accuracy

	
Machine Learning Model




	
KNB

	
MGS

	
ESD






	
Model accuracy

	
74.5%

	
82.25%

	
72%




	
Multiple levels accuracy

	
85%

	
77.50%

	
85%




	
Kappa coefficient

	
0.80

	
0.77

	
0.85
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Table 8. Confusion matrix of kernel naïve Bayes (KNB; input of PC1 and PC2).
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Class

	
Reference Data

	




	
T0

	
T1

	
T2

	
T3

	
Row Total

	
User’s Accuracy






	
Classified Data

	
T0

	
10

	
0

	
0

	
0

	
10

	
100%




	
T1

	
0

	
10

	
0

	
0

	
10

	
100%




	
T2

	
0

	
2

	
6

	
2

	
10

	
60%




	
T3

	
0

	
0

	
2

	
8

	
10

	
80%




	
Column total

	
10

	
12

	
8

	
10

	
40

	




	
Producer’s accuracy

	
100%

	
83.33%

	
75%

	
80%

	

	
Overall accuracy = 85%
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Table 9. Confusion matrix of medium Gaussian support vector machine (MGS; input of PC1 and PC3).
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Class

	
Reference Data

	




	
T0

	
T1

	
T2

	
T3

	
Row Total

	
User’s Accuracy






	
Classified Data

	
T0

	
8

	
2

	
0

	
0

	
10

	
80%




	
T1

	
0

	
9

	
1

	
0

	
10

	
90%




	
T2

	
0

	
1

	
7

	
2

	
10

	
70%




	
T3

	
0

	
0

	
3

	
7

	
10

	
70%




	
Column total

	
8

	
12

	
11

	
9

	
40

	




	
Producer’s accuracy

	
100%

	
75%

	
63.64%

	
77.78%

	

	
Overall accuracy = 77.50%
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Table 10. Confusion matrix of ensemble subspace discriminant (ESD; input of PC1, PC2, and PC3).
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Class

	
Reference Data

	




	
T0

	
T1

	
T2

	
T3

	
Row Total

	
User’s Accuracy






	
Classified Data

	
T0

	
10

	
0

	
0

	
0

	
10

	
100%




	
T1

	
0

	
9

	
1

	
0

	
10

	
90%




	
T2

	
0

	
1

	
7

	
2

	
10

	
70%




	
T3

	
0

	
0

	
2

	
8

	
10

	
80%




	
Column total

	
10

	
10

	
10

	
10

	
40

	




	
Producer’s accuracy

	
100%

	
90%

	
70%

	
80%

	

	
Overall accuracy = 85%
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Table 11. Kruskal–Wallis test for each feature.
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	Features
	Chi-Squared Value
	p-Value





	C200
	10.248
	0.0166 *



	C850
	8.058
	0.0471 *



	Crown area
	23.058
	<0.0001 *



	Frond angle
	32.666
	<0.0001 *



	Frond number
	33.428
	<0.0001 *







* significant at 5% level.
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Table 12. Loading matrix of the features on the five significant PCs.
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	Features
	PC 1
	PC 2
	PC 3
	PC 4
	PC 5





	Frond number
	−0.93154
	0.03556
	0.19416
	−0.22877
	0.20233



	Frond angle
	0.91567
	0.06992
	−0.12020
	0.32764
	0.18672



	Crown area
	−0.74945
	0.17597
	0.34380
	0.53670
	−0.03335



	C200
	0.50580
	0.73751
	0.41017
	−0.17804
	−0.01753



	C850
	0.50667
	−0.53695
	0.67326
	−0.04113
	0.00270
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Table 13. Confusion matrix of ESD (input of PC1, PC2, and PC3) using three features: crown pixel, frond number, and frond angle.
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Class

	
Reference Data

	




	
T0

	
T1

	
T2

	
T3

	
Row Total

	
User’s Accuracy






	
Classified Data

	
T0

	
10

	
0

	
0

	
0

	
10

	
100%




	
T1

	
0

	
7

	
3

	
0

	
10

	
70%




	
T2

	
0

	
3

	
6

	
1

	
10

	
60%




	
T3

	
0

	
0

	
5

	
5

	
10

	
50%




	
Column total

	
10

	
10

	
14

	
6

	
40

	




	
Producer’s accuracy

	
100%

	
70%

	
43%

	
83%

	

	
Overall accuracy = 70%
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