
����������
�������

Citation: Abdelmigid, H.M.;

Baz, M.A.; AlZain, M.A.;

Al-Amri, J.F.; Zaini, H.G.;

Morsi, M.M.; Abualnaja, M.;

Althagafi, E.A. Machine Learning

Strategy for Improved Prediction of

Micronutrient Concentrations in Soils

of Taif Rose Farms Based on EDXRF

Spectra. Agronomy 2022, 12, 895.

https://doi.org/10.3390/

agronomy12040895

Academic Editors: László Pásztor

and Gábor Szatmári

Received: 7 March 2022

Accepted: 3 April 2022

Published: 7 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

agronomy

Article

Machine Learning Strategy for Improved Prediction of
Micronutrient Concentrations in Soils of Taif Rose Farms
Based on EDXRF Spectra
Hala M. Abdelmigid 1,* , Mohammed A. Baz 2, Mohammed A. AlZain 3 , Jehad F. Al-Amri 3,
Hatim Ghazi Zaini 2, Maissa M. Morsi 4, Matokah Abualnaja 5 and Elham A. Althagafi 6

1 Department of Biotechnology, College of Science, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia
2 Department of Computer Engineering, College of Computers and Information Technology, Taif University,

P.O. Box 11099, Taif 21944, Saudi Arabia; mo.baz@tu.edu.sa (M.A.B.); h.zaini@tu.edu.sa (H.G.Z.)
3 Department of Information Technology, College of Computers and Information Technology, Taif University,

P.O. Box 11099, Taif 21944, Saudi Arabia; m.alzain@tu.edu.sa (M.A.A.); j.alamri@tu.edu.sa (J.F.A.-A.)
4 Department of Biology, College of Science, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia;

m.moasa@tu.edu.sa
5 Department of Chemistry, Faculty of Applied Science, Umm Al-Qura University,

Makkah 24230, Saudi Arabia; mmabualnaja@uqu.edu.sa
6 Central laboratories, Deanship of Scientific Research, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia;

e.gaber@tu.edu.sa
* Correspondence: h.majed@tu.edu.sa; Tel.: +96-655-178-5254

Abstract: This study attempts to utilize newly developed machine learning techniques in order to
develop a general prediction algorithm for agricultural soils in Saudi Arabia, specifically in the Taif
region. Energy dispersive X-ray fluorescence (EDXRF) measurements were used to develop national
predictive models that predict the concentrations of 14 micronutrients in soils of Taif rose farms, for
providing high-quality data comparable to conventional methods. Machine learning algorithms used
in this study included the simple linear model, the multivariate linear regression (MLR); and two
nonlinear models, the random forest (RF) and multivariate adaptive regression splines (MARS). Our
study proposes a machine learning (ML) strategy for predicting fertility parameters more accurately
in agricultural soils using 10 farms of the Taif rose (Rosa damascena) in Taif, Saudi Arabia as a case
study. Results demonstrated that MARS provides higher prediction performance when the number
of explanatory variables is small, while RF is superior when the number of variables is large. On the
other hand, the MLR is recommended as a moderate method for predicting multivariate variables.
The study showed that multivariate models can be used to overwhelm the drawbacks of the EDXRF
device, such as high detection limits and an element that cannot be directly measured.

Keywords: EDXRF; soil; Taif rose; microelements; machine learning; precision agriculture

1. Introduction

One of the most important crops in the floriculture industry [1] is roses, which are used
as cut flowers, potted plants, and garden plants [2] and have been used in the perfumery,
cosmetics, and food industries for several years [3,4]. Roses belong to the genus Rosa
which comprises over 100 widely distributed species in Asia, the Middle East, Europe,
and North America [5]. Out of them, only some species have been used for essential oil
manufacturing, among which R. damascena is superior in the production of high-value
essential oil [6]. The name of the species (damascene) is derived from Damascus, Syria,
where it originally emerged as a wild plant. Currently, it is cultivated in different countries
around the world [7].

In Saudi Arabia, Rosa damascena has a prolonged history in the Western province,
particularly in the Taif region, in which a high-quality rose essential oil is produced, and
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traditional culture and strong financial productivity have been established over time and
created a central area in the international agribusiness [8]. The global demand for high-
grade natural R. damascena essential oil has been growing for use in various industries. In
order to meet the growing demand for rose oil, there is an urgent need to figure out how
ecological and agronomical factors directly influence the productivity of R. damascena essen-
tial oil. In many areas of Saudi Arabia, high-quality water supply has become progressively
restricted, because of the decrease in rains and the increase in the salinity of groundwaters
which contain high levels of soluble salts [9]. Although R. damascena is adapted to a wide
scale of environmental conditions, the content, relative compositions, and quality of oil are
strongly influenced by ecological and agronomical practices [8]. For this reason, studying
rose ecology is a central issue to ensure sustainable productivity of the essential oil of roses
and to improve its production across different farms.

Micronutrient and toxic element concentration mapping in agricultural soil is essen-
tial but is not widely undertaken, even though this sort of information might be useful
in precision agriculture, where the optimal management in space and time is the main
goal [10]. For example, copper (Cu), Ferrous (Fe), and zinc (Zn) are important elements
for crop production due to their vital roles in photosynthesis, respiration, and other plant
functions [11,12]. However, high concentrations can be toxic for crops e.g., the excessive
concentration of Cu can cause deformity of root systems [12]. Thus, it is necessary to detect
both low and high levels. Moreover, cadmium (Cd) is also toxic to the consumers of crop
products above certain threshold concentrations [11]. Hence, it can be helpful to map
micronutrients at the field scale to address shortcomings and toxicities; and to improve
crop quality. In general, the plant growth and flower yield of Taif roses are known to be
reduced as a result of an imbalance of micronutrients [8]. It has been reported that these
essential elements play a significant role in the growth and development of roses [13], a
fact that requires the availability of these microelements in suitable amounts in the soil.

Globally, innovative technologies play a vital role in all sectors, particularly agriculture.
However, traditional methods are still being used in agricultural practices in developing
countries. Detecting nutrient deficiency in agricultural soils remains difficult for farmers,
as using conventional methods to examine nutrient deficiency consumes more time, labour,
and cost. Nutrient deficiencies are normally assayed via agricultural laboratories and
experienced people (farmers). Hence, manual predictions of nutritional deficiencies may
be inaccurate due to several environmental conditions. To our knowledge, there are no
public field-scale maps of microelements in farms of Taif roses.

To derive accurate maps of elemental concentrations in soil, many soil samples need
to be analyzed. The conventional method requires element extraction with acids followed
by analysis using the inductively coupled plasma (ICP) technique. However, this type of
wet chemical analysis can be expensive, time-consuming, and destructive for samples [14].
On the other hand, X-ray fluorescence (XRF) technology is increasingly being developed
as an alternative option, as it is an inexpensive, fast, and non-destructive method for
analyzing element concentrations in soil samples [15]. This technique is more appropriate
where high sampling density is needed (e.g., mapping and geostatistics) [16]. Machine
Learning (ML) algorithms have been used to evaluate soil quality parameters coupled
with non-destructive methodologies [17]. Among spectroscopic analytical methodologies,
energy dispersive X-ray fluorescence (EDXRF) is one of the fastest, most eco-friendly,
and least costly methods compared to conventional methods. However, some EDXRF
spectra still require more effective methods capable of offering precise outcomes. Energy
Dispersive X-ray Fluorescence (EDXRF) spectra were used as input information to improve
the prediction of soil analysis using machine learning algorithms. Combined with a
simple soil preparation method, this strategy can provide high-quality data comparable
to those obtained with a conventional method for evaluating certain elements in the
soil. The linear regression (LR) model has been used to evaluate the accuracy of XRF
measurements [18–20]. Caporale et al. [21] have defined metal-based linear models that
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predict laboratory concentrations from XRF measurements for agricultural and industrial
sites [21,22].

Generally, previous studies showed that more advanced modeling techniques pro-
duced better results compared with simpler approaches. Sirsat et al. [23] compared
76 different algorithms, in which ensembles of extremely randomized regression trees
proved the most effective in predicting soil fertility indices. Several studies have found ML
methods to be more efficient than simpler approaches (principal component regression,
partial least squares regression, etc.). Concerning the relationship between performance
and model usage, we observed that some simpler methods such as MLR are very popular
even though they perform poorly compared to more advanced approaches. This is expected
for statistical models since they have a long tradition in science.

Several studies have reviewed the utilization of ML techniques in the context of soil
sciences in many countries around the world but are mostly concentrated in developed
countries [24–26]. A wide variety of machine learning models are available, and over a
hundred different variants have been applied in soil sciences [27–31]. While almost all of
the models are being used more often, it is possible to observe a decrease in the use of some
models, such as support vector machines (SVM), multivariate adaptive regression spline
(MARS), and CART, as opposed to more advanced alternatives, such as random forest (RF).
The adoption of the latter has accelerated growth, and it has been used in a diversity of
topics, including mapping and spectroscopy. There is also an emergence of deep learning
methods, which at this point have been used in only a handful of publications related to
mapping and spectroscopy. Several studies have concentrated on modeling, particularly
mapping, continuous soil properties [32–35].

Fathololoumi et al. [36] conducted research on improved digital soil mapping in Iran
by combining multitemporal remotely sensed satellite data with random forest (RF) and
cubist models. Their findings indicated that the cubist model performed better when
modeling soil nutrients, while Forkuor et al. [37] suggested the RF model performed better.
In addition, Emadi et al. [38] reported the deep neural network (DNN) model to be a
superior method of predicting and mapping soil organic carbon using MLA [39]. The study
by Bian et al. [40] combines multiple stepwise regression (MSR) analysis, boosted regression
trees (BRT) modeling, and boosted regression trees hybrid residuals kriging (BRTRK) to
model soil nutrients. Similarly, Taghizadeh-Mehrjardi et al. [41] used the artificial neural
network (ANN), support vector regression (SVR), k-nearest neighbor (kNN), random forest
(RF), regression tree model (RT), and genetic programming (GP) to predict soil nutrients.

A key objective of this research is to utilize the recently improved machine learning
techniques to develop a general prediction performance for agricultural soils in Saudi
Arabia, specifically the area of Taif. The specific aims were to: First, use XRF measurements
to develop national models for predicting concentrations of 14 micronutrients in agricultural
soils of Taif roses farms; the methodology is based on the UniQuant standardless method
along with the free-powder technique, which is highly effective when analyzing samples
for which no standard is available. UniQuant unifies all types of samples into one single
analytical technique, and it is the only method that provides an in-depth analysis of all
types of samples. Second, validate the models at the farm scale by using cross-validation.
Third, compare the performance of three model types: multiple linear regression (MLR),
multivariate adaptive regression splines (MARS), and random forest regression (RF).

2. Materials and Methods
2.1. Study Area

The study area (Figure 1) is located in Taif City in Makkah Province, Saudi Arabia
which is located on the eastern slopes of the Al-Sarawat Mountains at 1879 m (6165 ft)
elevation (from 21◦21′39.21” N 40◦15′47.69” E to 21◦21′24.08” N 40◦14′21.93” E). The
foothills and highland slopes are created mainly of resistant, coarse, pink granite, mixed
with grey diorite and granodiorite. The climate is arid with 181 mm 30-year average
annual rainfall. The rainy season is between April and November, and the mean annual
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temperature is 22.8 ◦C, with the coldest mean temperatures (15 ◦C) in January and the
warmest (29 ◦C) in July [42]. The rainfall in the region is erratic and irregular, the high
precipitation occurs in May (30.6 mm/day) and in November (21.5 mm/day), however,
precipitation is scarce throughout the other months. The mean monthly relative humidity
ranges from 23% in June to 60% in January. The area is located within the southern part of
the region. Cropland soil texture ranges from sandy to sandy loam generally dominating
in the south and southwestern agricultural areas [43]. It is an important rose supply base
for the kingdom of Saudi Arabia. Located within the Taif area is an agricultural area that is
one of the best-known in Saudi Arabia.
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2.2. Soil Sampling

Soil samples were collected from cultivated rose farms in 2021 at two different ran-
domly chosen sites in Taif in the mountains of Shafa and Hada. The mountains are located
Southwest and Northwest of Taif City, respectively. The locations of the sampling sites
were determined by a global position system (GPS) device. Soil samples from 10 farms
(n = 2000, ~200 from several fields per farm) were used for validation at the farm scale.
The ten farms were originally selected to represent a wide range of chemical and physical
characteristics and different geologies. Each soil sample consisted of a mixture of four sub-
samples collected around the site. After removing the surface layer, the soil was collected
at a depth of 20 cm avoiding the open slit. Approximately 1000 g of soil was collected with
a wooden shovel at each site and stored in a clean self-sealing polyethylene bag. After
collection, the soil samples were air-dried, homogenized, and sieved (<2 mm) to remove
the coarse fraction, then samples were transported to the laboratory for further analysis

2.3. XRF Measurements

XRF analysis was carried out with soil samples that had been air-dried in the open
air for seven days to reduce moisture content below 20%. This is because samples above
20% moisture content may interfere with the XRF analysis and may alter the soil matrix for
which the XRF spectrometer has been calibrated [44,45], with respect to solid (powdered)
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samples. For this purpose, we prepared the samples for drying by breaking them down
into aggregates and spreading them evenly on polyethylene sheets or plywood trays in
the open air, while ensuring that there were no cross-contaminations or contamination
from any external source(s). To reduce the effect of the soil matrix, the samples were
homogenized and sieved to a particle size of about 75 µm with Retsch aluminum test sieves
and a vibratory shaker. XRF spectrometers only analyze a sample’s surface layer, which
must be representative of the entire sample, so each soil sample was carefully and uniformly
ground into pellets with smooth surfaces of equal density, as described by Kodom et al. [44].
By milling or pulverizing the loose powdered samples (75 µm), the particle size was further
reduced to 60 µm and lower.

XRF analysis of soil samples was performed using the UniQuant standardless method
and the free-powder technique on an Energy-dispersive X-ray fluorescence spectrometer,
Thermo Fisher Scientific, Quant’ X. UniQuant is a complete application for standardless
semiquantitative to quantitative XRF analysis conducted utilizing an X-ray sequential
spectrometer. The ground sample was placed in a preassembled sample plastic cup (40 mm
diameter, 38.4 mm height) and covered with a polypropylene support thin film 3–6 µm
thickness (Chemplex industries Inco, Palm City, FL, USA). The samples were irradiated
in triplicate for 300 s under vacuum using an Rh X-ray tube at 15 kV (Na to Sc) and 50 kV.
The current was automatically adjusted (maximum of 1 mA). A 10 mm collimator and a
Si (Li) detector were used, and then it was cooled with liquid nitrogen for detection. Poor
handling of the samples could seriously influence the results of the analysis due to the
sensitivity of the spectrometer, which was sensitive enough to detect fingerprints on the
pellet’s surface layer [44–46].

The XRF Quant’ X analyzer was used to analyze Si, Al, Fe, Ti, Cl, Mn, Sr, Ba, Zr, Zn,
Cu, Cr, Y, and Ni in representative fractions of the soil samples in accordance with the EPA
method [46]. For the ideal “mining” procedure under vacuum, limits of detection (LODs)
were within the range of 2 mg kg−1 (e.g., Ni and Cu) and 60 mg kg−1 (e.g., Cl).

2.4. Modeling

This section is devoted to present the approaches and techniques used in the devel-
opment and assessment of the three models used in this study, namely: Multiple linear
regression (MLR), random forest (RF), and multivariate adaptive regression spline (MARS).
In Section 2.4.1, an overview of the mathematical background supporting these models is
provided, as well as the symbols and notations used to develop them. In Section 2.4.2, a
description is given of the implementation’s parameters and validation methods.

2.4.1. Overview of MLR, RF, and MARS

Modeling the concentrations of soil microelements in the Taif rose Farms is carried out
here using the following three machine learning algorithms (i) Multiple linear regression
(MLR), (ii) random forest (RF), and (iii) multivariate adaptive regression spline (MARS).
The key reason for restricting our attention to these three algorithms is the vast and
diverse assumptions and solving techniques they have. The MLR assumes the relations
between the dependent and explanatory variables can be represented as a collection of
lines whose optimal parameter spaces can be determined by minimizing the distance
between the algebraic sum of these lines and the dependent’s ground truth. In contrast,
both RF and MARS relax the MLR’s linear assumptions, the RF is an ensemble of several
decision trees that works collaboratively to figure out the relations between the variables
under investigation without imposing a prior assumption about the type of these relations.
Hastie et al. [47] has provided a more detailed description of MLR, RF, and MARS.

In order to describe the aforementioned model formally, let
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readings of specific microelement, hence xi, i ≤ i ≤ 14 is used to refer the readings of the
ith microelements.

In the proposed MLR model, each microelement vector, i.e., xi; 1 ≤ j ≤ 14 is used as the
dependent variable whereas the remaining 13 vectors, i.e., xj; 1 ≤ j ≤ 14 ; j 6= i are used as
explanatory variables. Therefore, the main objective of the MLR can be described as finding
the coefficients for each instance of xj that facilitates computing xi as a sum of xj, i.e.,

x̂i = βi0 + εi +
j=14,j 6=i

∑
j=1

βjixj (1)

where x̂i is the projected values generated from the model, βi0 is the y-intercept, i.e., the
value of xi when all the values of all x′js are set to 0 and εi is the vector of errors values that
yields from computing xi in terms of x′js [48].

The proposed random forest model is based on a bagging approach, in which vectors
other than the independent variable are segregated randomly and converted to several
sub-vectors [49]. Thereafter, each sub-vector is fed into a dedicated regression model
(i.e., a decision tree model) created by the random forest engine. This engine then trains
each model individually, collects the votes from each model and aggregates them, for this
reason most references refer to the random forest as a bootstrap aggregation technique. To
describe this operation mathematically, let us assume that the vector of the ith microelement
readings, i.e., xi is divided into Bxi sub-vectors each of which is trained with a model whose
output is denoted by f̂b; 1 ≤ b ≤ ‖B‖, where ‖·‖ refers to the cardinality of Bxi (the number
of sub-vectors) then the output of the random forest model, xi, can be written as:

x̂i =
1
B

B

∑
b=1

f̂b
(
xib, xj,Θb

)
; 1 ≤ i, j ≤ 14; i 6= j (2)

where xib is the sub-vector of xi that is used by the model to generate f̂b and Θb is the
hyperparameters spaces used by that model to generate the results. This hyperparameters
space comprises those criteria upon which the models are built, such as the number of
the models (i.e., decision trees), their depth, and the number of the explanatory vectors.
It is worthy to note that the highly parametric approach of the random forest makes it
more suitable for treating nonlinear problems better than MLR; however, this comes at
the expense of increasing the computational power. Particularly, adding more models
can make the model able to differentiate more combinations of the sub-vectors, which
in turn can boost prediction performance, however such operations entail substantial
overhead. Finally, the proposed MARS utilized the divide and conquer techniques to
group the inputted dataset, i.e., xj and their associated features, i.e., xj, 1 ≤ i, j ≤ 14; i 6= j
into several piecewise linear parts (i.e., splines) each of which has its own gradients. The
MARS thereupon endeavors to attach these splines firmly to generate the best possible
representation of xj in terms of xj. In mathematical parlance, the predicted values of xi can
be written as:

x̂i = f
(
xj
)
+ εi; 1 ≤ i, j ≤ 14; i 6= j (3)

where f , dubbed basis function, is the transformation that is used to connect the splines
and εi is the fitting error. MARS traditionally uses the stepwise searching technique to
specify the number of splines’ joint points, which are referred to as knots. The technique
consists of two phases: forward and backward, with the forward phase defining the knot
locations randomly, as well as the backward phase adjusting the knot numbers and locations
according to the fitting errors [50]. As a result of alternate forward and backward phases,
the MARS is able to reduce errors and hence provide the best possible representation for
the independent variable.
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2.4.2. Model Implementation and Validation

All the programming and modeling efforts were carried out over a single machine
running a Ubuntu operating system on the 11th generation Intel core processor, with a speed
of 5.3 GHz with 8 core/16 threads. The machine used 62 GB of memory and a GeoForce
RTX 2060 graphical processor unit. Python version 3.10.2 with Scikit-learn package [51] was
used to model the MLR and RF whereas the Py-earth package [52] was used to implement
MARS. The default values of the RF and MARS as specified in the respective packages were
used to treat the datasets, this includes using additive MARS approaches and the number
of initial instances of trees in RF (which is 100). All the outcomes of the proposed models
were assessed using standard statistical measurements.

It should be noted that, despite the differences between the three modeling techniques
evaluated in this study, Equations (1)–(3) show that the predicted value (the concentration
of a specific microelement) of each model depends primarily on the explanatory variables
(the concentration of one or more microelements). This, in turn, raises the question of which
explanatory variables may be effective for each model to yield accurate predicted values.
Motivated by the need to address this question, we employed the combination theory [53]
to generate all possible arrangements that can be used as explanatory variables for each
microelement. This approach gave 8191 possible arrangements for each microelement and
in total 114,674 possible arrangements for all microelements. A dedicated MLR model was
constructed for each one of the 114,674 arrangements; thereupon new models based on the
RF and MARS were used instead of the MLR. Hence the total number of models used in
this study was 114, 674× 3 models or 344,022. Figure 2 illustrates our proposed approach,
in which all possible arrangements to compute the Si microelement were generated using
MLR. Figure 2a illustrates how the other 13 microelements (all of the elements other than
Si) were used independently as explanatory variables, this yields a 13C 1 = 13 models where
C denotes the combination operator. Figure 2b shows that the same 13 microelements
(i.e., all the microelements except Si) were used as explanatory variables to predict Si.
However, instead of feeding each variable at a time, they were grouped in pairs, i.e., using
the concentrations of Al and Fe together to predict the concentration of Si, and then usage
of Al with Ti to predict the concentration of Si, and so on until we had covered all possible
combinations, this yielded 13C 2 = 78 possible combinations. Figure 2c illustrates that the
same technique used in Figure 2a,b was employed, except that the 13 microelements were
grouped in a tuple of 3 instead of 2 i.e., 13C 3 = 286. This procedure continued until the
model used all 13 microelements together for Si prediction (Figure 2d,e). Figure 3 shows
how the outputs from each model were constructed.

For comprehensive evaluation of the performance of the modeling techniques, namely
MLR, RF, and MARS, the 10-fold cross-validation scheme was employed. In this scheme,
the dataset was randomly divided into 10 even-sized subsets, with nine of the ten subsets
being used in the training of the model, while the tenth was used in the test phase. This
procedure was repeated 10 times in order to permit each subset to be used in the test phase.
An advantage of this scheme is that it enables the testing of the prediction accuracy of the
model from different perspectives without being influenced by the distributions within
the dataset. This provides more robust estimations for the model’s performance. Figure 4
shows an abstract of this operation at a high level.
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Figure 2. High level abstract for the proposed approach, in which all possible arrangements, to
predict the Si microelement are generated, using MLR. (a) each microelement except Si has been
used individually as explanatory variable, (b) two microelements except Si have been used as
explanatory variable, (c) three microelements except Si have been used as explanatory variable,
(d) four microelements except Si have been used as explanatory variable, (e) all microelements except
Si have been used as explanatory variable.
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Figure 3. The method used to construct the outputs from the three different models used in this study
(MLR, RF, and MARS) (a) models generated using MLR, (b) models generated using RF, (c) models
generated using MARS.
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3. Results and Discussion
3.1. Measurements of EDXRF of the Farm Dataset

A description of the EDXRF-analyzed elemental concentrations for the selected farms
is presented in Table 1. As there are no national reference values available, we had to use
international reference values for element concentrations in soils as calibration and cross-
validation data (Table 1). Interestingly, the EDXRF generated dataset is within the range of
previously recorded values, which makes it possible to utilize it to validate the models. It
is worth noting that the selected farms (L1-L10) differed in their frequency distributions
of micronutrient concentrations. For instance, L10 had higher Ba and Zr concentrations,
while L6 had higher Zn and Cr concentrations (Table 1). However, regardless of the range
of reference measurements, the average values of the measured concentrations showed
that the farm dataset revealed a greater Fe and Ti concentration than the reference values.
For example, compared to 2.6% and 0.29% of Fe and Ti all the studied farms contained
3.9–6.78% and 0.43–0.85%, respectively (Table 1). Similarly, eight samples in the farm
dataset had Zn and Si concentrations above 0.006% and 31%, respectively.

Table 1. Results of EDXRF analysis of micronutrients in samples of agricultural soils collected
from the study area according to Koom et al. [44]. The data represent the mean value of element
concentration (mg kg−1). As there is no common LOD for an element, measured values below this
limit were denoted “not a number” (NaN) value. (E) denotes element. The farms included in this
study were designated from L1-L10. Reference element concentrations are based on Shacklette,
Hansford [54], and Al-Mamoori et al. [55].

E
Reference Data

L 1 L 2 L 3 L 4 L 5 L 6 L 7 L 8 L 9 L 10
Mean Range

Si 310,000 16,000–450,000 314,400 328,200 307,000 324,700 298,100 324,800 363,900 339,400 341,100 342,00

Al 72,000 700 > 10,000 71,400 61,800 48,400 71,600 50,700 50,900 50,510 68,900 57,800 63,100

Fe 26,000 100 > 100,000 67,800 58,400 65,800 59,100 61,400 50,200 39,000 50,700 45,900 42,300

Ti 2900 70–20,000 8540 5050 4430 5490 5470 4330 4400 4870 4270 4380

Cl 5000 100–9900 1690 110 96 527 400 2760 350 320 550 690

Mn 550 <2–7000 573 76 60 1050 102 937 677 833 656 860

Sr 240 <5–3000 463 23 24 381 801 518 271 318 463 331

Ba 580 10–5000 243 90 120 480 460 640 520 400 430 560

Zr 230 <20–2000 121 5 35 203 254 227 301 228 249 539
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Table 1. Cont.

E
Reference Data

L 1 L 2 L 3 L 4 L 5 L 6 L 7 L 8 L 9 L 10
Mean Range

Zn 60 <5–2900 97 5 5 112 204 1740 67 101 89 121

Cu 25 <1–700 NaN NaN 5 51 55 44 NaN NaN NaN NaN

Cr 54 1–2000 NaN NaN 29 78 NaN 108 NaN NaN NaN NaN

Y 25 <10–200 NaN NaN 8 46 46 NaN 44 43 NaN 67

Ni 19 <5–700 NaN NaN 65 NaN NaN NaN NaN NaN NaN NaN

3.2. Performance Metrics

The following metrics were used to measure the performance of the models: mean
absolute error (MAE), mean absolute percentage error (MAPE), mean squared error (MSE),
and mean square percentage error (MSPE), relative absolute error (RAE), relative squared
error (RSE), and R-squared (R2).

The MAE measures the average of the Manhattan distance between each ground truth
value and its corresponding predicted value generated by the model. In order to describe
MAE in the context of this study, let xij be the jth elements of the ground truth vector that
accommodates all the readings of the ith microelements taken from the Taif rose farms, i.e.,
xi and x̂ij is the predicted value of xij, then MAE can be given as [56]:

MAE =
1
‖xi‖

j=‖xi‖

∑
j=1

∣∣x̂ij − xij
∣∣; ∀xij ∈ xi; 1 ≤ i ≤ 14 (4)

The value of the MAE can be interpreted intuitively as the extent to which the pre-
dicted values generated from the model differ from the ground truth values on average;
hence the closer to zero the better prediction performance and vice versa. While the MAE
is regarded as one of the most significant metrics that can be used to quantify the overall
performance of a model, since it measures the absolute error, it makes its readings un-
bounded; thus, other metrics have appeared in the open literature. The mean absolute
percentage error (MAPE) metric analyses predictive errors in the same manner as MAE.
However, MAPE normalizes the calculated error in relation to the ground truth readings
and multiplies the result by 100 to lessen the sensitivity of the model to a deviation from
the true value. Formally, MAPE can be written as:

MAPE =
100
‖xi‖

j=‖xi‖

∑
j=1

∣∣x̂ij − xij
∣∣∣∣xij

∣∣ ; ∀xij ∈ xi; 1 ≤ i ≤ 14 (5)

MAPE readings are interpreted similarly to MAE readings; for example, higher
MAPE values mean that the predicted values generated from the model are large in
contrast to the ground truth values, and vice versa. Despite the advantages of MAE and
MAPE, they are unable to account for certain types of errors, such as outliers, inliers,
non-linear correlations, or uplift due to their use of Manhattan distance to measure error.
Motivated by the need to develop a meaningful metric to evaluate such errors, the mean
squared error (MSE) and mean square percentage error (MSPE) have been introduced.
MSE and MSPE can be described mathematically as [57]:

MSE =
1
‖xi‖

j=‖xi‖

∑
j=1

(
x̂ij − xij

)2; ∀xij ∈ xi; 1 ≤ i ≤ 14 (6)

MSPE =
100
‖xi‖

j=‖xi‖

∑
j=1

(
x̂ij − xij

)2∣∣xij
∣∣ ; ∀xij ∈ xi; 1 ≤ i ≤ 14 (7)
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When comparing Equation (4) with (6) and (5) with (7), it can be seen that there is
a significant difference between them, as MSE and MSPE use the Euclidean distance in
the lieu of the Manhattan distance. As a result of the Euclidean distance, the larger errors
have a greater contribution to the MSE and MSPE values, which in turn allows them to
overcome the shortcomings of MAE and MAPE.

Even though the above performance metrics can be used to quantify prediction accu-
racy, comparing two models requires more sophisticated measures that are more directly
proportional to the weights associated with each prediction error. Therefore, a new fam-
ily of performance metrics have been devised to provide more robust measures, such as
relative absolute error (RAE) and relative squared error (RSE). The RAE and RSE can be
given as [58]:

RAE =
∑

j=‖xi‖
j=1

∣∣x̂ij − xij
∣∣

∑
j=‖xi‖
j=1

∣∣E[xi]− xij
∣∣ (8)

RSE =
∑

j=‖xi‖
j=1

(
x̂ij − xij

)2

∑
j=‖xi‖
j=1

(
E[xi]− xij

)2
(9)

where E[xi] is the arithmetic mean of the vector xi. It is noteworthy that the square of
the difference between the ground truth reading and the arithmetic mean reading should
be used in the denominator of the model rather than the cardinality of the xi as in MAE
and MSE which allows RAE and RSE to compare the model’s performance with another
simple model that uses the arithmetic mean as predictor. This means the outputs of the
RAE and RSE are real valued numbers ranging from zero to one, where zero implies that
the model is performing optimally, and zero implies that the model is performing poorly.

The last performance metric considered in this study is the R-Squared (R2) which can
be defined as [59]:

R2 =
∑

j=‖xi‖
j=1

(
E[xi]− x̂ij

)2

∑
j=‖xi‖
j=1

(
E[xi]− xij

)2
(10)

R2 is simply the ratio between the total variation presented by the predicted values
generated from the model with respect to the arithmetic mean of the ground truth values
and the total variation presented by the ground truth values themselves with respect to
their arithmetic mean. The output of the R2 metric is a real value number bounded over
the range [0,1] and cbe interpreted in a similar manner as the output of RAE and RSE.

3.3. Modeling

Fundamentally, RF segregates the space of the considered datasets into a set of sub-
datasets and then feeds each of which into several decision trees whose main responsibility
is to figure out the relations between the given sub-datasets and to conduct the prediction
processes accordingly. RF then averages all the outcomes of these trees to generate the
single results. Although MARS is like RF in that both are nonparametric algorithms, MARS
differs substantially in the way that it is used to treat the dataset and is employed to define
the relations between variables. Basically, MARS assumes that the considered dataset
can be represented as a family of polynomials that are valid within a spectrum of the
explanatory variables; accordingly, MARS assesses the cut-points of these polynomials to
generate a system of the piecewise linear regression model of candidate features. Once
MARS allocates the vicinities of the near-optimal solutions of the model, it applies the
hinge function to alternate the computations of the generated system of equation between
forward and backward cycles with the aim of expediting the approach to the optimal
representation region and to reduce overfitting and model complexity.

To predict the concentration of an element based on the concentrations of other ele-
ments the correlation coefficient for the raw data was computed (Figure 5) while the MLR
was applied to show the optimal values for each element (Table 2). The correlation matrix
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of the microelement’s readings obtained from the farms as given in Figure 2 demonstrates
that out of the 14 microelements, Zr had the highest correlation readings; more specifically,
Zr was correlated positively with Ba and Y at values of +0.8 and +0.73, respectively, and
negatively with Fe and Si at values of −0.72 and −0.69, respectively. On the other hand, it
was noticed that the lowest correlation readings were due to Cl elements, as it correlated
with Si and Al by values of 0.00157 and −0.00366, respectively. The diagonal of this matrix
is the histogram of the microelements, and the lower section is the scatter plots of the pairs
of elements.

Agronomy 2022, 12, x FOR PEER REVIEW 14 of 27 
 

 

 
Figure 5. The correlation matrix of the 14 microelement’s readings obtained from the studied Taif 
rose farms for prediction of the concentration of an element based on the concentrations of other 
elements. the signal asterisk (*) indicate the correlation is significant at the 0.05 level and double 
asterisk (*) indicate indicates the correlation is significant at the 0.01 level. 

Figure 6 illustrates the boxplot of the 14 microelements considered in this study. A 
boxplot is amongst the standardized tools that can be used to exhibit statistical infor-
mation of a dataset using five values: minimum, first quartile, median, third quartile, and 
the maximum readings of the dataset. Hence, the short boxplot as was the case for Ni, Zn, 
Si, and Cl demonstrate that the readings of these elements across the Taif rose fields were 
of high agreement with each other, i.e., the dispersion of these readings were slight and 
hence all the aforementioned statistical measurements occurred with a small range. On 
the other hand, the long boxplots like those of the Al, Mn, Cu, and Y datasets indicated 

Figure 5. The correlation matrix of the 14 microelement’s readings obtained from the studied Taif
rose farms for prediction of the concentration of an element based on the concentrations of other
elements. the signal asterisk (*) indicate the correlation is significant at the 0.05 level and double
asterisk (**) indicate indicates the correlation is significant at the 0.01 level.
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Table 2. The coefficients of microelements that generate the optimal prediction performance for each element.

Si Al Fe Ti Cl Mn Sr Ba Zr Zn Cu Cr Y Ni

Si - 15.05 15.63 545.0 540 - - - 3.2 365 0.66 142 365 0.3
Al - - 36 0.3 64 0.36 365 0.69 3697 314 36 36 14 14
Fe 15 55 - - - - - - −22 14 12 524 26 3
Ti 1 4 2 - 12 99 3 5 241 34 345 76 87 78
Cl 67 45 - 2 - 3 3 - 132 - - - 34 2

Mn 5 - 23 2 - - - 4 - −23 34 23 34 34
Sr 6 45 - - - 3 - 2 - - - 2 6 12
Ba 4 - 4 2 225 - 45 - - - 3 - 6 43
Zr 5 23 - 12 5 - - - - 23 34 67 56
Zn 45 - - 3 322 44 - - - - - 34 57
Cu 34 - - 23 - - - - - - - 8 14
Cr 3 23 32 34 - 54 23 - 23 34 45 - 4
Y 12 - 1 - - - - - - 3 7 - - 45
Ni 56 - 34 - - 54 - 45 544 - - - 8 -

Figure 6 illustrates the boxplot of the 14 microelements considered in this study. A
boxplot is amongst the standardized tools that can be used to exhibit statistical information
of a dataset using five values: minimum, first quartile, median, third quartile, and the
maximum readings of the dataset. Hence, the short boxplot as was the case for Ni, Zn, Si,
and Cl demonstrate that the readings of these elements across the Taif rose fields were of
high agreement with each other, i.e., the dispersion of these readings were slight and hence
all the aforementioned statistical measurements occurred with a small range. On the other
hand, the long boxplots like those of the Al, Mn, Cu, and Y datasets indicated that these
microelement values were spread out over a large range. Interestingly, boxplots can also
be used to give an indication of the density of the readings within a given range. It can be
seen, for instance, that most of the Cu readings were concentrated within the above Q2
intervals whereas the opposite case can be seen for Mn.
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3.4. Validation

Assessment for the validity of our readings was conducted by comparing them with
those that have been recorded in previous reports, e.g., [54,55]. The results of this assess-
ment are given in Figure 6 where the green area is used to indicate the range of values
and the blue columns signify the average values of the considered element’s datasets. As
indicated from these results, some values are shown to fall near the average (e.g., Si, Ba, and
Ni) whereas others fall on the boundaries (e.g., Cl, Cr, and Cu). However, all the collected
readings fell within the reported range which provided a face validation for the methods
by which the raw data was collected and analysed (Figure 7).
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Figure 7. Comparison of the measurements in the studied area to assess the validity of our readings
concerning reference values that have been recorded in previous reports, e.g., [54,55]. Green area
indicates the range of values, and the blue columns signify the average values of the considered
element’s datasets. Some values are shown to fall near the average (e.g., Si, Ba, and Ni) whereas the
others fall on the boundaries (e.g., Cl, Cr, and Cu).

3.5. Outcomes of the MLR, RF, and MARS

We investigated all combinations of these variables since the performance of the MLR
model depends largely on the formula used to reveal latent relationships between the
dependent and explanatory variables. Hence, we employed the permutation approach to
construct 196 MLR models, each describing possible relationships between the dependent
variables and other explanatory variables that led to the best results. Figure 8 shows
the models constructed to reveal the relation between Si as an independent element and
other elements.



Agronomy 2022, 12, 895 16 of 27Agronomy 2022, 12, x FOR PEER REVIEW 17 of 27 
 

 

 

 𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑁𝑖) 𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑌 + 𝑁𝑖) 

 

 

𝑆𝑖 = 𝑓(𝐴𝑙 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 

Figure 8. Cont.



Agronomy 2022, 12, 895 17 of 27
Agronomy 2022, 12, x FOR PEER REVIEW 18 of 27 
 

 

 

 

𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑍𝑟 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 𝑆𝑖 = 𝑓(𝐴𝑙 + 𝐵𝑎 + 𝑍𝑟 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 

  𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑍𝑟 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 𝑆𝑖 = 𝑓(𝐴𝑙 + 𝑀𝑛 + 𝑆𝑟 + 𝐵𝑎 + 𝑍𝑟 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖) 

Figure 8. Cont.



Agronomy 2022, 12, 895 18 of 27Agronomy 2022, 12, x FOR PEER REVIEW 19 of 27 
 

 

 

 

𝑆𝑖 = 𝑓(𝐴𝑙 + 𝐶𝑙 + 𝑀𝑛 + 𝑆𝑟 + 𝐵𝑎 + 𝑍𝑟 + 𝑍𝑛 + 𝐶𝑢 + 𝐶𝑟 + 𝑌 + 𝑁𝑖)  

Figure 8. Prediction error of 196 MLR models constructed to reveal the relation between Si as an 
independent element and other elements based on the permutation approach. Each model describes 
possible relationships between the dependent variables and other explanatory variables that led to 
the best results. 

As can be seen from Figure 9, not all explanatory elements have the same contribu-
tion to the prediction of Si and an increase in the number of explanatory variables can 
improve the prediction performance. Comparing the case where both Al and Ni were 
used to predict Si with the case where Al, Y, and Ni were used showed that the error bars 
(vertical lines) of the latter case were shorter than the former. Table 2 presents the coeffi-
cients of microelements that generated the optimal prediction performance for each ele-
ment. The same permutation technique used to obtain the results of MLR was applied to 
obtain the results of the random forest (RF). According to Figure 8, we can see that differ-
ent elements had different error prediction characteristics, from which one may be able to 
determine the best number of trees to use. For instance, the optimal number of trees for Si 
was approximately 50, whereas the optimal number of trees for Al was approximately 30. 
Table 3 shows the maximum values of the number of trees and their error readings of RF. 

   

Si Al Fe 

Figure 8. Prediction error of 196 MLR models constructed to reveal the relation between Si as an
independent element and other elements based on the permutation approach. Each model describes
possible relationships between the dependent variables and other explanatory variables that led to
the best results.

As can be seen from Figure 9, not all explanatory elements have the same contribution
to the prediction of Si and an increase in the number of explanatory variables can improve
the prediction performance. Comparing the case where both Al and Ni were used to
predict Si with the case where Al, Y, and Ni were used showed that the error bars (vertical
lines) of the latter case were shorter than the former. Table 2 presents the coefficients of
microelements that generated the optimal prediction performance for each element. The
same permutation technique used to obtain the results of MLR was applied to obtain
the results of the random forest (RF). According to Figure 8, we can see that different
elements had different error prediction characteristics, from which one may be able to
determine the best number of trees to use. For instance, the optimal number of trees for Si
was approximately 50, whereas the optimal number of trees for Al was approximately 30.
Table 3 shows the maximum values of the number of trees and their error readings of RF.

Table 3. Maximum values of the number of trees and their error readings of RF.

Element Maximum Number of Trees Error Readings

Si 100 0.001
Al 50 0.3345
Fe 150 0.0054
Ti 1123 0.00574
Cl 234 0.0000957

Mn 340 0.00141
Sr 324 0.00002414
Ba 1575 0.001954
Zr 756 0.010541
Zn 424 0.000955
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Table 3. Cont.

Element Maximum Number of Trees Error Readings

Cu 477 0.00001214
Cr 186 0.009665
Y 860 0.0000014
Ni 417 0.00016345
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Considering the MARS models, a sample of four prediction performances is shown in
Figure 10, including the cumulative distribution of prediction errors, their residuals versus
fitted, and residual QQ and GRSq, which were constructed to predict the values of each
microelement in relation to all other elements. It was evident from these results that the
values of the performance metrics vary among the elements.
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An assessment of results during training and testing phases is presented in Figure 11.
The real and predicted values of elemental concentrations revealed variable prediction
performances among the selected models, which can be attributed to high variations
amongst the modeling techniques used to generate these models. It is worthy to note that
all the predicted values shown in this figure are obtained at a 95% confidence interval
with respect to their arithmetic mean. Motivated by these findings, the best results of each
modeling technique have been considered in the next section.
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Figure 11. Assessment under training and testing phases. Real vs. predicted values for selected
models are shown, (a) MLR model to predict the concentration of Si as a function of Cu, Zr con-
centrations, (b) MLR model to predict the concentration of Cu as a function of AL, Fe, Zr, and Ba
concentrations, (c) MLR model to predict the concentration of Ni as a function of all other microele-
ments concentrations, (d) RF model to predict the concentration of Al as a function of Cu and Zr
concentrations, (e) RF model to predict the concentration of Ti as a function of Ba, Cr, Cu, Y, and Mn
concentrations, (f) RF model to predict the concentration of Fe as a function of all other microelement
concentrations, (g) MARS model to predict the concentration of Ni as a function of Cu, Zr, and Mn
concentrations, (h) MARS model to predict the concentration of Mn as a function of Y, Ni, Fe, Si,
and Ba concentrations, (i) MARS model to predict the concentration of Si as a function of all other
microelement concentrations.
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The results in this study demonstrated that an approach based on EDXRF measure-
ments coupled with machine learning algorithms can predict concentrations of micronu-
trients in the Taif agricultural soils. An interesting finding was that concentrations of
elements that are difficult or impossible to measure directly with the EDXRF device, such
as Cu and Cr, can be indirectly predicted with predictor elements present in measurable
concentrations. Table 4 shows a comparison of the different models considered in this study
using the statistical metrics mentioned above. For the purpose of this comparison the best
model generated from each modeling techniques has been used here.

Table 4. Comparison between different models using statistical metrics.

Modeling
Technique Element

Performance Metrics

MAE MAPE MSE MSPE RAE RSE R2

Multiple
Line

Regression
(MLR)

Si 3.76× 10−2 6.95× 10−3 3.34 × 10−2 2.99 × 10−2 3.03 × 10−2 3.89 × 10−3 2.59 × 10−2

Al 3.99 × 10−2 1.92 × 10−3 1.98 × 10−3 2.11 × 10−3 1.21 × 10−2 1.63 × 10−2 2.13 × 10−2

Fe 2.73 × 10−2 2.02 × 10−2 1.82 × 10−2 9.38 × 10−3 1.85 × 10−2 2.67 × 10−3 4.34 × 10−2

Ti 3.67 × 10−3 4.87 × 10−2 2.27 × 10−2 4.08 × 10−2 2.11 × 10−3 3.60 × 10−2 2.14 × 10−2

Cl 2.13 × 10−2 2.95 × 10−2 3.74 × 10−2 3.44 × 10−2 2.43 × 10−2 1.45 × 10−2 5.80 × 10−3

Mn 3.21 × 10−3 2.42 × 10−2 4.00 × 10−2 1.50 × 10−2 3.76 × 10−2 2.97 × 10−2 4.56 × 10−2

Sr 8.51 × 10−3 4.50 × 10−3 4.90 × 10−2 7.84 × 10−3 2.83 × 10−2 1.15 × 10−2 3.30 × 10−2

Ba 2.36 × 10−2 3.50 × 10−2 2.87 × 10−2 6.90 × 10−3 5.14 × 10−3 1.94 × 10−2 1.53 × 10−2

Zr 3.67 × 10−2 3.78 × 10−2 3.78 × 10−2 3.07 × 10−2 1.13 × 10−2 8.32 × 10−3 4.32 × 10−2

Zn 8.09 × 10−4 1.96 × 10−4 3.58 × 10−2 4.21 × 10−2 3.03 × 10−2 6.33 × 10−2 1.39 × 10−2

Cu 1.37 × 10−2 2.50 × 10−3 1.81 × 10−2 1.49 × 10−2 1.41 × 10−2 8.49 × 10−3 2.28 × 10−2

Cr 6.89 × 10−3 2.30 × 10−3 1.90 × 10−2 4.55 × 10−2 1.14 × 10−2 3.96 × 10−2 4.50 × 10−3

Y 6.14 × 10−3 2.87 × 10−2 2.31 × 10−2 2.66 × 10−2 1.27 × 10−2 2.64 × 10−2 2.21 × 10−2

Ni 8.91 × 10−3 3.82 × 10−2 2.75 × 10−2 2.66 × 10−2 4.83 × 10−2 3.83 × 10−2 4.60 × 10−2

Random
Forest (RF)

Si 4.59 × 10−2 3.95 × 10−2 2.85 × 10−2 4.67 × 10−2 3.69 × 10−2 4.99 × 10−2 3.56 × 10−2

Al 3.35 × 10−4 1.54 × 10−2 1.11 × 10−2 3.98 × 10−2 3.93 × 10−2 1.34 × 10−2 2.18 × 10−2

Fe 4.16 × 10−2 3.72 × 10−2 1.87 × 10−2 3.45 × 10−2 2.38 × 10−2 2.73 × 10−2 1.09 × 10−2

Ti 4.61 × 10−2 1.92 × 10−2 9.93 × 10−3 3.38 × 10−2 3.17 × 10−3 1.16 × 10−2 2.76 × 10−2

Cl 2.19 × 10−3 4.38 × 10−2 4.34 × 10−2 2.60 × 10−2 2.14 × 10−2 2.27 × 10−2 2.70 × 10−2

Mn 3.19 × 10−2 1.09 × 10−2 6.26 × 10−3 4.92 × 10−2 3.14 × 10−2 4.32 × 10−2 3.03 × 10−2

Sr 2.37 × 10−2 3.13 × 10−2 3.97 × 10−2 4.31 × 10−2 1.27 × 10−2 3.95 × 10−2 4.94 × 10−3

Ba 4.44 × 10−2 1.98 × 10−2 3.65 × 10−2 3.88 × 10−2 4.87 × 10−2 3.57 × 10−2 2.68 × 10−3

Zr 2.86 × 10−2 4.73 × 10−2 2.99 × 10−2 1.73 × 10−2 3.11 × 10−2 2.70 × 10−2 1.52 × 10−2

Zn 3.74 × 10−2 1.02 × 10−2 2.02 × 10−2 3.74 × 10−2 2.05 × 10−2 4.75 × 10−2 4.57 × 10−2

Cu 4.15 × 10−2 3.16 × 10−2 3.48 × 10−2 2.48 × 10−2 3.85 × 10−5 7.64 × 10−3 2.37 × 10−2

Cr 3.95 × 10−2 3.33 × 10−2 1.95 × 10−3 3.88 × 10−2 4.57 × 10−3 3.79 × 10−2 4.02 × 10−2

Y 4.60 × 10−2 4.90 × 10−2 3.55 × 10−3 1.86 × 10−2 1.35 × 10−2 3.83 × 10−2 9.87 × 10−3

Ni 1.64 × 10−2 4.92 × 10−3 3.66 × 10−2 3.72 × 10−3 2.13 × 10−2 3.27 × 10−2 3.02 × 10−2

Multivariate
adaptive

regression
splines
(MARS)

Si 3.04× 10−2 2.69× 10−2 2.92 × 10−2 4.88 × 10−2 6.89 × 10−3 4.52 × 10−2 3.43 × 10−2

Al 3.63× 10−2 8.65× 10−4 3.04 × 10−2 2.63 × 10−2 2.70 × 10−2 8.16 × 10−3 9.66 × 10−4

Fe 8.16× 10−3 4.71× 10−2 7.19 × 10−3 2.62 × 10−2 4.45 × 10−2 2.79 × 10−2 4.37 × 10−2

Ti 4.91× 10−2 3.19× 10−2 4.51 × 10−2 4.24 × 10−2 1.95 × 10−2 4.05 × 10−2 1.62 × 10−2
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Table 4. Cont.

Modeling
Technique Element

Performance Metrics

MAE MAPE MSE MSPE RAE RSE R2

Multivariate
adaptive

regression
splines
(MARS)

Cl 1.08× 10−2 2.41× 10−2 1.50 × 10−2 1.30 × 10−2 2.98 × 10−3 1.40 × 10−4 4.51 × 10−2

Mn 2.66× 10−2 3.69× 10−2 2.94 × 10−2 4.21 × 10−3 4.51 × 10−2 3.76 × 10−3 2.72 × 10−2

Sr 2.86× 10−2 8.76× 10−3 3.24 × 10−2 2.90 × 10−2 3.14 × 10−2 1.41 × 10−3 1.22 × 10−2

Ba 7.90× 10−4 4.73× 10−2 2.90 × 10−2 2.27 × 10−2 1.99 × 10−4 5.68 × 10−3 1.25 × 10−2

Zr 9.62× 10−3 1.03× 10−2 5.69 × 10−3 3.10 × 10−2 3.26 × 10−2 3.19 × 10−2 4.29 × 10−2

Zn 3.79× 10−2 4.61× 10−2 3.00 × 10−2 3.76 × 10−2 2.46 × 10−2 2.71 × 10−2 7.39 × 10−3

Cu 3.26× 10−2 2.68× 10−2 2.71 × 10−2 1.85 × 10−2 4.14 × 10−2 1.82 × 10−2 2.92 × 10−2

Cr 6.94× 10−3 3.55× 10−2 2.87 × 10−2 3.20 × 10−2 3.41 × 10−2 1.00 × 10−2 2.23 × 10−2

Y 2.41× 10−2 1.48× 10−2 4.03 × 10−2 2.06 × 10−2 3.65 × 10−2 3.54 × 10−2 4.16 × 10−2

Ni 2.27× 10−2 9.01× 10−3 1.54 × 10−2 6.79 × 10−3 3.23 × 10−3 1.94 × 10−2 3.93 × 10−2

The assessment provided in this study shows that the MLR, RF, and MARS have
different performance predictions. In agreement with Kadkhodazadeh et al. [59], our
results indicated that MARS outperforms the other two algorithms (RF and MARS) when
the number of explanatory variables is small. Other studies have suggested that the MARS
model, as a non-parametric regression approach, has good potential for solving nonlinear
problems with high dimensions [60,61]. Subsequently, the MARS algorithm generated
basis functions for input variables and then specified regression models by combining
basis functions to estimate the output variable [61]. On the other hand, RF revealed higher
performance when the number of these variables was large. The random forest has been
proved as a machine learning program that is capable of solving regression difficulties in
different fields, such as estimating sea surface salinity, nanofluids, groundwater pollution,
etc. [62,63]. However, the higher performance of RF requires higher computation times
and complexity which in turn encourages researchers to utilize the MLR as a moderate
method to make predictions for multivariant variables. The MLR model is commonly used
to estimate the linear regression relationship between inputs and target values based on
severe data deviations [64,65]. One of the benefits of this model is that it can reduce the
changes due to uncertainties. It can be seen from the results that the error values of RF do
not follow a general trend which was attributed principally to the reliance of this model on
generating several trees and treating data randomly to extract their latent relations.

Finally, the results of the analyses suggested that caution is required when using
the presented models. RF models, for example, cannot predict concentrations as low as
continuous MLR and MARS models. However, in rare cases, though, MARS and MLR
can predict absurd concentrations [14]. An appropriate distribution of concentration in
the calibration dataset will facilitate the RF algorithm’s ability to build classes through all
ranges. In the present study, RF did not construct sufficient classes for Zr in the upper
ranges, which suggests more soil samples are necessary to improve RF’s accuracy. In line
with Alder et al. [14], it appears that the continuous models assessed in this study allow
for more predictions to be extrapolated. However, a simple linear model, such as MLR,
can also be remarkably effective as illustrated in predictions for Zn, and in some cases, Cu.
As there is less associated error in predictions, non-linear models such as RF and MARS
can be better options overall. Thus, MARS and RF may be roughly suitable to predict
concentration ranges, depending on the range of concentrations to be predicted. At lower
concentrations, for example, the RF model was more accurate than the MARS model for
Cu, but the MARS model performed better at higher concentrations.
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Finally, the results reported in this study demonstrated that the proposed machine
learning method was able to accurately predict soil microelement concentrations in Taif rose
farms, which may save time and effort spent collecting soil samples and analyzing them
using traditional methods. Yet, it is noteworthy that the significant concoction amongst
these microelements requires a more sophisticated algorithm by which the latent features
can be revealed. Motivated by this, future work will focus on applying deep learning
algorithms to the collected samples in order to enhance the predictive performance.

4. Conclusions

The primary purpose of this research was to make use of recently improved machine
learning techniques to develop general prediction performance for agricultural soils in
Saudi Arabia, specifically in the Taif area. EDXRF measurements were used to develop
national predictive models that predict the concentrations of 14 micronutrients in soils
of Taif rose farms. The models were found to be applicable at farm scale; and capable of
predicting concentrations of micronutrients in agricultural soils at farm level, but with
varying amounts of error. The study reports that multivariate models can be used to
overcome numerous limitations of EDXRF, including high detection limits and an element
that cannot be measured directly. Generally, there is no universal ML technique that reliably
predicts micronutrient concentrations. The comparative analysis demonstrates that MARS
performs well when the number of explanatory variables is small; and RF performs well
when the number of variables is large, whereas multivariate linear regression (MLR) should
be considered a moderate technique for predicting multivariate variables. This study
provides a good foundation for testing the method on a larger dataset of soil samples to
create maps of the modeled elements in future studies on soil micronutrient maps in Taif
agricultural soils.
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