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Abstract: Agricultural robotics is a complex, challenging, and exciting research topic nowadays.
However, orchard environments present harsh conditions for robotics operability, such as terrain
irregularities, illumination, and inaccuracies in GPS signals. To overcome these challenges, reliable
landmarks must be extracted from the environment. This study addresses the challenge of accurate,
low-cost, and efficient landmark identification in orchards to enable robot row-following. First, deep
learning, integrated with depth information, is used for real-time trunk detection and location. The
in-house dataset used to train the models includes a total of 2453 manually annotated trunks. The
results show that the trunk detection achieves an overall mAP of 81.6%, an inference time of 60 ms,
and a location accuracy error of 9 mm at 2.8 m. Secondly, the environmental features obtained in the
first step are fed into the DWA. The DWA performs reactive obstacle avoidance while attempting to
reach the row-end destination. The final solution considers the limitations of the robot’s kinematics
and dynamics, enabling it to maintain the row path and avoid obstacles. Simulations and field
tests demonstrated that even with a certain initial deviation, the robot could automatically adjust its
position and drive through the rows in the real orchard.

Keywords: trunk detection; depth estimation; reactive obstacle avoidance; row following

1. Introduction

As an important economic crop of the Guangdong Province, the banana is one of the
pillar industries for the economic development of the province, which is also the largest
banana-producing province in China [1]. However, the process of planting fruit is still
mainly carried out manually, which leads to issues such as high labor intensity, high costs,
and low efficiency [2,3]. In comparison to human workers, agricultural robots offer several
advantages, including the ability to operate for longer periods without fatigue. This can lead
to increased productivity, application precision, and operational safety. In a prior study, we
developed a row-following system for a spraying robot, using traditional image processing
techniques. The system included several subtasks such as image binarization, boundary
detection, and guidance path generation [4,5]. However, our previous findings indicated
that changes in the environment, such as variations in light intensity or deep shadows,
required frequent parameter adjustments to maintain the accuracy and robustness of the
navigation system. To fill this gap, this study attempted to develop an orchard environment
perception module that automatically detects and locates trunks based on a deep learning
model and depth information. Additionally, a motion control module based on the DWA

Agronomy 2023, 13, 1084. https://doi.org/10.3390/agronomy13041084 https://www.mdpi.com/journal/agronomy

https://doi.org/10.3390/agronomy13041084
https://doi.org/10.3390/agronomy13041084
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/agronomy
https://www.mdpi.com
https://orcid.org/0000-0001-7810-6647
https://doi.org/10.3390/agronomy13041084
https://www.mdpi.com/journal/agronomy
https://www.mdpi.com/article/10.3390/agronomy13041084?type=check_update&version=1


Agronomy 2023, 13, 1084 2 of 16

(dynamic window approach) was designed to cooperate with the final realization of the
tree row following.

The existing approaches applied for agricultural robot navigation mainly include
GNSSs, laser radars, and cameras [6]. GNSS-based autonomous guidance is one of the
commonly used methods for agricultural robots, with centimeter-level accuracy on a 3D
terrain, and has matured into a commercial technology [7]. However, in real orchards, there
often exists dense canopy, which causes the signals emitted by the GNSS to be unstable. To
achieve robot navigation in an orchard environment, researchers nowadays mainly focus
on the application of LiDAR and camera sensors. LiDAR technology has the advantages
of long-range measurement, high accuracy, and resolution, and is often used for obstacle
avoidance. In LiDAR-based orchard navigation studies, researchers typically consider tree
trunks as obstacles, and then the trunks point cloud data were obtained and clustered,
the location of the tree rows could be calculated, and the navigation path could finally
be generated [8–11]. It was found that there are certain limitations in applying LiDAR
for automatic navigation in orchards: (1) The point cloud data provided by LiDAR are
highly sparse, especially in the case of missing tree rows, which becomes a major challenge
during point cloud clustering. (2) There exists noise in the point cloud data, especially
in the unstructured orchard environment, which results in data accuracy reduction. To
solve the drawback of the low density of LiDAR point cloud, researchers proposed the
idea of using 3D LiDAR with a higher resolution point cloud [12,13] or the combination of
2D LiDAR for tree row detection [14]. Even the density of the data point cloud has been
increased by the approaches presented above. There still exist several drawbacks to the
use of LiDAR in orchard navigation, as follows: (1) It can only obtain distance and angular
orientation information; it cannot provide information about the type of object. (2) During
the growth of fruit trees, the trunks are very often covered by leaves, and branches, making
it difficult to determine either the driving path or the trunks by using LiDAR only.

Employing camera sensors as a means of perception in agricultural environments is
becoming increasingly prevalent due to their cost-effectiveness and capacity to acquire rich
sensing information. Image processing techniques, leveraging color-based segmentation
approaches, have been frequently utilized in recent studies to detect and isolate path areas
in citrus groves, and distinguish traversable terrain from obstacles using soil texture and
shadow coloration, among other applications [15–17]. Nonetheless, the performance of
image processing techniques is notably sensitive to variations in illumination, particularly
in orchard settings, where lighting conditions can be inconsistent between shaded and
unshaded zones, leading to ambiguous target identification. Furthermore, image processing
algorithms are known to require parameter adjustment to account for environmental
changes, including seasonal, temporal, or meteorological shifts, to effectively detect and
isolate the same target. In contrast, deep learning, which has been rapidly developed
recently, has shown its superiority in learning higher-level features, and detecting targets
with higher accuracy than image processing algorithms [18]. Nowadays, deep learning
has been widely applied to agricultural-related tasks, such as fruit detection [19,20], leaf
detection [21,22], plant disease detection [23], and weed detection [24].

Based on previous literature, tree trunks are stable landmarks, and detecting them
can help in building an accurate orchard map that the agricultural robot can rely on, to
navigate safely and perform a variety of agricultural tasks. However, as mentioned above,
the traditional image process has some limitations in finding these landmarks rapidly and
accurately. The main aim of this work is as follows:

1. This study the attempts to develop an orchard environment perception model based
on deep learning and a depth camera that improves the speed and accuracy of trunk
detection and location. The model is trained using the designed dataset containing
2453 annotated trunk images.

2. Local trajectory planning based on the DWA has been designed to achieve row-
following motion fluency. NVIDIA Jetson Xavier NX was then employed to perform
real-time inference and motion control.
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3. Simulations and experimental tests of the designed method were carried out. The
experimental results showed that the robotic system was capable of adjusting its
posture in response to different situational demands, and maneuvering through the
tree rows.

The rest of this paper is structured as follows: Section 2 provides an overview of the
orchard environment perception model, the design of the trunk detection and location, and
the motion control method. Section 3 details the results of the simulation and row-following
test and discussion. Finally, Section 4 presents the conclusion of this study.

2. Materials and Methods

The block diagram in Figure 1 shows the methodology, which is divided into two lay-
ers: environmental perception and navigation control. First, the RGB image was acquired,
and the 3D point cloud was estimated by the ZED 2i camera (Stereolabs Inc., San Francisco,
CA, USA). Then, trunk detection was performed, and the detected results were matched
with the depth image to output the trunk location point cloud (X, Y, Z). To improve the
calculation speed and remove redundant information, the 3D point cloud was projected
onto the ground to generate 2D coordinates (X, Y) and feed to the DWA module. Inte-
grated with parameters, such as heading weight, velocity weight, and distance weight, the
navigation controller finally generated the expected linear velocity v and expected angular
velocity ω to the robot platform.
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2.1. Field Data Collection and Pre-Processing

To give diversity to the training procedure, and robustness to the final inference result,
more realistic elements of the orchard, such as leaves and weeds, different light intensities,
canopy shadows, tree trunks with branches, etc., are considered. Four different orchards
covering the above characteristics were selected and images were collected at different times
of the day under natural daylight, such as morning (9–10 a.m.), noon (11 a.m.–12 p.m.),
afternoon (2–3 p.m., 4–5 p.m.). In addition, the image dataset is collected using different
types of cameras, including a webcam (Jacksoftw Inc., Finland), a cellphone camera (Xiaomi
Inc., China), a monocular camera (Imaging Source DFK 21AU04, The Imaging Source
Inc., Germany), and the stereo camera (ZED 2i, Stereolabs Inc., San Francisco, CA, USA).
The images are captured under natural daylight, counting disturbances such as varying
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illumination and shadows, to give diversity to the training procedure and robustness to the
final inference result. In addition, 10% of the total images without objects are added to the
dataset to reduce false positives. The original dataset was then divided into the following
categories: 1472 for training, 736 for validation, and 245 for testing. All images were resized
to 640 × 480 before training. Some of the raw datasets taken from the different orchards
are shown in Figure 2.

Agronomy 2023, 13, x FOR PEER REVIEW 4 of 16 
 

 

Francisco,CA,USA). The images are captured under natural daylight, counting disturb-
ances such as varying illumination and shadows, to give diversity to the training proce-
dure and robustness to the final inference result. In addition, 10% of the total images with-
out objects are added to the dataset to reduce false positives. The original dataset was then 
divided into the following categories: 1472 for training, 736 for validation, and 245 for 
testing. All images were resized to 640 × 480 before training. Some of the raw datasets taken 
from the different orchards are shown in Figure 2. 

 
Figure 2. Raw data collection environment. 

All ground truth images are manually annotated using the annotation tool, Labelme 
4.5.11 (MIT, Computer Science and Artificial Intelligence Laboratory, 32 Vassar St, Cam-
bridge MA 02139) [25]. The output of this process is a set of bounding boxes for each im-
age. The bounding boxes are represented in a .txt file containing the label class. One of the 
major challenges in deep learning is overfitting. To improve the model generalization, 
data augmentation, such as rotation, translation, scaling, flipping, and saturation, are ap-
plied to increase data variability for training. Figure 3 shows an example of applying aug-
mentation operations to images. 

 
Figure 3. Sample generation by means of image augmentation. The red boxes represent trunks and 
the numbers above the red boxes represent the category numbers. 

Figure 2. Raw data collection environment.

All ground truth images are manually annotated using the annotation tool, Labelme
4.5.11 (MIT, Computer Science and Artificial Intelligence Laboratory, 32 Vassar St, Cam-
bridge MA 02139) [25]. The output of this process is a set of bounding boxes for each image.
The bounding boxes are represented in a .txt file containing the label class. One of the
major challenges in deep learning is overfitting. To improve the model generalization, data
augmentation, such as rotation, translation, scaling, flipping, and saturation, are applied to
increase data variability for training. Figure 3 shows an example of applying augmentation
operations to images.
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2.2. Trunk Detection

Deep-learning-based object detection can be categorized into two main types: one-
stage classifiers and two-stage classifiers. The former tackles the problem of object detection
as a regression task, thereby eliminating the need for region proposal, leading to faster
processing compared to the latter. The YOLO algorithm is a one-stage object detection
approach that leverages convolutional neural networks and is renowned for its high speed
and accuracy, as documented in prior literature [26]. The most recent iteration of the
YOLO family, YOLOv5, differs from its predecessors in several respects. YOLOv5 6.0
employs PyTorch 1.70 instead of Darknet, with CSPDarknet53 serving as its backbone. This
novel design solves the challenge of redundant gradient information in large backbones,
by integrating the gradient changes into a feature map. This strategy, in turn, leads to a
reduction in inference time, an improvement in accuracy, and a reduction in model size by
minimizing the number of parameters. The path aggregation network (PANet) serves as a
neck component in the object detection model and enhances the flow of information. It also
incorporates a novel feature pyramid network (FPN) that consists of multiple bottom–up
and top–down layers. The inclusion of FPN enhances the propagation of low-level features
in the model, which, in turn, improves the localization accuracy of objects in the lower
layers. The YOLOv5 model features a multi-scale prediction approach that utilizes three
output feature maps generated by the head component to efficiently predict objects of
varying sizes. The model’s overall architecture is depicted in Figure 4. During the field
test, the ZED 2i camera, which could provide depth information, was installed on the robot
platform. Since the coordinates of the pixel points on the RGB image correspond to the
coordinates of the pixel points on the XY plane of the depth image, the 3D point cloud of
the tree trunk areas detected in the RGB image using YOLOv5 could be matched in the
depth image.

Agronomy 2023, 13, x FOR PEER REVIEW 5 of 16 
 

 

2.2. Trunk Detection 
Deep-learning-based object detection can be categorized into two main types: one-

stage classifiers and two-stage classifiers. The former tackles the problem of object detec-
tion as a regression task, thereby eliminating the need for region proposal, leading to 
faster processing compared to the latter. The YOLO algorithm is a one-stage object detec-
tion approach that leverages convolutional neural networks and is renowned for its high 
speed and accuracy, as documented in prior literature [26]. The most recent iteration of 
the YOLO family, YOLOv5, differs from its predecessors in several respects. YOLOv5 6.0 
employs PyTorch 1.70 instead of Darknet, with CSPDarknet53 serving as its backbone. 
This novel design solves the challenge of redundant gradient information in large back-
bones, by integrating the gradient changes into a feature map. This strategy, in turn, leads 
to a reduction in inference time, an improvement in accuracy, and a reduction in model 
size by minimizing the number of parameters. The path aggregation network (PANet) 
serves as a neck component in the object detection model and enhances the flow of infor-
mation. It also incorporates a novel feature pyramid network (FPN) that consists of mul-
tiple bottom–up and top–down layers. The inclusion of FPN enhances the propagation of 
low-level features in the model, which, in turn, improves the localization accuracy of ob-
jects in the lower layers. The YOLOv5 model features a multi-scale prediction approach 
that utilizes three output feature maps generated by the head component to efficiently 
predict objects of varying sizes. The model’s overall architecture is depicted in Figure 4. 
During the field test, the ZED 2i camera, which could provide depth information, was 
installed on the robot platform. Since the coordinates of the pixel points on the RGB image 
correspond to the coordinates of the pixel points on the XY plane of the depth image, the 
3D point cloud of the tree trunk areas detected in the RGB image using YOLOv5 could be 
matched in the depth image. 

 
Figure 4. YOLOv5 architecture. 

  

Figure 4. YOLOv5 architecture.



Agronomy 2023, 13, 1084 6 of 16

2.3. Row-Following Motion Control

The reactive obstacle avoidance technique, known as the dynamic window approach
(DWA), was first introduced by [27] and subsequently adapted by numerous
researchers [28–30] for implementation in car-like robots. The goal of this planning al-
gorithm is to generate feasible steering and motion instructions within short time intervals
to guide the robot to its destination. Using the kinematic constraints of the robot, a 2D
velocity search space is constructed by considering all feasible velocity pairs (v, ω) that
can be achieved based on its kinematics. Subsequently, this search space, Vs, is constrained
to include only velocity pairs that allow the robot to stop in the vicinity of an obstacle,
while taking into account the maximum deceleration of the robot. Such permissible velocity
pairs are referred to as admissible velocities, Va. Equation (1) is used to determine the
admissibility of a velocity pair.

Va = (v, ω)|v ≤
√

2·dist(v, ω)·vb ∧ω ≤
√

2·dist(v, ω)·ωb (1)

Consider a velocity pair denoted by (v, ω), where v and ω represent the linear and
angular velocities, respectively. The function dist(v, ω) is used to calculate the minimum
distance between the robot and the nearest obstacle. In addition, the velocity pair (v, ω)
is considered admissible only if the corresponding linear and angular accelerations, vb
and ωb, respectively, satisfy the condition expressed in Equation (1), which ensures that
the robot can stop before hitting an obstacle. After identifying the feasible velocity pairs,
a dynamic window is constructed to facilitate the search for the optimal velocity. The
dynamic window is a subset of the velocity search space, denoted by Vd, which contains
velocity pairs that can be reached within the subsequent time interval, while satisfying the
acceleration constraints. The determination of reachable velocity pairs is done according to
the condition expressed in Equation (2).

Vd = (v, ω)|v ∈ [va − v·t, va + v·t], ω ∈ [ωa −ω·t, ωa + ω·t] (2)

The velocity pairs present in the dynamic window Vd are determined based on both
the selected admissible pairs and the current time. These pairs are time-dependent, as they
correspond to the velocities that can be achieved during the current time interval, while
satisfying the robot’s velocity constraints. A set of feasible trajectories is generated at each
time step using all velocity pairs in Vd. The complete set of feasible velocities for the robot
is obtained by combining the robot’s velocity constraints (Vs), the admissible velocities (Va),
and the dynamic window (Vd).

VDWA = Vd ∩Va ∩Vs (3)

In the set of possible velocity pairs present in the dynamic window, there exists an
optimal velocity pair that helps the robot navigate its path efficiently. This optimization
problem is solved using a heuristic navigation function.

G(v, ω) = α·head(v, ω) + β·dist(v, ω) + γ·vel(v, ω) (4)

The process of selecting optimal velocity pairs from the dynamic window, Vd, is based
on maximizing the function G(v, ω). The head(v, ω) function determines the orientation
of the robot by calculating the angle between the current heading direction and the goal
point. The dist(v, ω) function estimates the distance between the robot and the nearest
obstacle on the path, while the vel(v, ω) expression represents the robot’s velocity. The
weighting constants α, β, and γ are assigned values between 0 and 1 when optimizing the
navigation function.
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3. Results
3.1. Perceptual Model Evaluation Metrics

Precision, recall, mAP (mean average precision), F1-score, and FPS (frame per second)
were used to evaluate the model performance. The formulas for precision, and recall are
shown as Equations (5) and (6).

Precision = True Positive/(True Positive + False Positive)× 100% (5)

Recall = True Positive/(True Positive + False Negative)× 100%, (6)

where “True Positive” is the number of correctly identified good trunks, while “False Positive”
represents the number of non-good trunks incorrectly identified as good. “False Negative”
is the number of good trunks missed by the algorithm. The F1 score, as defined by
Equation (7), is used as a metric to evaluate the testing accuracy of the model.

F1 = 2× (Precision× Recall)/(Precision+Recall)× 100% (7)

The F1 score, which ranges from 0 to 1, indicates the balance between precision and
recall, with a higher score indicating better performance. The mAP is used to measure the
accuracy of the model, with the value computed using Equation (8),

mAP = ∑Q
q=1 Ave(q)/Q, (8)

where Ave(q) is the average accuracy for a given query. Finally, the FPS metric is used to
evaluate the inference speed of the algorithms. The model was trained for 115 epochs using
the training data set. The training results showed that the precision, recall, mAP_0.5, and
mAP_0.5:0.95 reached 0.78, 0.78, 0.82, and 0.35, respectively, while the F1 score reached 0.78,
with a confidence of 0.43. The curves of the metrics were calculated for each training epoch
and are shown in Figure 5, and the curves of the F1 score and PR are shown in Figure 6.
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compared to the manually measured values, resulting in a total of sixty data points used 
for error analysis. A comparison of the average error and the standard deviation is dis-
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3.2. Field Test of Depth Error Estimation

Depth data derived from stereo devices are prone to several sources of error, which can
be categorized as hardware system errors, camera calibration errors, and stereo matching
errors. It is critical to identify and address these errors in applications that utilize depth
data generated by 3D vision sensors, to achieve accurate decision-making in navigation
tasks. To fully utilize the sensor’s potential for estimating depth information, a systematic
and random error analysis of the data is required. The accuracy of the depth data provided
by the camera is first determined by the depth maps captured by the ZED 2i camera, and
images are captured under the assumption that there are no changes in the environment,
such as variation in light. The depth maps are then estimated using the stereo camera SDK.
A field test of ZED2i depth error estimation was performed in an outdoor environment,
as shown in Figure 7. The camera is placed approximately 1.5 m and 2.8 m apart on a
flat surface.
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To verify the depth estimation, cross points were drawn on the trunks at 20 cm vertical
intervals, as shown in Figure 5. Depth estimates of the cross points were obtained by
ZED2i, with the camera at distance 1.5 m and 2.8 m from the tree and at −30 deg, −15 deg,
0 deg, 15 deg, and 30 deg facing the trunks, respectively. The depth information was then
compared to the manually measured values, resulting in a total of sixty data points used for
error analysis. A comparison of the average error and the standard deviation is displayed
in Figure 8.
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3.3. Row-Following Simulation Based on the DWA

To focus on the performance of the algorithms, simulations were developed to evaluate
the system before deploying it in a real orchard. An S-shape path was constructed, and
the map size was set to 25 m × 50 m. The predicted time was set to three seconds,
and the desired gain values of the DWA were further tuned with different initial robot
positions and heading. In our test, it was found that satisfactory gains were as follows:
kgoal_cost = 0.1, kspeed_cost = 3.0, kobstacle_cost = 1.0. The result of the simulation is shown in
Figure 9, and the details are shown in Figure 10.
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As shown in Figure 9, it was found that even with large initial heading errors, the robot
could still regain the center of the path smoothly and quickly. In general, the robot could
automatically move forward along the S-shape path and successfully reach the ending
pointing. In Figure 10, the brown circles represent the trunk obstacles, while the yellow
circle stands for the robot. After searching for the complete set of feasible velocities, possible
robot trajectories were generated using the predicted time as green dashed lines. Finally, an
optimal trajectory, represented as a black solid line, which helps the robot navigate its path
efficiently, is determined using a heuristic navigation function, mentioned in Section 2.2.

3.4. Field Test of Tree Row Following

Training is performed on a deep learning server, with RTX3090i running
Linux-5.4.0-109 kernel, and Python 3.8.13 is used to construct the deep neural network.
After the training process, the best model was deployed in the Jetson Xavier NX, which
could provide up to 21 TOPS of computing performance at 15 W maximum power con-
sumption. A differential-drive robotic platform, Warthog01, is used in our study. As shown
in Figure 11, the robot navigation system adopts the structure of top-level decision and
bottom-level execution. RS232 is used to realize data communication between the two-level
system. Real-time images are captured by a ZED 2i camera and processed by an NVIDIA
Jetson Xavier NX computer for trunk detection, location, and path planning. Once the
top-level decision was made, the control commands were then sent to the bottom-level
execution system. The differential chassis uses a motion controller and two speed encoders
to achieve closed-loop control. The banana orchard environment is chosen to evaluate the
row-following system and is shown in Figure 12. The land is slightly uneven, and the
surface is irregular, the soils are naturally hard and dense. Each row is about 2.5 m wide
and 50 m long, the average height of the trees is 2.5 m, and the average distance of the
trunks is 1.5 m.
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Figure 12. Spraying robot platform and the test environment.

During the test, the center line of the two side rows of trees is planned as the reference
path. Considering that GNSS measurement in orchards can be unstable because trees may
block the GNSS signal or introduce multipath errors, while the odometer measurement is
prone to cumulative errors due to the sliding effects of the robot, the robot’s actual trajectory
was marked on the soil by a marking wheel attached to the robot. The error measurements
were taken manually with a tape measure, at regular intervals of 30 cm. This interval was
chosen to obtain enough samples to correctly estimate the path error. Table 1 shows the
parameters of the navigation system and the robot platform during the experiment.

Table 1. Parameters of the navigation system and the robot platform during the experiment.

Type of Parameter Parameters Value

motion control

traveling velocity 1.0 m/s
maximum angular velocity 0.8 rad/s

maximum linear acceleration 0.5 m/s2

maximum angular acceleration 1.57 rad/s2

DWA

linear velocity resolution 0.09 m/s
yaw rate resolution 0.03 rad/s

heading weight 2.0
velocity weight 1.0
distance weight 1.0

A total of eight runs were executed during the test and the performance is shown in
Figure 13. It was found that the average lateral error was controlled within 0.21 m and
the standard deviation was controlled within 0.19, while the average heading error was
controlled within 4.0 deg and the standard deviation was controlled within 3.5. Experiments
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with the perception module presented in our study in the banana orchard showed that
the proposed detectors can be used to extract trunks and depth information in real time.
Figure 14 shows an example of these experiments. Calculating the median of all depths
within each bounding box yields the depth of each trunk, which can be used to localize
the robot, and consequently be used by the DWA algorithm. The NVIDIA device has a
run time performance in the range of 55–70 ms. Two of the robot trajectories are shown in
Figure 15.
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4. Discussion

During the field test, it is shown that the mAP of YOLOv5 with a 0.5 IOU threshold is
81.6%, and the average inference time per image is 60 ms, which meets the requirements of
real-time applications. It was also found that the depth camera can perceive the outdoor
environment in 3D with a wide-angle field of up to 120◦ view, and with a built-in polarizing
filter, glare and reflections can be greatly reduced. The average error of depth estimation
was controlled within 3.5 mm at 1.5 m and 9 mm at 2.8 m, while the standard deviation
was within 1.0 at 1.5 m and 2.0 at 2.8 m. Based on the results, the perception range of the
camera in our study was set within 1.5 m. In our previous study, a row-following system
based on traditional machine vision was designed for an apple orchard, where navigation
was divided into several subtasks, such as color space transformation, image binarization,
boundary detection, and guidance path generation. Based on our previous test, it was
found that when the complexity of the environment increases, such as fluctuation of light
intensity, large area shadows, weeds, and branches, the system processing time would
rise to 300–400 ms. In contrast, YOLOv5 maintains an average processing time of 60 ms
in our field test environments. Another challenging issue is that the segmentation of tree
rows based on traditional image processing may not be fully extracted or may be over-
extracted due to the fluctuation of light intensity, eventually leading to reduced navigation
accuracy. Based on test results, YOLOv5 could detect tree trunks with 90% accuracy in most
cases. In addition, the parameters of YOLOv5 do not need to be adjusted after training.
However, the parameters of traditional image processing need to be readjusted when the
environment changes, such as different times of the day, different environments, etc. In
general, compared with the previous navigation system based on image processing, the
environmental perception module based on YOLOv5 has the potential to learn and achieve
accurate and robust performance of perception tasks for robot navigation.

It was noticed that the DWA could generate smooth collision-free trajectories with
low computational power. In addition, because it works in a velocity space, it does
not require an additional controller, which was integrated as the DWA into NVIDIA
Jetson Xavier NX with an environmental perception module within our study. It has been
observed that the DWA effectiveness is significantly influenced by the specific parameter
configurations within its cost function. These optimal parameter values frequently differ
and fluctuate based on the environmental context, indicating that dynamic data-driven
selection would be advantageous. Currently, there exists no standardized method for
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establishing these parameters, and they are often determined experimentally through trial-
and-error procedures. To address this issue in future research, a promising avenue would
be to explore the potential of leveraging deep neural networks, which have demonstrated
the ability to effectively execute a multitude of complex tasks through learned parameter
optimization. Furthermore, it has been found that the YOLOv5 models have a tendency
to overlook smaller trunk objects, which results in inadequate detection outcomes under
certain circumstances. More attention should be paid to the appropriate development of
improved lightweight models based on YOLOv5 in future work, to improve this problem.

In addition, it was observed that the trunk perception and localization module per-
formed poorly at noon compared to other times of the day. The reason for this problem is
that the light fluctuation phenomenon is very severe at noon, especially when the robot
drove along the trees with large gaps or when the trees happened to swing due to wind.
This phenomenon results in a few overexposed images, with some tiny white areas where
the depth information could not be estimated, and eventually leads to a decrease in the
accuracy of environmental sensing. Moreover, if the robot gets too close to the trunks, such
as less than 20 cm, depth information will be lost according to the camera’s sensing range.
Another challenge is that near the end of the row, the sensor’s field of view goes beyond the
tree line. The perceptual information provided by the camera would be unreliable. In our
study, this range is at about 2 m relative to the last row. Sensor fusion technology, reference
maps, or artificial landmarks would be good choices for accurate row-end detection in
the follow-up research. Attention should also be paid to the slip effect, although it is not
significant in our case. In further development, the slip effect should be considered to
improve the DWA model so that the robot adapts to different terrain conditions, such as
steep slope terrains.

5. Conclusions

In this paper, a visual tree row-following system, based on a depth camera, was
developed for an agricultural robot in a banana orchard environment. Tree trunks were
detected and located by the developed YOLOv5 model fusion of the depth information of
the camera. To implement the tree row-following control, the DWA method was adopted
in the study. Both simulation and field tests were conducted. The experimental findings
demonstrated the robot’s capability to adapt its posture to varying scenarios and accurately
navigate the tree row. When fitted with appropriate attachments, the insights gained
from this study could be applied to diverse agricultural activities, including planting,
fertilization, cultivation, harvesting, thinning, weeding, and inspection.

In future studies, more work should be carried out to improve the system: (1) Since
there are a large number of fruit trees in the orchard, improving the speed of trunk detection
has become one of the challenges of environmental perception. (2) Other challenges are
leaves, weeds, and uneven illumination in a real orchard appearing as noise in the captured
images; this affects the accuracy of the row-following system. Therefore, an improved and
lightweight trunk detection method should be developed for the fast and accurate detection
of trunks in an orchard environment. (3) The effectiveness of the DWA is closely linked to
the weights assigned to obstacle clearance, speed, and heading within the cost function. As
the optimal parameter selection depends heavily on the environmental context, which can
vary extensively and unexpectedly, it is critical to dynamically determine these parameters
through data-driven methodologies. Future investigations could explore the viability of
employing deep neural networks to predict the parameters based on real-time sensor data,
thereby enhancing the adaptability and efficacy of the approach.
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