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Abstract: This study addresses the problem of restricted ability for large-scale monitoring due
to the limited cruising time of unmanned aerial vehicles (UAV) by identifying an optimal leaf
ChlorophyII content (LCC) inversion machine learning model at different scales and under different
parameterization schemes based on simultaneous observations of ground sampling, UAV flight, and
satellite imagery. The following results emerged: (1) The correlation coefficient between most remote
sensing features (RSFs) and LCC increased as the remote scale expanded; thus, the scale error caused
by the random position difference between GPS and measuring equipment should be considered
in field sampling observations. (2) The LCC simulation accuracy of the UAV multi-spectral camera
using four machine learning algorithms was ExtraTree > GradientBoost > AdaBoost > RandomForest,
and the 20- and 30-pixel scales had better accuracy than the 10-pixel scale, while the accuracy for
three feature combination schemes ranked combination of extremely significantly correlated RSFs
> combination of significantly correlated and above RSFs > combination of all features. ExtraTree
was confirmed as the optimal model with the feature combination of scheme 2 at the 20-pixel
scale. (3) Of the Sentinel-2 RSFs, 27 of 28 were extremely significantly correlated with LCC, while
original band reflectance was negatively correlated, and VIs were positively correlated. (4) The LCC
simulation accuracy of the four machine learning algorithms ranked as ExtraTree > GradientBoost >
RandomForest > AdaBoost. In a comparison of two parameterization schemes, scheme 1 had better
accuracy, while ExtraTree was the best algorithm, with 11 band reflectance as input RSFs; the RMSE
values for the training and testing data sets of 0.7213 and 1.7198, respectively.

Keywords: leaf ChlorophyII content; machine learning; scale transformation; unmanned aerial
vehicle remote sensing; Sentinel-2

1. Introduction

Agriculture currently faces a serious challenge: the need to meet increasing demand
for agricultural production despite limited soil and water resources due to the increasing
population and the rapidly growing economy. Field crops (maize, soybeans, canola, and
wheat) have expanded to occupy an increasing proportion of the agricultural landscape
worldwide. Agricultural intensification has been associated with soil degradation and ex-
cessive nitrogen application, leading to environmental contamination [1,2] and, ultimately,
economic losses [3,4]. Maize, one of the most vital food crops, provides at least 30% of
food calories together with rice and wheat to more than 4.5 billion people in developing
countries [5,6]. Consequently, precision agriculture has emerged as a farming management
strategy that takes temporal and spatial variability into account with the goal of improving
the sustainability of agricultural production. Collecting, processing, and analyzing multi-
source data yield information is vital to a decision support system concerning irrigation,
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fertilization, and spraying that can be applied at the right place, right time, and right
quantity [7].

Leaf ChlorophyII content (LCC), a key biophysical parameter for crop monitoring,
signals the ability of a plant to conduct material and energy exchange with the external
environment and provides clues to growth status, primary productivity, carbon seques-
tration ability, and nitrogen utilization efficiency, along with other useful information.
Conventional methods for estimating ChlorophyII contents include ultraviolet and visi-
ble spectrophotometry and fluorescence analysis [8,9], which are time-consuming, labor-
intensive, and destructive to crop leaves. Therefore, some scholars proposed the soil and
plant analysis development (SPAD) method for nondestructive rapid measurements of the
LCC values of leaves by means of light and electricity [10,11]; furthermore, the relative
contents of ChlorophyII obtained by Soil and Plant Analyzer Development 502 (SPAD 502)
are highly consistent with the results obtained by chemical experiments, supporting the
idea of using this approach instead of the traditional chemical measurement method [12].
However, the drawbacks of this method include limited measuring points and unsuitability
for measurement involving a large area [13,14].

In recent years, the rapid advancement of satellite remote sensing technology has
supported ongoing improvement in the spatial and temporal resolution of remote sensing
images, bringing new opportunities for monitoring vegetation physiological parameters at
different scales [15,16]. However, low spatial resolution and frequent cloud cover leads to
spatial inconsistency between the satellite remote sensing and field data [17]. The introduc-
tion of unmanned aerial vehicles (UAVs) was intended to fill the gaps between the ground
measurement and satellite remote sensing data by providing centimeter-level spatial reso-
lution and flexible temporal resolution on the landscape scale [18,19]. Specifically, a UAV
platform equipped with visible light imaging sensors, spectral sensors, infrared thermal
sensors, fluorescence sensors, LIDAR, and other types of sensors could be used to monitor
plant height, LAI, biomass, and other physiological traits of crops at the farm scale with
high temporal-spatial resolution during adequate weather conditions.

Generally, crop growth parameter retrieval approaches can be classified into three
methodological categories: empirical methods, physical model inversion methods, and hy-
brid regression methods. The physical model considers more factors and complex physical
procedures than the other two methods, making it suitable for vegetation parameter inver-
sions in different regions, for different crops, and at different scales; however, this approach
is relatively complex and difficult to use [20–22]. In contrast, empirical methods establish a
statistical relationship between vegetation indices and the physiological parameters of veg-
etation, offering high computational efficiency and accurate estimates of vegetation-related
physiological parameters [23,24]. Representing a relatively recent branch of empirical
methods, machine learning algorithms, such as support vector regression (SVR), back-
propagation neural networks (BPNNs), Gaussian process regression (GPR) algorithms,
random forest algorithms (RF), and deep neural networks (DNN), are widely used in crop
growth status monitoring because of their excellent computing efficiency [25–29].

LCC remote sensing monitoring has included collecting multi-spectral data from UAV,
referring to satellites such as the Chinese GaoFen series, the American Landsat series,
and the European Sentinel series that have been employed in previous investigations
around the globe [30–33]. Methods of inversion have included the regression of vegetation
index (VI) or a combination of VIs, machine learning regression, lookup-table (LUT)-based
inversion, hybrid regression, etc. That said, most studies have simulated LCC based on
UAV or satellite data alone due to the spatial resolution gap between UAV and satellite data.
Therefore, further study is still needed to examine the potential use of combined inversion
methods based on data at different resolutions for regional LCC monitoring. Zhang
et al. integrated UAV and Sentinel-2A data by correcting the satellite reflection with the
corresponding UAV band reflection and applied corrected data to an inversion model based
on UAV in implementing a method to achieve regional LCC monitoring using Sentinel-
2A [30]. Some bands need to be discarded in the correction and model establishment due
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to a wave band setting discrepancy between the UAV’s multi-spectral camera and the
satellite. In the modeling procedure, it is rarely considered that the uncertainty of the
relative position and distance between coordinates labeled by GPS and the actual sampling
position could induce obvious random deviation.

The purpose of this study was to find a procedure for regional LCC monitoring by
integrating UAV and Sentinel satellite data to support governmental agricultural decision
making. The specific study objectives were to (1) find the best scale of UAV multi-spectral
imagery in the inversion of LCC by comparing the correlation between LCC and remote
sensing characteristics, as well as the accuracy of the UAV-monitored LCC result; (2) find
the optimal algorithm for the machine learning regressor for LCC inversion based on UAV
and Sentinel-2 multi-spectral imagery; (3) integrate UAV and Sentinel-2 multi-spectral data
by resizing the high spatial resolution result of LCC from UAV to Sentinel-2 and use it to
train Sentinel-2 data, and ultimately expand the LCC inversion from the field scale to the
regional scale.

2. Data Sets and Methodology
2.1. Study Area

The experimental field in this study is located in Xun County, Hebi City, Henan
Province, China. Two experimental quadrats in summer maize field each having an area
of 1 km × 1 km were selected; the center latitude and longitude of the quadrats were
35◦32′16′′ N, 114◦16′51′′ E and 35◦34′23′′ N and 114◦23′5′′ E (Figure 1).
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Figure 1. Schematic diagram of geographical location and remote sensing image of the experimen-
tal area.

2.2. Data Acquisition

In this study, two field observation experiments were carried out, taking place on
21 July and 31 August 2022, which corresponded to the jointing stage and heading stage of
summer maize, respectively. In each quadrat of 1 km × 1 km, he SPAD-502 Plus (Konica–
Minolta, Osaka, Japan) ChlorophyII meter was used to randomly sample. Five leaves were
measured at each sampling point, and the average value was taken as the LCC value of
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the sampling point and recorded, along with the latitude and longitude information of the
sampling point. A total of 75 valid sampling data were obtained in the two experiments.

The study adopted a simultaneous flight observation platform of a low-altitude UAV,
the DJI Matrice 300 RTK UAV (SZ DJI Technology Co., Ltd., Shenzhen, China), which had a
maximum endurance of 55 min and a maximum load of 2.7 kg. The UAV was equipped
with a RedEdge multi-spectral camera (MicaSense Inc., Seattle, DC, USA) having five bands:
blue (475 nm), green (560 nm), red (668 nm), near infrared (840 nm), and red-edge (717 nm)
(Figure 2). The camera had a focal length of 5.5 mm, a field of view angle of 47.2◦, and an
image resolution of 1280. Flight observation was carried out between Beijing time 10:00
and 15:00. The flying height was set at 100 m (ground resolution was 6 cm) at a speed of
8 m/s, and the navigation and lateral overlap rate were 75%. After the flight operation
was completed, the images were spliced and then preprocessed to obtain multi-spectral
orthophoto images.
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Figure 2. Matrice 300 RTK UAV and RedEdge multi-spectral camera.

The high-resolution earth observation satellite selected Sentinel-2 data consisting of
12 bands with a resolution of 10 m~60 m. The images were acquired on 1 July, 21 July,
5 August, and 4 September 2022. LCC inversion modeling was based on the data from
21 July, the same date on which the first field experiment was carried out. The data were
downloaded from the European Space Agency website (https://scihub.copernicus.eu/s2
#home (accessed on 16 October 2022)). The downloaded file, which was at the L2A level,
had been preprocessed with radiometric calibration, orthorectification, and atmospheric
correction. In this study, officially recommended SNAP (v8.0) software by the European
Space Agency was used to resample all bands of the image to 10 m spatial resolution.

The land use/land cover data for Hebi City adopted the data from Sentinel-2’s 10 m
resolution land use/land cover time series data set in 2021 (download address: https:
//www.arcgis.com/home/item.html (accessed on 2 July 2022)). The map uses the deep
learning artificial intelligence land classification model jointly developed by ESRI, Impact
Observatory, and Microsoft, which generates more than 400,000 earth observation data
annually by using massive training data sets containing billions of human marker image
pixels [34].

2.3. Remote Sensing Feature Selection

The vegetation information in remote sensing images is mainly reflected by the spectral
characteristics of green plant leaves and the vegetation canopy, along with their differences
and changes. VI is the extraction of spectral information of specific optical parameters of
plants, providing rapid, effective qualitative and quantitative analysis of the growth status

https://scihub.copernicus.eu/s2#home
https://scihub.copernicus.eu/s2#home
https://www.arcgis.com/home/item.html
https://www.arcgis.com/home/item.html
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of surface crops while enhancing the contrast between crops and interference information,
such as soil, atmosphere, illumination, and field of view, which allows the quick reflecting
of the growth vitality and coverage status of crops. At present, hundreds of VIs are used
worldwide. This study selected 15 commonly used VIs (Table 1), combining them with
the reflectance of the multi-spectral camera and Sentinel-2 in each band as the features of
remote sensing images.

Table 1. List of VIs Used in the Study.

Vegetation Index Formula Reference

Difference Environmental Vegetation Index (DVI) DVI = NIR − R [35]
Enhanced Vegetation Index (EVI) 2.5 × (NIR − RED)/(NIR + 6.0 × RED − 7.5 × BLUE + 1) [36]

Green Passage Vegetation Index (GNDVI) (NIR − Green)/(NIR+ Green) [35]
Green ChlorophyII Index (GCI) NIR/GREEN − 1 [37]

Modified Normalized Vegetation Index (MNLI) (1.5 × (NIR2 − Red))/(NIR2 + Red + 0.5) [38]
Modified Soil-Adjusted Vegetation Index (MSAVI) 0.5 × [2 × NIR + 1 − ((2 × NIR + 1)2 − 8 × (NIR − R))0.5] [39]

Modified Simple Ratio (MSR) (NIR/Red − 1)/(NIR/Red)0.5 + 1) [38]

Modified Triangular Vegetation Index (MTVI) 1.5 × [1.2 × (NIR − GREEN) − 2.5(RED − GREEN)]/{[(2
× NIR + 1)2 − (6 × NIR − 5 × RED0.5)]0.5 − 0.5} [37]

Normalized Difference Vegetation Index (NDVI) NDVI = (NIR − R)/(NIR + R) [39]
Nonlinear Vegetation Index (NLI) (NIR2 − Red)/(NIR2 + Red) [35]

Optimizing Soil to Regulate Vegetation Index (OSAVI) (NIR − Red)/(NIR + Red + 0.16) [35]
Renormalized Vegetation Index (RDVI) (NIR − Red)/(NIR + Red)0.5 [35]

Red-Edge ChlorophyII Index (RECI) NIR/RE − 1 [37]
Ratio Vegetation Index (RVI) RVI = NIR/R [35]

Soil-Regulated Vegetation Index (SAVI) SAVI = ((NIR − R)/(NIR + R + L))(1 + L) [36]

Note: l in SAVI is 0.5.

2.4. Selection of Machine Learning Methods

Scikit-learn is a free machine learning library in Python that provides various com-
monly used classification, regression, and clustering algorithms, including support vector
machine (SVM), RandomForest (RF), GradientBoosting (GB), K-Means, AdaBoost (AB),
ExtraTree (ET), and so on [40]. This study adopted four regression algorithms—AB, ET,
GB, and RF to study their simulation accuracy with different combination schemes of UAV
multi-spectral camera and Sentinel-2 parameters.

The core principle of AB is to fit a sequence of weak learners (i.e., models that are only
slightly better than random guessing, such as small decision trees) on repeatedly modified
versions of the data. The predictions from all of the trees are then combined through a
weighted majority vote (or sum) to produce the final prediction [41].

ET (extremely randomized trees) essentially consists of randomizing strongly both
attribute and cut-point choice while splitting a tree node. In the extreme case, it builds
totally randomized trees whose structures are independent of the output values of the
learning sample. The strength of the randomization can be tuned to problem specifics by
the appropriate choice of a parameter [42].

In GB, a general gradient descent “boosting” paradigm is developed for additive
expansions based on any fitting criterion. Specific algorithms are presented for least
squares, least absolute deviation, and Huber-M loss functions for regression, along with
multiclass logistic likelihood for classification. Special enhancements are derived for the
particular case where the individual additive components are regression trees, and tools
for interpreting such “TreeBoost” models are presented. GB of regression trees produces
competitive, highly robust, interpretable procedures for both regression and classification,
especially appropriate for mining less than clean data [43].

RF is a combination of tree predictors such that each tree depends on the values of a
random vector sampled independently and with the same distribution for all trees in the
forest. The generalization error for forests converges to a limit as the number of trees in
the forest becomes large. The generalization error of a forest of tree classifiers depends on
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the strength of the individual trees in the forest and the correlation between them. Using a
random selection of features to split each node yields error rates that compare favorably
to AB but are more robust with respect to noise. Internal estimates, which monitor error,
strength, and correlation, are used to determine the response to increasing the number
of features used in the splitting. Internal estimates are also used to measure variable
importance. These ideas are also applicable to regression [44].

The optimal simulation model and its parameter combination scheme was selected
based on the correlation coefficient (R, in Equation (1)) by Pearson correlation analysis
and the root mean square error (RMSE, Equation (2)) between the simulated results and
observed LCC values of the training data set and test data set:

R =
∑n

i=1(xi − x)(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

(1)

RMSE =

√
1
n ∑n

i=1(xi − yi)
2 (2)

where yi and xi are the ith observed and predicted LCC values, respectively; x and y are
the mean of the observed and predicted LCC values, respectively; n is the number of
the samples.

3. Results
3.1. Correlation Analysis between UAV Remote Sensing Features (RSF) and LCC

The ground resolution of the UAV image was 6cm, but the actual sampling position
of latitude and longitude recorded by handheld GPS was random in terms of position
and distance. In order to reduce the error caused by this randomness, we took the pixel
of latitude and longitude as the center, set the region of interest extending to 10, 20, and
30 pixels in four directions, extracted the mean value of spectral reflectance and VIs in the
region of interest, and analyzed the correlation between five bands’ reflectance and the
15 VIs and LCC at different spatial scales. The results are presented in Table 2.

Table 2. Correlation Coefficient between UAV Remote Sensing Features and LCC.

RSF 10 Pixels 20 Pixels 30 Pixels RSF 10 Pixels 20 Pixels 30 Pixels

Blue −0.5747 ** −0.6138 ** −0.6184 ** MSAVI −0.2962 * −0.3895 ** −0.4318 **
Green −0.8462 ** −0.8605 ** −0.8629 ** MSR −0.0075 −0.0147 −0.0427
Red −0.4026 ** −0.4377 ** −0.4324 ** MTVI −0.3160 ** −0.4051 ** −0.4431 **
NIR −0.4742 ** −0.5839 ** −0.6240 ** NDVI 0.1342 0.1287 0.1069

Red-edge −0.8710 ** −0.8832 ** −0.8845 ** NLI −0.0232 −0.0788 −0.1110
DVI −0.4188 ** −0.5256 ** −0.5668 ** OSAVI −0.1703 −0.2534 * −0.2892 *
EVI −0.3615 ** −0.4074 ** −0.4985 ** RDVI −0.3067 ** −0.4090 ** −0.4486 **
GCI 0.6444 ** 0.6623 ** 0.6624 ** RECI 0.7406 ** 0.7597 ** 0.7612 **

GNDVI 0.6584 ** 0.6911 ** 0.6857 ** RVI −0.0582 −0.0618 −0.0900
MNLI −0.3754 ** −0.4758 ** −0.5174 ** SAVI −0.3087 ** −0.4131 ** −0.4534 **

Note: Blue, Green, Red, NIR (Near InfraRed) and Red-edge represent the reflectance of 5 bands: blue, green, red,
near infrared, and red-edge, respectively; ** stands for p < 0.01; * stands for p < 0.05.

Correlation analysis revealed that at the 10-pixel scale, the correlation between MSR,
NDVI, NLI, OSAVI, RVI, and LCC failed to pass the significance test, while MSAVI was
significantly correlated with LCC and the other 14 RSFs were correlated with LCC at an
extremely significant level. At scales of 20 and 30 pixels, the correlation between MSR,
NDVI, NLI, RVI, and LCC failed to pass the significance test, while OSAVI was significantly
correlated with LCC, and the other 15 RSFs were correlated with LCC at an extremely
significant level. At all scales, GCI, GNDVI, NDVI, and RECI were positively correlated
with LCC, while other RSFs were negatively correlated with LCC. Comparing the R of
the same RSF at different scales, the correlation of most features increased as the scale
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expanded. Red and GNDVI had the highest correlation at the middle scale; in contrast,
NDVI was the only feature whose correlation coefficient decreased with the scale expansion.
Thus, it can be seen that the scale error caused by the random position difference between
GPS and measuring equipment should be considered in field sampling observations.

3.2. Optimal Model of UAV Multi-Spectral LCC Inversion

At scales of 10, 20, and 30 pixels, four machine learning algorithms were simulated
separately with three RSF combination schemes—a combination of extremely significantly
correlated RSFs (expressed as scheme 1), significantly correlated and above RSFs (expressed
as scheme 2), all features (expressed as scheme 3)—as the input independent variables of
the machine learning model, with 85% of the data as the training set and 15% as the test set.
The R and RMSE of different schemes at different scales are displayed in Table 3.

Table 3. Summary of LCC simulation accuracy with UAV multi-spectral.

Regression
Algorithm

Accuracy
Factor

10 Pixels 20 Pixels 30 Pixels

Scheme 1 Scheme 2 Scheme 3 Scheme 1 Scheme 2 Scheme 3 Scheme 1 Scheme 2 Scheme 3

AB

Training R 0.9738 0.9691 0.9678 0.9783 0.9790 0.9822 0.9778 0.9784 0.9816
Training
RMSE 1.6743 1.7960 1.8371 1.5148 1.5040 1.4073 1.5292 1.5144 1.4324
Test R 0.8723 0.8812 0.8901 0.9487 0.9356 0.8925 0.9519 0.9387 0.9180

Test RMSE 4.2625 4.1582 3.5127 3.0385 3.1298 3.4663 2.7920 3.0617 3.0771

ET

Training R 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Training
RMSE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Test R 0.9126 0.9022 0.8733 0.9265 0.9419 0.9015 0.9323 0.9316 0.9118

Test RMSE 3.6804 3.8452 3.7336 3.3194 3.0968 3.3948 3.1503 3.1986 3.1842

GB

Training R 0.9997 0.9997 0.9995 0.9995 0.9996 0.9997 0.9995 0.9995 0.9996
Training
RMSE 0.1897 0.1897 0.2468 0.2286 0.2024 0.1884 0.2385 0.2379 0.2209
Test R 0.9145 0.9095 0.9140 0.9220 0.9183 0.8796 0.9370 0.9321 0.9017

Test RMSE 3.7272 3.7791 3.3886 3.2881 3.4188 3.7249 3.0342 3.0801 3.2882

RF

Training R 0.9200 0.9199 0.9130 0.9301 0.9301 0.9365 0.9305 0.9308 0.9359
Training
RMSE 2.8651 2.8689 2.9984 2.6893 2.6868 2.6029 2.6838 2.6762 2.6157
Test R 0.9158 0.9186 0.8945 0.9403 0.9400 0.9018 0.9442 0.9464 0.9091

Test RMSE 3.7898 3.7503 3.5754 3.0764 3.0821 3.2973 3.0700 3.0139 3.2076

Note: AB, ET, GB, and RF stand for Adaboost, ExtraTree, GradientBoosting, and Random Forest, respectively.

The results listed in Table 3 reveal that the simulation accuracy of different machine
learning models was ET > GB > AB > RF. For the training and test data sets at different scales
and under different feature combination schemes, the average R of the ET model equaled
1.0 and 0.9149, and the RMSE values were 0.0 and 3.4004, respectively. The average R values
of the GB model for the training and test data sets were 0.9996 and 0.9143, respectively,
while the RMSE values were 0.2159 and 3.4143, respectively. The R values of the AB model
for the training and test data sets were 0.9764 and 0.9143, respectively, while RMSE values
were 1.5788 and 3.3887, respectively. The correlation coefficients of the RF model for the
training and test data sets were 0.9274 and 0.9234, respectively, while the RMSE values
were 2.7430 and 3.3181, respectively.

In the comparison of simulation accuracy at different scales with different feature
combination schemes and machine learning models, the accuracy at 20 pixels and 30 pixels
was very close, while the simulation accuracy at 10 pixels was relatively low. The average
R values for the training and test data sets at the 10-pixel scale were 0.9719 and 0.8723,
respectively, and the RMSE values were 1.2222 and 3.7669, respectively. The average
R values for the training and test data sets at the 20-pixel scale were 0.9779 and 0.9207,
respectively, and the RMSE values were 1.0854 and 3.2778, respectively. The average R
values for training and test data sets at the 30-pixel scale were 0.9778 and 0.9296, respectively,
and the RMSE values were 1.0957 and 3.0965, respectively.

The simulation accuracy with three feature combination schemes at different scales
and with different machine learning algorithms could be ranked as follows: scheme 1 >
scheme 2 > scheme 3. The average R values of the training and test data sets in scheme 1
with different scales and algorithms were 0.9758 and 0.9265, respectively; the RMSE values
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were 1.1344 and 3.3524, respectively. The average R values for the training and test data
sets of scheme 2 were 0.9755 and 0.9247, respectively, while the RMSE values were 1.1397
and 3.3845, respectively. The average R values for the training and test data sets of scheme
3 were 0.9763 and 0.8990, respectively, while the RMSE values were 1.1292 and 3.4042,
respectively. These outcomes suggest that introducing more characteristic parameters with
a low correlation will reduce simulation accuracy.

Specific to a single test, the ET model achieved the highest accuracy in all simulation
tests under the feature combination of scheme 2 at the 20-pixel scale, yielding R and RMSE
values for the test set of 0.9419 and 3.0968, respectively. The sum of R of the training and test
data set was the largest, while the sum of RMSE was the smallest in all tests (see Figure 3 for
the simulation accuracy effect diagram). Therefore, the outcomes identified the ET model
with 16 RSFs at 20-pixel scales as the optimal UAV multi-spectral LCC inversion algorithm.
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3.3. Correlation Analysis between RSFs of Sentinel-2 and LCC

The LCC inversion results for the UAV were resampled to 10 m spatial resolution via
the pixel aggregation method. The LCC value of vegetation pixels in the experimental
sample area and the surface reflectivity of Sentinel-2 in 12 bands were extracted corre-
spondingly, with four edge directions truncated by 50 m and NDVI > 0.3 as the criteria
to insure vegetation pixels. Finally, 8988 groups of valid data were obtained, and each
VI was calculated. As RECI used the red-edge band in the vegetation index, the central
wavelength of the red-edge camera’s red-edge band was at 717 nm, while Sentinel-2 had
two of the red-edge bands with central wavelengths at 705 nm and 740 nm; therefore, RECI
was constructed with the two bands. Because 705 nm and 740 nm are located in the fifth
and sixth band of Sentinel-2, they are named RECI05 and RECI06, respectively. See Table 4
for the correlation coefficients between the RSFs of Sentinel-2 and LCC. From the table, it
can be seen that all features except B09 were extremely significantly correlated with LCC,
and the reflectance of all bands was negatively correlated with LCC, while all VIs were
positively correlated.

3.4. Sentinel-2 LCC Inversion Optimal Model

Simulations of LCC from Sentinel-2 data were conducted using two schemes with
extremely significant features (11 bands reflectance in scheme 1; 11 bands reflectance and
16 VIs in scheme 2) as the input data set for the machine learning model, with 85% of the
data as training data sets and 15% as test data sets. The R and RMSE of the observed and
simulated values of the two data sets are listed in Table 5.
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Table 4. Correlation coefficient between Sentinel-2 remote sensing features and LCC.

RS Features R RS Features R RS Features R RS Features R

B01 −0.1321 ** B08 −0.0283 ** GCI 0.2548 ** NLI 0.1752 **
B02 −0.2719 ** B8A −0.0283 ** GNDVI 0.2465 ** OSAVI 0.2333 **
B03 −0.4577 ** B09 −0.0085 MNLI 0.1538 ** RDVI 0.1915 **
B04 −0.4155 ** B11 −0.1881 ** MSAVI 0.1933 ** RECI05 0.2447 **
B05 −0.4292 ** B12 −0.1288 ** MSR 0.2611 ** RECI06 0.1959 **
B06 −0.1795 ** DVI 0.1293 ** MTVI 0.2032 ** RVI 0.2574 **
B07 −0.0307 ** EVI 0.1964 ** NDVI 0.2635 ** SAVI 0.1993 **

Note: B01, B02, B03, B04, B05, B06, B07, B08, B8A, B09, B10, and B11 represent the reflectance of Sentinel-2 in 12
bands; ** stands for p < 0.01.

Table 5. Summary of LCC simulation accuracy with Sentinel-2.

Regression
Algorithm

Accuracy
Factor Scheme 1 Scheme 2 Regression

Algorithm
Accuracy

Factor Scheme 1 Scheme 2

AB

Training R 0.5484 0.5401

GB

Training R 0.7738 0.7536
TrainingRMSE 2.5960 2.1726 TrainingRMSE 1.5383 1.5907

Test R 0.5214 0.5228 Test R 0.6731 0.6445
Test RMSE 2.6145 2.2452 Test RMSE 1.8413 1.8964

ET

Training R 1.0000 1.0000

RF

Training R 0.5401 0.5386
Training MSE 0.0000 0.0000 Training MSE 2.0217 2.0231

Test R 0.7213 0.6704 Test R 0.5575 0.5572
Test RMSE 1.7198 1.8397 Test RMSE 2.0804 2.0804

The accuracy analysis of the LCC simulation with Sentinel-2 data revealed that the ET
model remained the best machine learning algorithm. The R value of the training set was
1.0; the RMSE was 0.0 for both schemes. Meanwhile, the R values of the test data set were
0.7213 and 0.6704 in scheme 1 and scheme 2, respectively, while the RMSE values were
1.7198 and 1.8397, respectively. The simulation accuracy of the GB model was second only
to that of the ET model. Specifically, the R value of the training set was above 0.75, while the
RMSE value was below 1.9; meanwhile, the R value of the test set was the lowest at 0.6445,
while the RMSE was the largest at 1.8964. The simulation accuracy of the RF model ranked
third overall, with the lowest R values for the training set and test set being 0.5386 and
0.5572, respectively, while the highest RMSE values were 2.0231 and 2.0804, respectively.
Lastly, the overall accuracy of the AB model was the lowest among the four models. The
maximum R values for the training set and test set were 0.5484 and 0.5228, respectively,
while the minimum RMSE values were 2.1726 and 2.2452, respectively. Compared with
the RF model, the AB model demonstrated higher precision in the training set but lower
precision in the testing set.

Compared with the two feature parameterization schemes, with the exception of
the AB model, the accuracy of scheme 1 was higher than that of scheme 2 in the other
three models. In the ET model, the highest simulation accuracy was demonstrated in all
simulations under scheme 1, with R and RMSE values for the test set of 0.7213 and 1.7198,
respectively. The sum of R of the training and test data sets was the largest in all tests,
while the sum of RMSE was the smallest (see Figure 4 for the simulation accuracy effect
diagram). Therefore, the ET model with 11 RSFs was selected as the optimal inversion
model of Sentinel-2 LCC in this study.

3.5. Regional LCC Inversion Results

Four days (1 July, 21 July, 5 August, and 4 September) in 2022 of Sentinel-2 images
with little cloud cover were downloaded during the whole growth period of summer maize
in Hebi City, Henan Province, China. The LCC inversion results of 4 days with cultivated
land and cloud cover in Sentinel-2 SCL data set as a mask were illustrated in Figure 5.
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The monitoring results reveal that on 1 July, there were broken clouds distributed in
central and north part of Hebi City. The average LCC of cultivated land without cloud
affected was 47.3 mg/g. The average of the five districts and counties are HeShan D.
47.5 mg/g, ShanCheng D. 47.3 mg/g, QiBin D. 47.6 mg/g, Xun County 46.9 mg/g, and
Qi County 47.5 mg/g. The Sentinel-2 imagery was clear sky all over the research area on
21 July, and the average LCC value of cultivated land was 49.5 mg/g. The average of the
five districts and counties are HeShan D. 48.8 mg/g, ShanCheng D. 48.3 mg/g, QiBin D.
48.8 mg/g, Xun County 49.3 mg/g, and Qi County 49.8 mg/g. The average LCC value of
cultivated land on 5 August was 49.8 mg/g. The average of the five districts and counties
are HeShan D. 47.9 mg/g, ShanCheng D. 47.4 mg/g, QiBin D. 48.9 mg/g, Xun County
51.0 mg/g, and Qi County 49.0 mg/g. There were three obvious areas covered by cloud on
4 September, and the average LCC of cultivated land without cloud affected was 50.1 mg/g.
The average of the five districts and counties are HeShan D. 50.1 mg/g, ShanCheng D.
50.4 mg/g, QiBin D. 50.5 mg/g, Xun County 49.9 mg/g, and Qi County 50.1 mg/g.

The temporal variation of LCC in Hebi City shows an increasing trend with the growth
of summer maize. But LCC in the western part of the research area showed a slight decrease
from 21 July to 5 August, which was probably caused by the distribution of mixed pixels
with cultivated land and shrub. The spatial distribution of LCC showed a higher value in
the central part while a lower value in the east and west part of the research area, while
the west part was distributed with much shrub land cover and the east part with many
peanuts cultivated.

4. Discussion

As a hot topic in research in recent years, UAV remote sensing has attracted extensive
attention from scholars around the globe. Many scholars have carried out simulation
studies on leaf area index, LCC, nitrogen content, biomass, and yield of winter wheat, but
studies focused on summer maize have remained limited for various reasons. For example,
the status of winter wheat in terms of China’s food security is higher than that of summer
corn, making research on winter wheat more meaningful. Furthermore, the high canopy of
summer maize makes it difficult to carry out ground sampling observations. In addition,
the multi-spectral and hyperspectral flight observations of UAVs needs relatively stable
sunny weather. In the spring season, winter wheat is in the late growth period, with more
sunny weather and more stability. In contrast, the growth period of summer maize is
concentrated in summer, which is characterized by changeable weather, cloud coverage,
and even local broken clouds, which severely reduces the quality of flight data.

This study carried out two experiments at the jointing stage and heading stage of sum-
mer maize; therefore, the applicability of the selected model in other development stages
needs further study. The second experiment was affected by continuous rainy days before
and after the experiment date; consequently, no suitable high-resolution earth observation
satellite data were found, and the inversion results could not be upscaled to the regional
scale. The experimental quadrat crops in this study were all summer maize. In 2021, the
sown area of summer maize in Hebi City was 78.21 thousand hectares, accounting for 97%
percent of autumn harvest grain crops [45]. The land use/land cover data released by ESRI
Company in 2021 revealed that the cultivated area of the whole city was 122.9 thousand
hectares (Figure 6), indicating a certain proportion of non-summer maize-cultivated land
pixels in Hebi City. There were more peanut and summer maize cultivated in the eastern
part of the research area according to our investigation, which caused lower monitored
LCC than the central part. The applicability of the model established in this study therefore
needs further verification for other crops.



Agronomy 2023, 13, 2040 12 of 15

Agronomy 2023, 13, x FOR PEER REVIEW 12 of 15 
 

 

stages needs further study. The second experiment was affected by continuous rainy days 

before and after the experiment date; consequently, no suitable high-resolution earth ob-

servation satellite data were found, and the inversion results could not be upscaled to the 

regional scale. The experimental quadrat crops in this study were all summer maize. In 

2021, the sown area of summer maize in Hebi City was 78.21 thousand hectares, account-

ing for 97% percent of autumn harvest grain crops [45]. The land use/land cover data re-

leased by ESRI Company in 2021 revealed that the cultivated area of the whole city was 

122.9 thousand hectares (Figure 6), indicating a certain proportion of non-summer maize-

cultivated land pixels in Hebi City. There were more peanut and summer maize cultivated 

in the eastern part of the research area according to our investigation, which caused lower 

monitored LCC than the central part. The applicability of the model established in this 

study therefore needs further verification for other crops. 

 

Figure 6. Land Use/Land Cover in Hebi City. 

Previous research has revealed that simulation accuracy may be varied in different 

growth stages of crops; a study on wheat LCC monitoring after the heading stage shows 

partial least squares performed best at 7 and 14 days after heading, while random forest 

performed best at 21 days after heading [46]. The introduction of multi-source data 

(ground hyperspectral data, UAV visible-light data, and environment temperature data, 

etc.) [47] and texture indices can obviously improve simulation accuracy of LCC [48]. But 

in the comparison of different machine learning algorithms, different researchers may 

find different optimal models for LCC inversion under different conditions. Songtao Ban 

et al. found that partial least squares perform better than support vector machines and 

artificial neural networks for rice LCC monitoring in application in different regions and 

cultivars, with validation data set R2 range from 0.76 to 0.81 and RMSE range from 2.24 to 

4.00 in different places [49]. Random forest performs the best when multi-source data were 

introduced in wheat LCC monitoring, with R2 and RMSE of test data set reach 0.7767 and 

2.8387, respectively [47]. In this manuscript, the optimal algorithm and scheme for UAV 

LCC inversion is the ET model with the combination of 16 features at the 20-pixel scale, 

the R2 and RMSE of the test data set reach 0.8872 and 3.0968, respectively, similar to pre-

vious research. For regional satellite monitoring, the ET model with 11 features performs 

the best, with the R2 and RMSE for the test data set being 0.5203 and 1.7198, respectively. 

In the next step, the research team will continue to carry out flight observation exper-

iments. The test sample will cover more crop species, and the sampling time will include 

Figure 6. Land Use/Land Cover in Hebi City.

Previous research has revealed that simulation accuracy may be varied in different
growth stages of crops; a study on wheat LCC monitoring after the heading stage shows
partial least squares performed best at 7 and 14 days after heading, while random forest
performed best at 21 days after heading [46]. The introduction of multi-source data (ground
hyperspectral data, UAV visible-light data, and environment temperature data, etc.) [47]
and texture indices can obviously improve simulation accuracy of LCC [48]. But in the
comparison of different machine learning algorithms, different researchers may find differ-
ent optimal models for LCC inversion under different conditions. Songtao Ban et al. found
that partial least squares perform better than support vector machines and artificial neural
networks for rice LCC monitoring in application in different regions and cultivars, with
validation data set R2 range from 0.76 to 0.81 and RMSE range from 2.24 to 4.00 in different
places [49]. Random forest performs the best when multi-source data were introduced
in wheat LCC monitoring, with R2 and RMSE of test data set reach 0.7767 and 2.8387,
respectively [47]. In this manuscript, the optimal algorithm and scheme for UAV LCC
inversion is the ET model with the combination of 16 features at the 20-pixel scale, the R2

and RMSE of the test data set reach 0.8872 and 3.0968, respectively, similar to previous
research. For regional satellite monitoring, the ET model with 11 features performs the best,
with the R2 and RMSE for the test data set being 0.5203 and 1.7198, respectively.

In the next step, the research team will continue to carry out flight observation experi-
ments. The test sample will cover more crop species, and the sampling time will include
more growth stages to verify and further improve the research conclusions presented in
this paper.

5. Conclusions

The current study explored the correlation between LCC and different remote sensing
features of two kinds of multi-spectral data at different scales by testing four machine
learning algorithms (AB, ET, GB, and RF) under various schemes to identify an optimal
summer maize LCC remote sensing method. This exploration of the monitoring methods
for the LCC of summer maize were conducted using three different scales: point ground
observation, a low-altitude UAV multi-spectrum camera, and a high-resolution earth
observation satellite, based on in-field simultaneous observations. The results reveal that
at the scales of 10, 20, and 30 pixels, the correlation between LCC and most UAV remote
sensing features increased as the scale expanded. The ET model at the 20-pixel scale with
16 characteristic parameters had the highest simulation accuracy, making it the optimal
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LCC inversion model for UAV multi-spectral camera. The ET model with 11 features
as input remote sensing features was the optimal model for Sentinel-2 LCC inversion.
The monitored LCC from Sentinel-2 on 4 days of 2022 showed an increasing trend in the
summer maize’s growth stages, and the spatial distribution showed a higher value in
middle part of the research area, but a lower value in east and west part.
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