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Abstract

:

Traditional Chinese medicinal herbs have strict environmental requirements and are highly susceptible to weed damage, while conventional herbicides can adversely affect their quality. Laser weeding has emerged as an effective method for managing weeds in precious medicinal herbs. This technique allows for precise weed removal without chemical residue and protects the surrounding ecosystem. To maximize the effectiveness of this technology, accurate detection and localization of weeds in the medicinal herb fields are crucial. This paper studied seven species of weeds in the field of Dictamnus dasycarpus, a traditional Chinese medicinal herb. We propose a lightweight YOLO-Riny weed-detection algorithm and develop a YOLO-Riny-ByteTrack Multiple Object Tracking method by combining it with the ByteTrack algorithm. This approach enables accurate detection and localization of weeds in medicinal fields. The YOLO-Riny weed-detection algorithm is based on the YOLOv7-tiny network, which utilizes the FasterNet lightweight structure as the backbone, incorporates a lightweight upsampling operator, and adds structure reparameterization to the detection network for precise and rapid weed detection. The YOLO-Riny-ByteTrack Multiple Object Tracking method provides quick and accurate feedback on weed identification and location, reducing redundant weeding and saving on laser weeding costs. The experimental results indicate that (1) YOLO-Riny improves detection accuracy for Digitaria sanguinalis and Acalypha australis, ultimately amounting to 5.4% and 10%, respectively, compared to the original network. It also diminishes the model size by 2 MB and inference time by 10 ms, making it more suitable for resource-constrained edge devices. (2) YOLO-Riny-ByteTrack enhances Multiple Object Tracking accuracy by 3%, reduces ID switching by 14 times, and improves overall tracking accuracy by 3.4%. The proposed weed-detection and localization method for Dictamnus dasycarpus offers fast detection speed, high localization accuracy, and stable tracking, supporting the implementation of laser weeding during the seedling stage of Dictamnus dasycarpus.
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1. Introduction


Dictamnus dasycarpus is a perennial herbaceous plant belonging to the Rutaceae family, favoring high, dry, sunny, and slightly acidic soil conditions. It is predominantly distributed across the Jilin, Liaoning, and Heilongjiang provinces in China. The root bark, known as Dictamni Cortex, is highly esteemed for its medicinal properties and is employed in traditional Chinese medicine for treating various forms of dermatitis. Its therapeutic effects include clearing heat, detoxifying the body, and alleviating wind and dampness. During the seedling stage, Dictamnus dasycarpus requires high soil fertility, necessitating the application of 1500–2000 kg of Sheep manure organic fertilizer peracre. This nutrient-rich environment often results in vigorous weed growth [1], making effective weed management essential during this developmental phase [2,3].



In China, the control of weed-related harm to crops mainly relies on chemical methods, with large-scale spraying using agricultural machinery being the prevalent approach [4,5]. Dictamnus dasycarpus has high soil environmental requirements, and extensive, quantitative spraying can lead to soil contamination, which negatively impacts the medicinal value of the herbs [6,7]. In managing medicinal herb fields, manual weeding is often preferred to mitigate the impact of herbicides on the quality of Chinese herbal medicines due to its precision and absence of pesticide residues. However, for Dictamnus dasycarpus, a perennial herb with valuable medicinal properties concentrated in its delicate rhizomes, manual weeding can harm the root system and is both labor-intensive and costly. With advancements in agricultural technology, laser weeding has emerged as an effective and eco-friendly solution [8,9]. This method works by inducing cell dehydration and rupture to efficiently eliminate weeds. It is particularly well-suited for the precise management of Dictamnus dasycarpus fields. The primary challenge with laser weeding technology is accurately distinguishing between weeds and crops and precisely targeting the weeds.



In recent years, with the ongoing advancements in deep learning, artificial intelligence technology has been increasingly integrated into agricultural production [10,11,12,13]. Among its various applications, target detection has become a key technology in this field. It has been widely employed in farmland weed management, and many researchers have explored the use of deep learning techniques in laser weeding, achieving notable results. Zhu et al. [14] proposed a YOLOX-based convolutional neural network for weeding robots to manage maize seedling fields, demonstrating the feasibility of using blue laser technology as a non-contact weeding tool. Mwitta et al. [15] employed a target-detection algorithm for diode laser weeding and utilized target tracking for path navigation. While these studies have validated the potential of deep learning techniques for laser weeding, they did not address issues related to detection accuracy and the need for lightweight models. Given the dense planting of Dictamnus dasycarpus seedlings, the variety of weed species, and the constraints of edge computing resources, models must achieve high detection accuracy while remaining as lightweight as possible. As target-detection technology continues to advance and models evolve, numerous new weed-detection models have emerged. Zhu et al. [12] introduced the YOLOX weed-detection model, which integrates a deep network with a lightweight attention mechanism to effectively identify various species of weeds in corn seedling fields. The optimized model achieved an average detection accuracy of 94.8%. Liu et al. [16] proposed a corn seedling and weed-detection method based on the YOLOv4-minor model. This algorithm achieves an accuracy of 86.6% and a detection speed of 57.3 frames per second. Shao et al. [17] presented an optimized deep learning framework, GTCBS-YOLOv5s, designed to accurately identify six weed species in paddy fields, which achieves an average accuracy of 91.1% on the test set. Peng et al. [18] developed a deep learning model named WeedDet based on RetinaNet for weed detection in rice crop images, which achieves an average detection accuracy of 94.1%. All the studies mentioned employ deep learning for weed detection in crop fields, balancing high detection accuracy with the feasibility of edge deployment. The YOLOv7 algorithm is a single-stage detection algorithm that has the advantages of high robustness and high accuracy when used in real experiments. Due to the stability of the YOLOv7 algorithm, it is very suitable for pairing with target tracking algorithms as a trade-off between accuracy and stability. However, laser weeding faces challenges. As a single-detection algorithm, it may struggle to manage the times of spot removal for the same weed, leading to cost inefficiencies. Therefore, minimizing repeated weeding and effectively managing the numbers of spot weeding for each weed is crucial to avoid unnecessary costs. Developing fast, accurate, and stable Multiple Object Tracking (MOT) algorithms is essential for addressing this issue [19,20,21].



Recent reports on the advancements and applications of deep learning-based tracking algorithms in military aerospace, security monitoring, intelligent driving, and smart agriculture have provided valuable references for the work presented in this paper [21,22,23,24]. Wang et al. [25] demonstrated the use of a Kalman filter for tracking mango motion in orchard videos, facilitating automatic fruit counting. Meanwhile, Li et al. [26] utilized ByteTrack along with detection algorithms to classify and count dragon fruit flowers, immature green fruits, and ripe red fruits in a plantation. Similarly, Özlüoymak et al. [27] combined machine vision with a mobile spraying system to achieve precise micro-dose spraying of weeds in the field. The above studies employed a combination of object detection and tracking methods, using tracking algorithms to achieve ID matching for the same target appearing across multiple frames in the video. Combining object detection with tracking is an effective solution to address the issue of duplicate detections of the same object, and it offers a cost-optimization strategy for laser weeding.



1.1. Main Objectives


The following are the main ideas behind the work in this paper:




	
Create a dataset of the most widely distributed and numerous weeds in real Dictamnus dasycarpus fields, covering a number of important real disturbances.



	
Propose a detection network that can trade off accuracy and light weight to enable weed localization in complex scenarios.



	
Provide joint tracking and detection algorithms and achieve stable performance as well as fast matching of tracking trajectories.



	
Perform goal-oriented training and improvement of the model for real-world noise as well as various disturbances.









1.2. Research Contribution


Existing detection algorithms are difficult to trade off the accuracy of detecting multiple classes of weeds with the lightweight nature of the model, making it difficult to embed into the edge devices of laser weeding systems. To achieve precise weed detection in Dictamnus dasycarpus fields and address the constraints of edge devices, this paper introduces an enhanced lightweight detection algorithm called YOLO-Riny, based on YOLOv7-tiny. Furthermore, it combines YOLO-Riny with ByteTrack [28] to develop the YOLO-Riny-ByteTrack multi-object tracking algorithm. In this research, the edge device equipped with the YOLO-Riny-ByteTrack algorithm is employed as a reference system, where weeds entering the camera’s field of view are treated as moving targets for tracking. The YOLO-Riny-ByteTrack system can establish continuous tracks for individual weeds within the video feed, assign unique IDs to detected objects in each frame, and synchronize these tracks with the IDs of weeds in the field. This approach addresses the issue of redundant detection and removal costs by preventing multiple detections of the same weed during laser spot weeding operations. It effectively balances cost control with the need for real-time performance and accuracy in weed detection, thereby enhancing the efficiency of precision agriculture practices.





2. Materials and Methods


2.1. Dataset Acquisition


The dataset for this research was collected in Shizi Street Town, Gaizhou City, Liaoning Province, as illustrated in Figure 1. In late June 2023, the research team gathered both image and video data of weeds within the Dictamnus dasycarpus fields. This period coincided with the dense planting and seedling stage of Dictamnus dasycarpus, where the density reached approximately 50–100 seedlings per square meter.



To simulate the laser weeding operation, a camera mounted on a Realme GT was used (Rear primary camera: 64 MP), positioned 70–80 cm above the ground. The dataset comprises 3048 images, each of 3456 × 3456-pixel resolution, stored as JPG files. Additionally, 15 min of video footage was recorded in MP4 format at a resolution of 720 × 1280 pixels. To ensure the robustness of the model, the dataset included various lighting conditions (Sunny 9 a.m.–10 a.m.), ranging from strong to low light (Cloudy 2 p.m.–4 p.m.). For the practical application value of the algorithm, the researchers selected the seven most abundant and widely distributed weeds in local Dictamnus dasycarpus fields: Dictamnus dasycarpus, Chenopodium album, Digitaria sanguinalis, Poa annua, Acalypha australis, Commelina communis, Bidens pilosa, and Capsella bursa-pastoris. Figure 2 provides examples of these categories, cropped from the dataset images.




2.2. Data Preprocessing and Augmentation


In this paper, we apply bilinear interpolation to reduce image resolution and shorten model training time [29]. The dataset is further augmented using data enhancement techniques such as motion blur, Gaussian noise, and pretzel noise. Figure 3a illustrates an example of data enhancement applied to an image of the captured Dictamnus dasycarpus field weed. This measure helps prevent overfitting due to insufficient data in the detection model. It also improves the model’s precision during target tracking and reduces the miss rate by training the detector on images affected by motion blur. Additionally, this paper employs the Mosaic algorithm to enhance images with online data, as shown in Figure 3b. The Mosaic enhancement algorithm is an image synthesis technique that randomly selects two to four images from the dataset at a time. It performs operations such as flipping (both horizontally and vertically), scaling (resizing the original image), and color adjustments (modifying brightness, saturation, and hue). These processed images are then stitched together to create enhanced training data. The Mosaic technique facilitates increased diversity of data, enriched background of images, and increased number of training targets concurrent learning of various image attributes, enhancing the model’s generalization capacity. Figure 4 illustrates the comparison of data quantities before and after enhancement. After enhancement, the dataset comprised 2764 plants of Chenopodium album, 2414 plants of Digitaria sanguinalis, 3292 plants of Poa annua, 1284 plants of Acalypha australis, 1332 plants of Commelina communis, 1288 plants of Bidens pilosa, and 1244 plants of Capsella bursa-pastoris. Among the data collected in this research, Poa annua was the most densely clustered, often growing in groups of four to six plants. This dense clustering makes Poa annua the most challenging species to detect. Capsella bursa-pastoris and Chenopodium album, with their larger target areas, were more easily detectable. In contrast, Digitaria sanguinalis, Commelina communis, and Poa annua shared similar shapes, which led to confusion and challenges in accurate classification. Additionally, Acalypha australis, due to its smaller target area, was more prone to being overlooked, which slightly increased the detection difficulty.




2.3. Weed-Detection Model


2.3.1. YOLOv7-Riny Weed-Detection Model


YOLOv7-tiny is a lightweight target-detection model derived from YOLOv7 [30]. It features a lightweight network architecture, making it well-suited for deployment on resource-constrained devices.



In practical applications, the tracker demands both high detection speed and stability from the detector. Additionally, the complex field environment requires the detector to differentiate between multiple weeds with similar characteristics. When YOLOv7-tiny is deployed on edge devices and combined with the tracker, its floating points of operations (FLOPs) and inference speed fall short of meeting the tracking task’s requirements. The limited sensing field of YOLOv7-tiny restricts its ability to identify smaller or closely spaced weed targets and effectively capture fine-grained features in complex environments, thus impacting detection accuracy. To address these issues, this paper introduces the YOLO-Riny target-detection model, which builds upon the YOLOv7-tiny framework. The network architecture of YOLO-Riny is illustrated in Figure 5a, and its module composition is detailed in Figure 5b.



In this research, a weed image from a natural Dictamnus dasycarpus field environment is used as input, with the image size set to 640 × 640 × 3. The image is processed through the BackBone feature extraction component, which is organized into four stages. Each stage includes a FasterNet Block and either an Embedding Layer (a standard 4 × 4 convolution with a stride of 4) or a Merging Layer (a standard 2 × 2 convolution with a stride of 2) for spatial downsampling and channel expansion. The intermediate layer of the FasterNet Block is constructed with an increased channel count and includes shortcut connections for input feature reuse, thereby enhancing feature diversity and reducing latency.



The three feature layers output from the BackBone are fed into the Spatial Pyramid Pipelining System (SPPCSP) module and the feature pyramid structure. This setup aggregates information from various scales through multiple branches. The fused feature layers are fed into the head network and into the upsampling layer. The lightweight upsampling operator (CARAFE [31]) employs a 3 × 3 upsampling kernel and a 5 × 5 convolutional layer. This design provides robust local feature fusion while maintaining a compact computational footprint, enhancing the model’s ability to detect small and densely packed targets in complex scenes. Finally, the feature layer is fed into the RepBlock module, which uses structural reparameterization [32] to transform the inference into a single-branch structure. This approach improves inference speed while preserving accuracy and enables weed detection through score screening and non-maximum suppression.



YOLO-Riny surpasses YOLOv7-tiny in detecting smaller, ambiguously classified weeds. It offers faster inference, a smaller model size, and reduced computational complexity, which benefits tracking operations. Additionally, YOLO-Riny shows improved deployability on edge-computing platforms.




2.3.2. Constructing a Lightweight Backbone Network Using Partial Convolution


The backbone network of YOLOv7-tiny mainly consists of a convolutional module composed of LeakyReLU and four MCB modules. The network modules are concise, and the floating points of operations (FLOPs) are small, which reduces the computational complexity. However, the combination of the original YOLOv7-tiny with the tracking algorithm yields unsatisfactory results in testing. This is because the reduction in its floating-point operations (FLOPs) does not correspondingly maintain the Floating-point Operations Per Second (FLOPS).



To balance the trade-off between the size of FLOPs and FLOPS, this paper employs Partial Convolution [33] (PConv). The structure of PConv is illustrated in Figure 6 PConv is designed to address the drawbacks of frequent memory accesses in Deep Separable Convolution [34] (DWConv), and is uniquely designed to remove the redundant structure. Due to the redundancy of convolutional neural network features, the feature maps between different channels have high similarity. Therefore, to simultaneously reduce memory accesses and computational redundancy, PConv applies regular convolution to only a subset of the input channels for spatial feature extraction, while leaving the remaining channels unchanged. For consecutive or regular memory accesses, PConv computes either the first or last consecutive     C   p    hw channels as a representative of the entire feature map. Regular convolution is then performed only on the remaining       C − C   p       channels. PConv maintains the remaining channels unchanged to reduce redundancy and ensure that feature information passes through all channels, thus facilitating the subsequent layers of PWConv. PConv’s distinctive structure preserves a high FLOPS rate while decreasing the number of floating-point operations.



The environment of the Dictamnus dasycarpus field is complex, and using PConv for primary feature extraction may result in excessive loss of detailed information while discarding redundant features. To address both the strengths and limitations of PConv, this paper introduces two 1 × 1 pointwise convolutions following PConv. This approach maximizes the use of information across all feature channels and preserves more valuable detailed features, all without adding significant computational overhead. The combination of PConv and pointwise convolution not only preserves the algorithm’s FLOPS size but also enhances the richness and accuracy of weed feature extraction. This module structure is illustrated in the FasterNet Block shown in Figure 5b. It effectively captures texture and shape information, which is crucial for improving the accuracy of weed detection. In this paper, four FasterNet Blocks are employed in the BackBone component to progressively enhance the network’s ability to recognize field weeds, including those in the Dictamnus dasycarpus field, through multiple stages of feature extraction and fusion. Additionally, a global pooling layer is introduced at the end of the BackBone to further aggregate global context information and improve feature characterization. Global pooling effectively compresses the entire feature map, extracts global features, and simplifies subsequent classification and detection tasks. The improved BackBone is designed to adapt to the complex environments of the Dictamnus dasycarpus field, achieving efficient and accurate weed detection while remaining lightweight.




2.3.3. Lightweight Upsampling Operator: CARAFE


The upsampling used in the original YOLOv7-tiny is an upsampling operation using the traditional interpolation method. Traditional interpolation methods estimate the value of a new pixel by averaging the values of existing pixels, which can result in some information loss. At large upsampling factors, detailed information can become easily blurred. In Dictamnus dasycarpus fields, weeds such as Digitaria sanguinalis, Commelina communis, and Acalypha australis are small and require the detector to accurately extract fine features. Additionally, during tracking tasks, complex real-world environmental factors often cause video blurring, complicating the extraction of detailed weed features. To enhance the model’s receptive field and maintain a lightweight architecture, this paper uses Content-Aware Reassembly of Features (CARAFE) in place of the traditional upsampling layer. CARAFE reconstructs features within a set domain centered at each location through a weighted aggregation, where weights are computed in a context-sensitive fashion. The weights are generated in a content-aware manner. At each location, CARAFE leverages inherent content information to estimate the reorganization kernel and refines features within a specified local region. By employing adaptive and optimized reorganization kernels at different locations, CARAFE rearranges the features into spatial blocks for upsampling. This approach provides improved performance compared to conventional upsampling operators, augmenting the model’s capability to capture fine details even in complex and blurred video scenarios.



The structure of CARAFE is shown in Figure 7. CARAFE consists of two key components, namely the prediction kernel module and the content-aware reorganization module. In this figure, the feature mapping of size   C × H × W   is upsampled. The prediction kernel module consists of three sub-modules: the channel-compression module, the content-encoding module, and the kernel-regularization module. After the channel-compression module reduces the channels of the input feature maps, the content encoder takes the compressed feature maps as input and encodes the content to generate the reconstruction kernel. Finally, the kernel-regularization module uses a Softmax function for each reconstructed kernel. The restructured feature maps contain richer semantic information compared to the original ones, as they emphasize relevant details within local regions more effectively.




2.3.4. Constructing the Reparameterized Convolution RepBlock


In target tracking tasks, the tracker must locate and update the target in each frame while using detection results to match the trajectory. This demands high inference speed from the detector and a careful balance between the detector’s performance and the tracker’s efficiency. Thus, finding the right balance between model performance and lightweight design is a key challenge addressed in this paper. Structural reparameterization involves integrating reparameterized structures into the network during training to enhance model representation. During inference, this technique simplifies complex structures, leading to faster computation. Given its nature, structural reparameterization benefits both detection and tracking tasks. By incorporating structural reparameterization into the original model, it is possible to boost performance while also reducing computational demands. The RepBlock module described in this paper features a three-branch structure, as illustrated in Figure 8. During training, RepBlock employs a multi-branch configuration with 1 × 1, 3 × 3, and constant branches. However, during inference, all branches are consolidated into a single 3 × 3 convolutional topology. This approach allows the network to leverage a multi-branch model for iterative training, where different branches apply various convolutional kernels to capture diverse receptive fields, thus enhancing model performance. In contrast, the unified single-branch structure during inference significantly reduces computation time.



When the trained RepBlock structure is reparameterized and the multi-branch convolution is equivalently converted to a single 3 × 3 convolution for inference, the convolution layer is first fused with the Batch Normalization (BN) layer. This process produces the constant branch fusion output     B N   γ , β   (   V   0   ,   μ   0   ,   σ   0   )  , as represented in Equation (1).



V stands for input, O stands for output,     ∀ 1 ≤ i ≤ C   2     (   C   2     stands for the number of output channels);   μ  ,   σ  ,   γ  ,   β   stand for the mean, variance, scaling factor, and bias of the BN layer, respectively;     μ   ( 0 )    ,     σ   ( 0 )    ,     γ   ( 0 )    ,     β   ( 0 )     stand for the mean, variance, scaling factor, and bias of the constant branch BN layer.


  B  N  γ , β     V ,  μ 0  ,  σ 0    =   V −  μ 0        γ 0     σ 0     +  β 0   



(1)







For the 1 × 1 convolutional branch with the 3 × 3 convolutional branch,     B N   γ , β   ( V ∗   K   i   ,   μ   i   ,   σ   i   )   fusion outputs are shown in the expression in Equation (2):


  B  N  γ , β     V ,  μ i  ,  σ i    =   V ∗  K i    +  b i ′   



(2)




where     K   i     represents the weight parameter and bias of each convolution kernel. For the Figure 8a 1 × 1 convolutional branch with the 3 × 3 convolutional branch structure re-parametrization output in Figure 8, see Equation (3) shown.     μ   ( 1 )    ,     σ   ( 1 )    ,     γ   ( 1 )    ,     β   ( 1 )     and     μ   ( 3 )    ,     σ   ( 3 )    ,     γ   ( 3 )    ,     β   ( 3 )     represent the mean, variance, scaling factor, and bias of 1 × 1 convolutional branching and 3 × 3 convolutional branching BN layers, respectively:


  O = B  N   γ   1    ,  β   1        V ∗  K   1    ,  μ   1    ,  σ   1      + B  N   γ   3    ,  β   3        V ∗  K   3    ,  μ   3    ,  σ   3       



(3)







The output from the parameterization of the residual branching structure is added to Equation (3) and is shown in Equation (4):


  O = B  N   γ   1    ,  β   1        V ∗  K   1    ,  μ   1    ,  σ   1      + B  N   γ   3    ,  β   3        V ∗  K   3    ,  μ   3    ,  σ   3      + B  N   γ   0    ,  β   0        V ,  μ   0    ,  σ   0       



(4)









2.4. Field Weed Tracking Model for Dictamnus dasycarpus


In practical applications, the diversity of weeds in Dictamnus dasycarpus fields and their morphological similarity to Dictamnus dasycarpus seedlings create substantial feature interference, complicating the task of maintaining stable tracking performance. Thus, the tracking model must efficiently and reliably handle complex scenes to accurately track these weeds.



The lightweight ByteTrack architecture enables effective tracking and localization of the same weed plant even when the edge device is in motion. ByteTrack employs a Multiple Object Tracking approach based on the Tracking-By-Detection paradigm, allowing repeated matching and updating of detection targets throughout the tracking process. Unlike many methods that associate only high-confidence detection boxes and discard low-confidence ones, ByteTrack retains both high-score and low-score detections. By extracting target information and eliminating background noise, ByteTrack reduces detection loss and enhances trajectory continuity.



In real-world experiments, camera motion jitter or noise often causes the ByteTrack algorithm to suppress successive low-scoring detection frames with excessively high thresholds during non-maximal suppression (NMS), leading to missed detections in tracking. To overcome the limitations of traditional NMS, which depends exclusively on Intersection over Union (IoU) for filtering, this research proposes using Distance-IoU (  DIOU  ) as an alternative evaluation criterion. The   DIOU   evaluation criterion is detailed in Equation (5):


  D I O U =     ρ 2    A , B      z 2      



(5)




where     ρ   2     A , B     is the Euclidean distance between the coordinates of the canter points of frames A and B, and   z   is the diagonal length of the smallest outer rectangle of frames A and B.   DIOU   provides the direction of movement for the target frames that do not overlap between the two frames. By introducing the   DIOU   evaluation criterion, this research aims to improve the screening accuracy of the NMS process for low-scoring detection frames.   DIOU   can better reflect the relative positional relationship between the target frames; especially when the target frames do not overlap or only overlap slightly,   DIOU   can provide a more effective screening basis than IOU. The experimental results show that, compared with the traditional IOU,   DIOU   is able to retain the low-scoring detection frames more effectively, decrease the rate of detection failures., and enhance tracking consistency when dealing with the target-tracking task in dynamic scenes and complex backgrounds.



The flowchart of the tracking algorithm is shown in Figure 9. First, the target detector identifies the weed’s position in the initial frame, determines its category, and identifies features such as color, texture, and shape. In the subsequent frame, the Kalman filter algorithm estimates the weed’s movement relative to the camera, adjusts the detection frame based on this estimation, and then the detector re-infers the target around the adjusted position, extracts its features, matches them with the previous frame’s target, and determines if the targets in both frames are the same weed.



Three outcomes can result from the matching process: (1) Successful match—track the target and update the trajectory; (2) Fail to match the detector frame—create a new tracking trajectory for the target; (3) Match failure—delete the existing trajectory. Failed tracks are retained for 30 frames; if the target is successfully matched again within this period, it returns to outcome 1. If no match is found within this time frame, the track is deleted.




2.5. Experimental Evaluation Indicators


2.5.1. Performance Metrics Evaluation Metrics for YOLO-Riny Model Performance


In order to objectively assess the YOLO-Riny model’s effectiveness, this paper evaluates key performance metrics including memory occupation, floating point of operations (FLOPs, denoted as   F  ), mean average precision (  A P  ), mean average precision across seven weed species (mAP), Precision, Recall, server computational speed, and Frames Per Second (FPS).   A P   represents the precision for each class, computed by the area under the precision-recall curve, as indicated in Equation (6), where   p   denotes Precision and   r   denotes Recall. mAP is employed to provide a comprehensive evaluation of the target-detection model’s performance by averaging the AP values across the seven weed species.   F   is calculated as shown in Equation (7), where     C   i     denotes the count of input channels of the convolutional layer,   K   represents the size of the convolutional kernel of the convolutional layer,   H   and   W   represent the dimensions (height and width) of the convolutional layer output,     C   O     signifies the number of output channels for this convolutional layer,   I   denotes the input parameter of the fully connected layer, and   O   denotes the number of output channels of the fully connected layer.


  A  P i  =    ∫ 0 1    p i     r i    d     r i   



(6)






  F =   2  C i   K s 2  − 1   H W  C 0  +   2 I − 1   O  



(7)








2.5.2. Evaluation Metrics for Tracking Algorithm Performance


In this paper, the number of weed ID switching, Multiple Object Tracking Accuracy (MOTA), and Multiple Object Tracking Precision (MOTP) are employed to assess the performance of the tracking algorithm. The number of weed ID switches refers to the number of times a weed with a changed ID appears in the video. A smaller value indicates better performance. The Multiple Object Tracking Accuracy metric quantifies the efficacy of the tracking algorithm in preserving tracking trajectories; elevated values correspond to superior performance, as delineated in Equation (8):


  M O T A = 1 −     ∑     N  F E   +  N  F F   +  N  I S          ∑   N  G T         



(8)




where     N   F N     is the number of false negatives,     N   F P     is the number of false positives,     N   I S     is the number of ID jumps, and     N   G T     is the number of ground truth targets.



Multiple Object Tracking Accuracy denotes the success rate of correctly associating all tracked targets. Increased accuracy reflects an enhanced performance of the detection algorithm, as expressed in Equation (9):


  M O T P =      ∑  t , i     d  i , t         ∑ t    c t        



(9)




where     d   i , t     is the intersection and concatenation ratio of the predicted and real frames,   t   is the video frame sequence number,   i   is the current predicted target, and     c   t     is the number of successful matches.






3. Results and Discussion


3.1. Experimental Environment


The server equipment used for training the models ran on the Windows 10 operating system, while the software environment was configured with Python 3.8 and Pytorch 1.9.0. The hardware equipment used an Intel i7-7820X CPU with a main frequency of 3.60 GHz, as well as two TitanXp GPUs with 12.0 GB memory each. The CUDA version used was 11.0.




3.2. Results and Analysis of the Weed-Detection Experiment


3.2.1. Ablation Research Analysis


To evaluate the efficacy of the introduced approach for identifying weeds, an experiment was conducted by incorporating and removing the enhanced modules based on YOLOv7-tiny. A comparative performance analysis was carried out, and the results are presented in Table 1. This research comprehensively evaluates the performance effect of the model before and after the model improvement in seven aspects: mAP, AP, Precision, Recall, model inference time, model occupied memory, and FLOPs, respectively. The data presented in Table 1 indicate that the original YOLOv7-tiny demonstrates very high detection accuracy for Chenopodium album and Capsella bursa-pastoris. However, it shows slightly lower accuracy for Digitaria sanguinalis, Acalypha australis, and Commelina communis. This reduced performance is attributed to the similarities between Digitaria sanguinalis and Commelina communis at certain growth stages, which makes classification challenging for the detector. Additionally, Acalypha australis displays varying characteristics across different growth stages, making it difficult to accurately extract features from small targets.



Based on the analysis presented in Table 1, the improved YOLO-Riny shows increases in precision and recall by 2.9% and 2.1%, respectively, with a 1.9% improvement in mean average precision. These enhancements indicate that the feature reorganization better captures semantic information in multi-category images. Additionally, appropriately reducing the depth of the backbone network enhances the extraction of shallow features from the data. Although YOLO-Riny exhibited lower accuracy in some individual weed categories, it achieved improved detection accuracy for Digitaria sanguinalis, Acalypha australis, and Commelina communis by 5.4%, 10%, and 0.9%, respectively, compared to the original network. This led to a more balanced overall accuracy across categories, addressing the issue of significant underrepresentation of certain categories in the original model. These improvements suggest that expanding the sensory field enhances the detection of small targets and better captures relevant local information.



Table 2 displays the performance-comparison results for model design, including inference time, memory usage, and floating-point computation. It reveals that the model size is significantly reduced after YOLOv7-tiny incorporates the FasterNet structure and streamlines the backbone. During inference, RepBLock’s three branches are consolidated into a single-branch structure through reparameterization, significantly reducing the model’s floating-point computation. According to the data in the table, YOLO-Riny decreases the original network model size by 2 MB, cuts floating-point computation by 2 GFLOPs, and improves inference time for the entire image set by 10 ms. Due to consistent errors in the inference time measurements of the images during experiments, the test set in this paper is divided into five groups, each containing 10 images, with the average inference time calculated from these groups. The results indicate that YOLO-Riny significantly improves inference time for complex images, demonstrating a 2–3 ms speed advantage over the original network when processing multi-weed category images. This suggests that the model has robust pixel inference capabilities, making it well-suited for multi-class weed detection and providing a reliable solution for tracking a broader range of weed classes.




3.2.2. Comparative Analysis of Multi-Model Performance


The YOLO-Riny model employed in this research is utilized to the weed-detection task and is compared with 10 other deep learning networks known for their performance in detection tasks. To ensure a fair comparison across models for the weed-detection task, the training parameters for all models are kept consistent in this research. The evaluation includes comparisons of the average mAP, memory usage, FLOPs, and inference time of each model. The results of these comparisons are presented in Table 3.



As shown in Table 3, the memory sizes for the FasterRCNN, YOLOv7, and YOLOv8l models are 310 MB, 77.4 MB, and 29.4 MB, respectively. The memory usage of these models is quite high, making them challenging to adapt to devices with limited resources. Although the ShuffleNetV2, MobileNetV3, and GhostNetV2 models are lightweight, their average accuracy did not reach 85%. This indicates that these models struggled to accurately capture key feature information, particularly when distinguishing weeds against a background of Dictamnus dasycarpus fields. YOLOX, YOLOv8l, and YOLOv5 achieve a high mean average accuracy of 85% or more compared to other networks, but their long reasoning times make them less suitable for real-time tracking tasks. Although YOLOv8s and the model in this paper have similar data, YOLO-Riny stands out by providing high mean average accuracy while using minimal memory resources. Its inference speed also ensures stable tracker trajectories.




3.2.3. Analysis of Weed-Detection Visualization Experiment Results


Figure 10 presents the visualization results for YOLO-Riny’s detection performance. The green boxes in the image indicate the detected Poa annua. The figure illustrates that Poa annua often grows in overlapping clusters, and YOLO-Riny demonstrates high detection accuracy for this weed, achieving a confidence level of 0.9 or above. In the visualization, the orange and purple detection frames represent Digitaria sanguinalis and Commelina communis, respectively. These weeds are more challenging to classify due to their similar shapes. The figure shows that several test boxes for these weeds have confidence levels lower than 0.5; however, none of them were misclassified. Acalypha australis is highlighted in red in the figure. Most instances of Acalypha australis are small, isolated targets, and the figure indicates that none of these were missed in the detection process. The self-constructed dataset, which includes various growth states of weeds, enables the network to learn detailed characteristic information for multiple weed morphologies. This comprehensive training allows the network to effectively capture the morphological differences among Commelina communis, Digitaria sanguinalis, and Poa annua in their various growth stages. As a result, the detection accuracy for these small-target weeds is significantly improved.



Figure 11 presents the confusion matrix results [35] for YOLO-Riny. The matrix indicates that the detection accuracy for Commelina communis was 0.76, the lowest among the seven weed species. This lower accuracy is attributed to the morphological similarities between Commelina communis, Poa annua, and Digitaria sanguinalis. Additionally, the large number of Poa annua and the tendency of Commelina communis to grow in close proximity to Poa annua complicate the network’s ability to distinguish between them effectively. Capsella bursa-pastoris and Chenopodium album demonstrated the best performance in the detection task, achieving an accuracy of 0.97 for both species. This high accuracy is due to the distinct morphological differences between these weeds and others. In contrast, as shown in the last column, Poa annua experienced relatively high rates of omission and false detection. This issue arises because Poa annua grows densely, has less distinct characteristics, and features small targets, which make it prone to detection errors.



To visually represent the effective information extracted by the YOLO-Riny model, various heatmap methods were used to achieve the results shown in Figure 12. In Figure 12, columns 1 and 4 display weed images collected on sunny days, while columns 2 and 3 show weed images collected on cloudy days. Row (B) illustrates the EigenCAM method, which is relatively stable and highlights areas that are strongly correlated with the target class information, effectively demonstrating the model’s attention to different weed categories. From the figure, it is evident that YOLO-Riny efficiently captures information on fine-leaf weed categories such as Poa annua, Commelina communis, and Digitaria sanguinalis. The GradCAM method in row (C) highlights the entire weed plant, showcasing the model’s ability to identify the location of different weeds within the image. However, YOLO-Riny appears to be less precise with the location of Capsella bursa-pastoris, focusing more on extracting location information for elongated and smaller targets. According to the LayerCAM visualization results in row (D), the model’s primary focus on the entire image is on Commelina communis, Bidens pilosa, Digitaria sanguinalis, and Poa annua. Overall, the proposed detection method demonstrates its effectiveness in accurately locating and classifying multiple species of weeds, confirming the efficacy of the research approach.




3.2.4. Analysis of Weed-Detection Model Robustness


To assess the robustness of the proposed model, this research employs a comparative experiment involving both simulated motion noise samples and real motion noise images from video frames, as depicted in Figure 13 and Figure 14. Figure 13 illustrates the impact of simulated motion noise on detection, with varying levels of noise added across columns (A) to (D) ((A) represents the original image, (B) shows a 20% increase in noise, (C) a 40% increase, and (D) a 60% increase). The figure clearly demonstrates that as the noise level rises, the image progressively blurs, increasing the challenge of accurately extracting feature information. When noise increases to 20%, the model may mistakenly detect two overlapping weeds as one, but it still provides accurate location information for each weed. When noise rises to 60%, confidence drops from 0.4 to 0.03, and due to significant loss of detail, two overlapping weeds might be misclassified as one. However, the model still provides accurate overall location information for the misclassified weeds. This demonstrates that YOLO-Riny can effectively capture weed detail features and provide accurate location information despite noise interference.



As shown in Figure 14, the frames were extracted from video data collected in a field of Dictamnus dasycarpus, where the blurriness of the images resulted from real-world factors such as uneven shooting speed and camera noise. To assess the robustness of the model against real motion noise, researchers selected samples with four different noise levels ((A), (B), (C), (D)) based on the blur levels used in the simulation experiments. When the images are severely blurred, as illustrated in Figure 14D, YOLO-Riny detects multiple species of weeds in highly blurred images with confidence levels ranging from 0.29 to 0.42, while providing accurate location and class information. This demonstrates that although the quality and pixel resolution of the video-captured images interfere with the detection of real blurred images, YOLO-Riny can still accurately provide location and classification information under various factors, reflecting the model’s high robustness to motion noise.




3.2.5. Results and Analysis of Weed Tracking Experiments


To visualize the localization effect on the tracked targets, this paper records the coordinates of the center point of the detection frame during the tracking trials, quantifying the exact location of each detected weed target. The tracking results of the algorithm on video sequences are shown in Figure 15, where a, b, and c represent three times segments of video clips, with each set consisting of five images extracted from a 40-frame video. In Figure 15a, weeds No. 1, No. 2, and No. 3 are successfully detected and tracked across all 40 consecutive frames of video, demonstrating the effectiveness of the algorithm. However, due to blurring from camera movement, weed No. 1 is repeatedly detected in the fourth and fifth images. Weeds No. 4 and No. 5 are affected by noise from uneven camera movement, complicating the detector’s ability to extract feature information. Weed No. 5 is matched with the trajectory in the third frame, while weed No. 4 is quickly reassigned an ID after a brief loss of trajectory. This is attributed to motion blur in the training dataset. The pre-processing of this dataset allows the detection model to better handle motion blur from camera shake, thereby minimizing transient target ID losses due to image clarity and detail degradation.



In Figure 15b, weed No. 107 gradually enters the camera’s field of view from the top of the image. It is assigned a track in the third image, and its tracking trajectory remains stable. However, Track No. 102 in the fourth image mistakenly identifies a Dictamnus dasycarpus seedling, which gradually moves out of the field of view from the left side. The remaining feature information interferes with the detector, causing a transient misdetection, and the track is deleted in the fifth image. This demonstrates that while the algorithm effectively detects targets entering the camera’s field of view slowly, in a medicinal herb cultivation area, residual Dictamnus dasycarpus seedlings at the edge of the view can cause the detector to misjudge feature information. Despite this, the matching process remains accurate.



In Figure 15c, two weeds were detected and tracked with stability. Weed No. 368 was positioned amidst multiple Dictamnus dasycarpus seedlings, overlapping with the surrounding seedlings in several areas. This illustrates that the algorithm demonstrated in this paper is highly robust, capable of extracting the feature information of weeds even in complex images and distinguishing them from the intricate background features.



In this paper, the ByteTrack tracking algorithm is combined with both the pre-improved and further-enhanced detection algorithms. The tracking performance is evaluated across five captured video datasets, with the results presented in Table 4. Compared to the original model, YOLO-Riny-ByteTrack shows an improvement of three percentage points in MOTA and a 3.4-percentage-point increase in MOTP. The complexity of the Dictamnus dasycarpus environment and the accuracy of video capture often lead to frequent target ID switching. However, employing the YOLO-Riny-ByteTrack model for tracking in this environment significantly reduces ID switching, with occurrences decreasing by a factor of 10. Consequently, the tracking results underscore that YOLO-Riny-ByteTrack exhibits outstanding stability and robustness for weed tracking in Dictamnus dasycarpus fields, effectively addressing practical challenges such as varying image speeds, target occlusion, and transient loss.




3.2.6. Embedded Systems Experiment


To assess the feasibility and efficiency of deploying the proposed method on an edge device, this research involves modeling the YOLO-Riny-ByteTrack algorithm for deployment on the Jetson Orin Nano device, as illustrated in Figure 16a. The Jetson Orin Nano operates on Ubuntu 20.04.5 LTS, with the software environment configured for Python 3.8 and PyTorch 1.8.0. It is equipped with an Arm Cortex-A78AE CPU and NVIDIA Ampere architecture with 32 Tensor Cores GPU. The experiment evaluates the real-time tracking speed of YOLO-Riny-ByteTrack on the edge device, measured in frames per second (FPS), to assess the viability of the method for weed detection and tracking in Dictamnus dasycarpus fields. As shown in Figure 16b, YOLO-Riny-ByteTrack deployed on the Jetson Orin Nano demonstrates accurate positioning, stable tracking, and an FPS fluctuating between 13 and 16, indicating robust real-time performance.



Therefore, it can be concluded that the proposed algorithm performs stably on resource-constrained edge devices. The algorithm’s response delay is within an acceptable range, the utilization of CPU and GPU resources is reasonable, and the power consumption meets the requirements for edge devices. This provides a solid foundation and technical support for further deployment and optimization of edge-device algorithms in laser weeding equipment.






4. Conclusions


In order to achieve weed detection and tracking in a Dictamnus dasycarpus field environment, a detection algorithm for seven species of weeds, namely, Chenopodium album, Digitaria sanguinalis, Poa annua, Acalypha australis, Bidens pilosa, Commelina communis, and Capsella bursa-pastoris, was proposed in this research. The detection algorithm consists of two main components. First, YOLO-Riny is introduced to detect weeds in Dictamnus dasycarpus fields. YOLO-Riny extracts features of the seven species of weeds and accurately identifies weeds even in complex environments with Dictamnus dasycarpus interference. Second, the ByteTrack tracking algorithm is incorporated. The YOLO-Riny-ByteTrack algorithm can detect the position and movement trajectory of weed targets in real time, enabling the identification of the same species of weeds and reducing resource waste from repeated weeding. This paper provides a preliminary investigation into algorithms for automated laser weeding in agricultural fields.



The main conclusions of this paper are as follows:




	
This research utilizes a self-constructed weed dataset specific to the Dictamnus dasycarpus field environment, facilitating the model to learn key weed features and enhance its robustness against the complex background of these fields. This approach mitigates the interference of crop features on weed detection.



	
By enhancing the backbone structure of the model, introducing a lightweight upsampling operator, and applying structural adjustments such as detector head decoupling to YOLOv7-tiny through structural reparameterization, detection accuracy for Digitaria sanguinalis and Acalypha australis ultimately amounted to 5.4% and 10%, respectively. Overall precision and recall increased has increased and ultimately amounted to 2.9% and 2.1%, respectively, with average precision ultimately amounting to 1.9%. These improvements demonstrate that the proposed method significantly enhances the model’s feature perception for various species of weeds, boosts overall model generalization, and reduces issues of omission and misdetection in the tracking algorithm.



	
The YOLO-Riny detection model reduces the original network size by 2 MB and the number of floating-point operations by 2GFLOPs, leading to a 10 ms improvement in inference time for an entire batch of images. For complex images, inference time is notably reduced, with a 2–3 ms faster performance on multi-weed category images in contrast to the original network. These improvements indicate that the proposed algorithm requires fewer computational resources, making it more suitable for deployment on resource-constrained devices. Consequently, it facilitates timely updates of target positions and bounding box information, while minimizing ID transformations in complex scenes.



	
To minimize the cost associated with repeatedly removing the same weed during laser weeding, this paper combines the improved YOLO-Riny detection algorithm with the parameterized ByteTrack algorithm to track and mark seven species of weeds in Dictamnus dasycarpus fields. The YOLO-Riny-ByteTrack model achieved a 3-percentage-point increase in MOTA and a 3.4-percentage-point increase in MOTP, while reducing the number of ID switches by a factor of 10 compared to the original model. This combination enhances target consistency across consecutive frames, improves tracking accuracy and stability, and consequently reduces resource and time waste in laser weeding.








The YOLO-Riny-ByteTrack model proposed in this paper still possesses deficiencies as well as room for enhancement. The detection algorithm part of YOLO-Riny-ByteTrack can be adapted accordingly in the future based on the performance of YOLO after iteration and the stability of combining with the tracking algorithm. In the future, the YOLO-Riny-ByteTrack model will be further optimized to solve the problem of false detection caused by targets entering and leaving the camera field of view. In addition, the model’s laser weeding system as well as the matching and control of the laser equipment will be implemented one by one in future work and research and development.
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Figure 1. Dictamnus dasycarpus cultivation base in Shizijie Town, Gaizhou City, Liaoning Province. (a) Location map of Liaoning Province; (b) Location map of Shizi Street, Gaizhou City; (c) Dictamnus dasycarpus cultivation base. 
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Figure 2. Examples of the seven selected weed species and crop Dictamnus dasycarpus from the dataset images. 
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Figure 3. Examples of data-enhancement techniques applied to weed images. (a) Data enhanced visualization; (b) Mosic enhanced visualization. Online enhanced labels 0: Chenopodium album; 1: Acalypha australis; 2: Poa annua; 4: Acalypha australis; 5: Bidens Pilosa; 6: Capsella bursa-pastoris. 
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Figure 4. Comparison of sample sizes before and after dataset pre-processing. 
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Figure 5. Architecture of YOLO-Riny network model. (a) General model structure; (b) Module internal structure. 
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Figure 6. PConv structure. 
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Figure 7. The structure of CARAFE. 
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Figure 8. Structure of the RepBlock. (a) Training module structure; (b) BN Layer fusion; (c) Reasoning module structure. 
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Figure 9. Flowchart of ByteTrack algorithm. 
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Figure 10. Visualization of YOLO-Riny detection results. In this figure, 1: Acalypha australis; 3: Capsella bursa-pastoris; 4: Poa annua; 5: Commelina communis; 6: Digitaria sanguinalis; 7: Chenopodium album. 
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Figure 11. YOLO-Riny confusion matrix. 
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Figure 12. Multiple thermogram visualization tests. Columns 1 and 4 show weed images collected on a sunny day, while columns 2 and 3 display weed images collected on a cloudy day. Row (A) presents the original images; row (B) shows the EigenCAM visualization results; row (C) shows the GradCAM visualization results; and row (D) shows the LayerCAM visualization results. The more the model focuses on the target the closer its color is to a warm color. 
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Figure 13. Visualization of the impact of simulated motion noise tests. (A) Original image; (B) Image with 20% added blur; (C) Image with 40% added blur; (D) Image with 60% added blur. 
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Figure 14. Visualization of the effects of real motion noise tests. (A) No blurring; (B) Approximate 20% blur; (C) Approximate 40% blur; (D) Approximate 60% or more blur. 
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Figure 15. Visualization of YOLO-Riny-ByteTrack tracking performance. (a–c) represent three times segments of video clips, with each set consisting of five images extracted from a 40-frame video. 
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Figure 16. Model deployment experiments. (a) Jetson Orin Nano device; (b) Experimentation of models on embedded devices. 
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Table 1. Comparative Results of Model Designs in Average Precision, Precision, and Recall Performance.






Table 1. Comparative Results of Model Designs in Average Precision, Precision, and Recall Performance.





	
Model

	
mAP

/%

	
Accuracy/%

	
Precision

/%

	
Recall

/%




	
Faster-Net

	
CARAFE

	
Rep-Block

	
Chenopodium Album

	
Digitaria Sanguinalis

	
Poa Annua

	
Acalypha Australis

	
Commelina Communis

	
Bidens Pilosa

	
Capsella Bursa-Pastoris






	
×

	
×

	
×

	
89.8

	
98.0

	
81.2

	
94.4

	
81.4

	
81.1

	
94.2

	
98.3

	
83.8

	
88.6




	
√

	
×

	
×

	
88.7

	
90.7

	
86.6

	
87.5

	
85.9

	
83.6

	
92.0

	
94.6

	
85.6

	
89.1




	
×

	
√

	
×

	
89.4

	
92.9

	
84.1

	
90.5

	
86.1

	
85.4

	
91.5

	
93.7

	
84.4

	
87.1




	
×

	
×

	
√

	
89.4

	
97.5

	
80.1

	
92.2

	
80.6

	
80.8

	
94.0

	
98.0

	
83.2

	
88.4




	
√

	
√

	
×

	
89.7

	
91.9

	
87.4

	
91.5

	
87.3

	
84.4

	
92.1

	
93.4

	
86.1

	
88.1




	
√

	
×

	
√

	
89.8

	
94.7

	
82.0

	
87.9

	
90.1

	
83.3

	
94.5

	
95.9

	
84.7

	
89.2




	
×

	
√

	
√

	
90.4

	
94.3

	
85.4

	
92.1

	
86.3

	
87.2

	
93.0

	
94.2

	
87.7

	
85.6




	
√

	
√

	
√

	
91.7

	
98.3

	
86.6

	
92.7

	
91.4

	
82.0

	
93.2

	
98.0

	
86.7

	
90.7








Note: The symbol “√” indicates that improvements were made using the module, and “×” indicates that they were no.













 





Table 2. Comparative Results of Model Design in Inference Time, Memory Usage, and Floating-Point Operations.






Table 2. Comparative Results of Model Design in Inference Time, Memory Usage, and Floating-Point Operations.





	
Model

	
Floating Points of Operations/G

	
Memory Usage

/M

	
GPU Speed

/ms




	
FasterNet

	
CARAFE

	
RepBlock






	
×

	
×

	
×

	
13.1

	
12.9

	
46




	
√

	
×

	
×

	
11.9

	
11.4

	
40




	
√

	
√

	
×

	
11.6

	
11.6

	
39




	
√

	
√

	
√

	
10.1

	
11.2

	
36








Note: The model inference time refers to the time taken to infer a set of images. The test set used for model inference consists of five complex images and five simple images. Complex images contain more than seven targets and at least three species of weeds. Images that do not meet the criteria for complex images are classified as simple images. The symbol “√” indicates that improvements were made using the module, and “×” indicates that they were no.













 





Table 3. Comparative analysis of multi-model performance.
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	Model
	mAP

/%
	Memory Usage

/M
	Floating Points of Operations/G
	GPU Speed

/ms





	FasterRCNN
	76.3
	129.0
	56.3
	78



	ShuffleNetv2
	74.2
	12.3
	13.6
	41



	MobileNetV3
	81.4
	24.3
	26.0
	42



	GhostNetV2
	82.9
	15.0
	14.1
	41



	YOLOX
	85.3
	33.3
	27.9
	44



	YOLOv5
	87.3
	43.2
	22.4
	47



	YOLOv7
	92.6
	77.4
	24.2
	49



	YOLOv8l
	92.9
	48.6
	160.0
	42



	YOLOv8s
	89.1
	12.1
	29.4
	38



	YOLO-Riny
	91.7
	11.2
	10.1
	36










 





Table 4. Comparative analysis of tracking performance.






Table 4. Comparative analysis of tracking performance.





	Proposeed Algorithm
	Multiple Object Tracking Accuracy%
	ID Switch Rate

/Times
	Multiple Object Tracking Precision%





	YOLOv7-tiny ByteTrack
	81.4
	24
	74.2



	YOLO-Riny-ByteTrack
	84.4
	10
	77.6
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