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Abstract

:

Precise detection and localization are prerequisites for intelligent harvesting, while fruit size and weight estimation are key to intelligent orchard management. In commercial banana orchards, it is necessary to manage the growth and weight of banana bunches so that they can be harvested in time and prepared for transportation according to their different maturity levels. In this study, in order to reduce management costs and labor dependence, and obtain non-destructive weight estimation, we propose a method for localizing and estimating banana bunches using RGB-D images. First, the color image is detected through the YOLO-Banana neural network to obtain two-dimensional information about the banana bunches and stalks. Then, the three-dimensional coordinates of the central point of the banana stalk are calculated according to the depth information, and the banana bunch size is obtained based on the depth information of the central point. Finally, the effective pixel ratio of the banana bunch is presented, and the banana bunch weight estimation model is statistically analyzed. Thus, the weight estimation of the banana bunch is obtained through the bunch size and the effective pixel ratio. The R2 value between the estimated weight and the actual measured value is 0.8947, the RMSE is 1.4102 kg, and the average localization error of the central point of the banana stalk is 22.875 mm. The results show that the proposed method can provide bunch size and weight estimation for the intelligent management of banana orchards, along with localization information for banana-harvesting robots.
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1. Introduction


Like other fresh fruit industries around the world, the banana industry is grappling with labor shortages, rising labor costs, and worker safety issues. The effective control and management of banana orchards is crucial to produce bananas of appropriate quality to meet the growing market demand. As precision agriculture technology gradually matures in the production of many fruits and vegetables, the combination of intelligent robots and fruit and vegetable operations improves the accuracy of agricultural tasks and reduces resource consumption, while helping farmers make production decisions through intelligent management. Therefore, the intelligent development of banana orchards is the core issue that determines the sustainable development of the banana industry. However, the unstructured banana orchard environment has characteristics such as uneven lighting and random occlusion, which pose challenges to the development and application of intelligent banana orchard equipment.



In intelligent research in the agricultural field, many researchers make full use of various visual sensors to address the impact of non-structured orchard environments [1,2,3]. Depth sensors are widely used in intelligent management tasks, such as fruit and vegetable detection, localization, and evaluation of fruit and vegetable shape and volume [4]. Based on accurate detection, estimation of the localization, size, and weight of the object fruit is very important in intelligent management, because it provides the geometric attributes of each fruit, thereby helping to judge fruit maturity, manage harvest time, and assess yield forecasting and reliable harvesting.



There are three main sensing technologies for obtaining three-dimensional information on fruits and vegetables: passive binoculars, TOF (time of flight), and structured light. Passive binoculars use the parallax of two cameras to collect images to calculate the distance between the object and the camera. Before the emergence of commercial depth cameras based on TOF and structured light, most research was based on passive binocular technology. Until now, research on passive binocular technology still occupied an important position. Font et al. [5] used color features and binocular cameras to estimate the position of pears and pick them in a laboratory environment. Si et al. [6] designed an apple-harvesting robot that uses binocular vision. Ji et al. [7] proposed a binocular stereo vision localization method based on morphology to extract the characteristic skeleton of apple branches. Xiong et al. [8] used binocular vision to segment and locate lychee clusters. Wang et al. [9] provided a matching and positioning method based on window zooming-based matching under a binocular vision system. Passive binocular technology has lower hardware costs because it does not require a projected light source, but it relies on natural light and has poor accuracy in low-light environments.



TOF sensing technology emits light pulses through infrared, uses a receiver to receive the light pulses reflected back from the object, and calculates the distance between the camera and the object based on the round-trip flight time of the light pulses. In recent years, a large number of studies have used TOF technology to detect and locate fruits and vegetables. The Kinect v2 depth camera is a frequently used TOF camera and was adopted by scholars for broccoli size detection [10], mango localization [11] and quality estimation [12], apple detection [13], lychee localization [14], guava point cloud acquisition [15], localization of the cut-off points of banana male flower clusters [16], and counting of banana hands [17]. The combination of two Kinect v2 depth cameras was used by Gené-Molaa et al. [18] to detect and locate Fuji apples. In addition, the combination of the Camcube 3.0 depth camera and a color camera was used for apple detection [19] and size estimation [20]. The TOF camera is an active measurement method that can be used in low-light environments. It has high real-time performance but low resolution. Since the laser is fully irradiated and emits high-frequency modulated pulses, it consumes high power.



Structured light technology actively projects infrared light with certain structural characteristics onto the target object, and then uses one or more infrared cameras to collect the reflected structured light image. Since the received pattern is deformed due to the shape of the object, the depth information can be calculated based on the degree of deformation of the pattern and the principle of triangulation; examples are Microsoft’s Kinect v1 and Intel’s Realsense series. Milella et al. [21] utilized four deep learning algorithms to detect grape RGB-D images and estimate grape volume based on the RealSense R200 depth camera. Ge et al. [22] applied RealSenseD415 and D435 depth cameras to obtain strawberry RGB-D images, and compared the detection results of strawberries with different maturity levels using the DCNN deep network. Kang et al. [23] proposed an improved deep neural network, DASNet-V2, using RGB cameras and RealSense D435 depth cameras to detect and instance segment apples and their branches. Rong et al. [24] developed a greenhouse mushroom-harvesting robot that combines improved SSD algorithm detection and RGB-D images collected in real time using a RealSense D435i to achieve mushroom detection and localization. Structured light camera technology is mature and has relatively high accuracy in low-light environments. Since structured light only illuminates the structural pattern area and does not require high-frequency modulation, it has higher resolution and lower power consumption than TOF cameras. Therefore, structured light technology has received widespread attention in the latest research.



In addition to using three-dimensional information for localization, 2D machine vision technology is used in several works to obtain fruit location, size, volume, and weight information. A few studies have used satellite images [25] and radar technology [26,27,28] to obtain images of red dates and apples. Most research is still based on RGB cameras to obtain and analyze fruit and vegetable images. Gené-Mola et al. [29] used a monocular camera to segment apple fruits based on mask RCNN instances, used structure-from-motion (SfM) to generate point clouds, and mapped from 2D to 3D to achieve apple localization. Yu et al. [30] described a strawberry pose estimator called R-YOLO, which used a monocular camera and fiber optic sensors to complete the detection and positioning of strawberries. Yu et al. [31] designed a camera and ultrasonic detection system to locate tree trunks in orchards. Wu et al. [32] proposed a method to segment peach point clouds by combining color HSV and 3D geometric features (viewpoint feature histogram features). Apolo-Apolo et al. [33] used a wooden ruler and the pixel comparison of the fruit to estimate the size of citrus fruits as a method of orchard production estimation. Wittstruck et al. [34] estimated the volume and weight of pumpkins by analyzing the relationship between the volume and weight of pumpkin UAV image pixels. However, the disadvantage of these sensors is that they only provide 2D information and their measurements are easily affected by lighting conditions.



To the best of our knowledge, there is currently no research on estimating banana bunch weight based on machine vision technology. The existing work on banana visual inspection includes banana stalk detection [35,36], banana inflorescence axis detection [37], banana inflorescence axis cutting point localization [16], and banana pseudo-stem detection [38]. The aim of banana weight estimation research is to establish the relationship between plant parameters and weight [39]. For example, Woomer et al. [40] estimated the weight of a banana bunch from the volume of the banana bunch and the volume of banana fingers. The conclusion was that although the estimation accuracy of the fruit finger volume was relatively high, the volume of the banana bunch is more suitable for estimating the yield of large banana orchards. Rodríguez et al. [41] analyzed the relationship between the number of banana leaves and the weight of banana bunches. Joyce et al. [42] built a linear regression model between banana bunch weight and stalk length, rachis weight, bunch length, bunch weight, number of fingers per bunch, and number of living leaves. Stevens et al. [43] studied parameters such as days to flowering, pseudo-stem volume at flowering, and the number of flowers, hands, and fingers in three growth periods of banana, and analyzed the relationship between each parameter and bunch weight. These studies are based on manual statistical analysis of data to guide farmers in their work.



In view of the above, depth-sensing technology based on structured light has good performance in fruit and vegetable localization research. It is based on the binocular vision measurement theory and introduces structured light to obtain richer object surface feature information. It also solves the problem of difficulty in matching areas with weak textures in binocular stereo vision. Therefore, based on the previous work using the YOLO-Banana neural network [44], this article proposes a method to estimate the weight of orchard banana bunches and conduct stalk central point localization using structured light technology. The main contributions of this study are as follows:




	(1)

	
We present a method for detecting and localizing banana bunches and stalks in orchards based on a neural network and structured light technology to provide location information for banana-harvesting robots.




	(2)

	
We propose a banana bunch weight estimation model. The size and weight of banana bunches are estimated from RGB-D image data. Intelligent monitoring of banana growth information can help farmers implement harvest decisions.









The remainder of this article is structured as follows. Section 2 introduces the orchard banana detection and localization algorithm, and the banana bunch weight estimation model. Section 3 presents the experimental results and comparative discussion. In Section 4, a summary and plans for future work are provided.




2. Materials and Methods


2.1. Sensor System


The machine vision system proposed in this article was installed on a remote-controlled mobile vehicle in a banana orchard to provide non-contact measurements of banana bunches and stalks, as shown in Figure 1. The Intel Realsense D435i depth camera was chosen to obtain images because of its stable performance and low price. The Realsense D435i camera uses two stereo infrared cameras and a color camera. The two infrared cameras capture two infrared images at the same time, obtain the depth image according to the triangulation principle, and use the left infrared camera coordinate system as the depth camera coordinate system. The camera is powered via USB and has a ranging range of 0.28~3 m. The RGB image resolution was set to 1280 × 720 pixels and the depth image resolution was set to 848 × 480. Visual Studio 2019 was used to implement the algorithm in this article, on a laptop with an Intel(R) Core (TM) i7-9750H processor @2.6 GHz 2.59 GHz, 16.0 GB RAM, and an NVIDIA GeForce RTX 2070 with Max-Q Design.



The process of the banana orchard bunch weight estimation and stalk localization algorithm is shown in Figure 2. The Realsense D435i camera acquires RGB images and depth images. The camera first aligns the depth image with the RGB image to generate an RGB-D image with both color information and depth information. Then, based on the YOLO-Banana deep neural network algorithm, the banana bunch and stalk on the color image are detected to obtain banana bunch and stalk detection bounding box information; furthermore, the three-dimensional coordinates of the central point of the stalk detection bounding box in the RGB-D image are obtained, which is also the central point of the stalk. At the same time, the length and width of the banana bunch are calculated from the vertical plane where the central point of the bunch detection bounding box is located. Finally, a banana bunch weight estimation model is built using the effective pixel ratio within the bunch detection bounding box.




2.2. Image Alignment


Since the depth image and the RGB image have different resolutions, and the depth values corresponding to the pixels in the color image are expected to be obtained, an RGB-D image is required with both color information and depth information. Therefore, it is necessary to align the pixels of the depth image and the color image. Alignment is a process of mapping from two dimensions to three dimensions and then to two dimensions, as shown in Figure 3. The alignment process is divided into the following four steps:



(1) Restore the pixel coordinates    q  u , v  d    of the depth map to the coordinate value    P  d c     in the depth camera coordinate system,


   z  d c    [       q  u , v  d       1     ]  =  I d   P  d c    



(1)




where    I d    is the internal parameter of the depth camera and    z  d c     is the depth value of the point in the depth coordinate system.



(2) Convert the coordinate value    P  d c     in the depth camera coordinate system to the coordinate value    P W    in the world coordinate system,


   P  d c   =  R  w 2 d    P W  +  T  w 2 d    



(2)




where    R  w 2 d     and    T  w 2 d     are the rotation matrix and translation matrix of the world coordinate system relative to the depth camera coordinate system, respectively.



(3) Convert the coordinate value    P W    in the world coordinate system to the coordinate value    P  c c     in the color camera coordinate system,


   P  c c   =  R  w 2 c    P W  +  T  w 2 c    



(3)




where    R  w 2 c     and    T  w 2 c     are the rotation matrix and translation matrix of the world coordinate system relative to the color camera coordinate system, respectively.



(4) Map the coordinate value    P  c c     in the color camera coordinate system to the pixel coordinates    q  u , v  c    of the color image,


   z  c c    [       q  u , v  c       1     ]  =  I c   P  c c    



(4)




where    I c    is the internal parameter of the color camera and    z  c c     is the depth value of the point in the color coordinate system.



   I d   ,    I c   ,    R  w 2 d    ,    T  w 2 d    ,    R  w 2 c    , and    T  w 2 c     can be obtained through camera calibration [45].    P W   ,    z  d c    ,    z  c c    ,    P  d c    , and    P  c c     can be eliminated during the calculation process. After the above four steps, each pixel    q  u , v  d    in the depth map corresponds to a pixel    q  u , v  c    in the color map. Through the alignment of the depth map and the color map, an information channel containing depth values is added to the color image, which results in the RGB-D image.




2.3. Detection Method


In the obtained RGB-D image, the color information needs to be detected first. This study uses the lightweight detection model YOLO-Banana, which was presented in previous work to detect and obtain the coordinate information of banana bunches and stalks in color images. The YOLO-Banana model simplifies the network structure of YOLOv4, retains the backbone structure of YOLOv4, discards the SPP module, and simplifies the number of redundant convolutions in the FPN and PAN structures. The YOLO-Banana model structure and the banana orchard detection results under different occlusion and illumination conditions were introduced in detail in the previous work [44], and are not detailed here.




2.4. The Localization of the Banana Stalk Central Point and the Bunch Size Acquisition


For any point    q  u , v  c    detected in the RGB image, the corresponding    q  u , v  d    can be obtained in the aligned depth map. The three-dimensional coordinate    P  d c     is calculated in the depth camera coordinate system based on Formula (1) and the depth value of the point. At the same time, the origin of the world coordinate system is set to the origin of the depth camera coordinate system, and then the world coordinate values of the object point are obtained.



First, the coordinates of the central point of the banana stalk are calculated. According to the detection results of the banana stalk detection bounding box, the two-dimensional coordinate information of the stalk’s central point in the RGB image is calculated. The above steps are followed to obtain the corresponding three-dimensional coordinate value to realize the localization of the stalk central point. As shown in Figure 4, the blue rectangle is the stalk detection bounding box and the red point Ps is the central point of the banana stalk. In the figure, the banana tree vector image comes from [46]. The Realsense D435i depth camera is positioned to face the banana plant. The z-axis of the depth camera coordinate system points to the direction of the banana plant, the x-axis is parallel to the forward direction of the vehicle, and the y-axis points downward to the ground.



Similarly, the three-dimensional coordinates of the central point of the banana bunch are calculated, which is the blue point Pb in the red detection bounding box ABCD in Figure 4. The vertical plane where the point is located is set as the object plane. On this plane, the depth value of all points from the depth camera is equal to the depth value of Pb. Then, the three-dimensional coordinates of the four vertices A, B, C, and D of the red detection bounding box according to Formula (1) are calculated. Finally, the height h and the width w of the banana bunch are calculated from the distance between point A and point B, and the distance between point B and point C, respectively.




2.5. Banana Bunch Weight Estimation


2.5.1. Effective Pixel Ratio


Based on the banana bunch height and width obtained through visual detection, the relationship between size and weight is established by constructing the bunch envelope. In the visual system, the front information of the banana bunch is obtained. Assuming that the information on the back of the bunch is symmetrical to the front information, a cuboid and cylinder surrounding the banana bunch could be considered, as shown in Figure 5a,b. In Figure 5a, w is the side length of the base rectangle and h is the height of the cuboid. In Figure 5b, w is the diameter of the cylinder, h is the height of the cylinder, and the radius of the cylinder is   r = 0.5   w  . Since banana bunches are not completely perpendicular to the horizontal plane, as the slope of the banana bunches becomes larger, there will be more non-banana areas in the envelope; thus, the weight estimation error will increase. In order to reduce the weight estimation error and further approximate the banana area, a definition of the effective pixel ratio P is proposed, that is, the ratio of the sum of banana bunch pixels to the bunch detection bounding box area in the RGB image. The calculation formula is (5),


  P =    ∑  p i x e  l  B a n a n a        c h  ×  c w    × 100 %  



(5)




where    ∑  p i x e  l  B a n a n a       is the sum of the pixels of the banana bunch in the two-dimensional image, and    c h    and    c w    are the height and width of the banana bunch in the color image, respectively.



In order to determine    ∑  p i x e  l  B a n a n a      , the depth value is used to distinguish the banana bunch pixels from the background pixels in the bunch detection bounding box. Due to the gaps between banana fingers, when the fingers are dense, the central point of the bounding box may fall on the banana fingers (midpoint pf in Figure 5b); when the fingers are sparse, the central point may fall on the stalk inside the bunch (pm in Figure 5b).



In this work, the special situation where the central point falls on the background due to extremely sparse fingers is not considered. Therefore, the bunch central point is located between pf and pm. The situation at both endpoints is analyzed. When the central point is pm, the banana bunch depth value is within [pm + r, pm − r] (indicated by the blue two-way arrow); when the bunch central point is pf, a depth value within [pf + r, pf − r] is adopted to search for the banana bunch in the field of view (indicated by the red two-way arrow). This is because the information on the back of the banana bunch is almost impossible to capture. In other words, for any point between pf and pm, a search is conducted within the range of the distance r before and after the point to obtain the three-dimensional point cloud, which is regarded as the banana bunch depth information, as shown in Figure 6a. The red detection bounding box in Figure 6b shows the RGB information of a banana bunch. For ease of observation of this figure, the banana bunch is marked as three regions: I, II, and III. Finally, the sum of the searched pixels is    ∑  p i x e  l  B a n a n a      .




2.5.2. Analysis of Banana Bunch Weight Parameters


Table 1 lists all parameters considered in the banana bunch weight analysis. Based on the effective pixel ratio and the size of the banana bunch, the surface area Sp of the banana bunch area within the field of view is,


  S p = w × h × P  



(6)







Compared with Sc, which is the curved surface area of the half cylinder, Sp more accurately describes the real area of the banana bunch in the field of view. For estimating the volume of the banana bunch, the relationship between Sc and the cylinder volume Vc is,


  V c = 0.5 × w × S c = 0.25 π ×  w 2  × h  



(7)







Then, the relationship between banana bunch volume Vp and Sp is estimated,


  V p = 0.5 × w × S p  



(8)







Next, we analyze the role of different indicators in weight estimation through data fitting, and compare the results to obtain the optimal model for banana bunch weight estimation. The linear regression coefficient of determination R2 and the root mean square error (RMSE) were selected as evaluation indicators to evaluate the weight estimation model. The calculation formulas are (9) and (10), respectively:


   R 2  = 1 −     ∑  i = 1  n     (  z i  −   z ^  i  )  2        ∑  i = 1  n     (  z i  −   z ¯  i  )  2       



(9)






  R M S E =    1 n    ∑  i = 1  n     (  z i  −   z ^  i  )  2       



(10)




where    z i    is the manually measured weight of the banana bunch,     z ^  i    is the weight of the banana bunch estimated by the visual system, and     z ¯  i    is the mean value of    z i   .



It can be found in Table 1 that the front rectangular area S of the cuboid and the curved surface area Sc of the half cylinder have a linear relationship. Similarly, the cuboid volume V and the cylinder volume Vc have a linear relationship. For two sets of parameters with a linear relationship, after fitting with the true values, the deviations between the fitted values and the true values are the same. Therefore, the cuboid model and the cylindrical model constructed using the effective pixel ratio for fitting analysis are selected, that is, the relationship between the parameters w, h, S, V, Sp, and Vp and the banana bunch weight measurements is analyzed to calculate the optimal banana bunch weight estimation model.






3. Experimental Results and Discussion


Localization and weight estimation experiments were carried out in the banana orchard of the Guangdong Academy of Agricultural Sciences and the banana orchard of South China Agricultural University under cloudy and sunny conditions, respectively. There were equal numbers of banana trees under sunny front light conditions and sunny backlight condition in the sunny environment. A total of 56 banana trees were selected as experimental objects; the bunch weights of 45 banana trees were selected to establish the weight estimation model and the remaining 11 banana trees were used for weight estimation verification. Verification of stalk localization was performed on all banana trees.



3.1. Results of the Banana Stalk Central Point Localization


Localization accuracy is affected by detection accuracy, calibration accuracy, and verification accuracy. Measuring localization accuracy is not easy and may require very expensive equipment for verification. In this work, since the average diameter of a banana stalk is about 70 mm, the requirements for localization accuracy do not need to be too stringent to meet the purpose of banana labeling or harvesting. Therefore, a laser rangefinder (distance error ±3 mm, horizontal angle error ±0.3°) and a digital angle finder (angle error ±0.2°) were used to analyze the localization results of the central point of the banana stalk. The origin of the world coordinate system was set to the origin of the depth camera coordinate system, and the length of the origin from the camera front glass was 4.2 mm. Therefore, a verification coordinate system    o ′  −  x ′   y ′   z ′    was established during verification. There is a translation relationship in the z-axis direction between the two coordinate systems, as shown in Figure 7. The coordinates of the central point of the banana stalk in the depth camera coordinate system and the verification coordinate system are p and p′, respectively, and the relationship between them is as follows,


  p =  p ′  + T  



(11)




where T = [0, 0, 4.2]T. The coordinates of p′ are,


   {     x ′  = l cos α cos β      y ′  = − l sin α      z ′  = l cos α sin β      



(12)




where l is the distance from the central point coordinates to the origin in the verification coordinate system, α is the angle between o′p′ and the horizontal plane, and β is the angle between the forward direction and the projection of o′p′ on the horizontal plane. l and α were obtained by using the laser rangefinder, and β was obtained by using the digital angle finder. For each banana stalk central point coordinate, there is a set of (l, α, β) for verification. The verified stalk central point coordinate p can be calculated through Formulas (11) and (12). By comparing the verification coordinates and detection coordinates of the 56 banana stalk central points, the Euclidean distance between the two points was calculated as the localization error, as shown in Figure 8. In the localization verification of the central point of the banana stalk, the average localization error was 22.875 mm, which proves that the banana stalk localization method proposed in this work can provide a position reference for the intelligent management and harvesting of banana orchards during the growth period and the harvest period.




3.2. Results of the Bunch Size Estimation


The detected banana bunch size was compared with the manually measured size. For the manual measurement of the size of banana bunches, two rulers and a tape measure were used. Two rulers were placed close to the far left and right sides of the banana bunch, and the tape measure was used to calculate the maximum width. Measurements were taken three times and the average was taken as the manual measurement value of the width of the banana bunch. Similarly, two rulers were placed close to the upper end of the top banana fingers and the bottom of the banana bunch. The tape measure was used to calculate the maximum height. Three measurements were taken and the average was taken as the manual measurement value of the banana bunch height. The comparison results are shown in Figure 9. The R2 of banana bunch height estimation is 0.946 and the RMSE is 28.91 mm; the R2 of banana bunch width estimation is 0.9069 and RMSE is 12.74 mm. Comparing the R2 values of height and width, the banana bunch height estimation accuracy is higher than the width estimation accuracy.



From the fitting results, the height prediction has a positive bias and the width prediction has a negative bias. After analyzing these results, the prediction results are considered to be related to the following aspects: (a) The characteristics of the banana bunch structure are irregular. When the width is measured manually, the banana fingers from the leftmost border to the rightmost border are not at the same height, making the manually measured width greater than the width of the detection frame. (b) The height of the banana bunches in the orchard is inconsistent, and elevation detection is easy. The bottom hand of the banana bunch enlarges the height of the detection frame because of the inclination angle. However, manual measurement is based on the length from the bottom to the top, so the predicted value has a positive bias compared with the manual measurement value. (c) Finally, other reasons for the prediction results are the detection box labeling error, the error between the machine-obtained image angle and the manual measurement angle, the circumference asymmetry of the banana bunches, the sparsity of the banana fingers, etc.




3.3. Results of the Bunch Weight Estimation


For the manual measurement of the banana bunch weight, a ruler was put close to the upper end of the top banana fingers, and the vertical intersection line with the banana stalk was taken as the cutting line. After the banana bunch was cut from the tree, it was weighed on an electronic scale. The weighed value was used as a manual measurement of the banana bunch weight. The impact of univariate and bivariate parameters on the estimated model was considered. First, a regression analysis was performed on the univariate parameters w, h, S, V, Sp, and Vp, and the weight measurements of banana bunches, as shown in Table 2.



By sorting the R2 values of the valuation models based on different variables, h > Sp > S > Vp > V > w was obtained. Analyzing the results, the R2 of the h model is 0.7865, which is the highest among all parameters and is higher than those of the area and volume parameters. The R2 values of the Sp model and S model are 0.6965 and 0.6824, respectively, and the R2 values of the Vp model and V model are 0.5344 and 0.5124, respectively. Thus, the introduction of an effective pixel ratio improves the accuracy of weight estimation. The R2 of the w model is 0.1408, which is the lowest among all parameters, indicating that there is no linear correlation between bunch weight and width.



From the vision-based univariate weight estimation model, it can be seen that the height of the banana bunch has the greatest impact on weight. Based on the height parameter, the weight estimation results for the variable pairs h + S, h + V, h + Sp, and h + Vp were further analyzed as shown in Table 3. By similarly sorting the R2 values of the four models, the order h + Vp > h + V > h + Sp > h + S was obtained. The R2 value of the h + Vp model is 0.8143, which is the highest among all models. The R2 values of the bivariate estimation model are higher than the R2 value from using the h variable alone. The weight distribution between the two variables adds more information about the banana bunch based on the h single-variable estimation, thereby improving the weight estimation accuracy.



Based on the above analysis, the bivariate weight estimation model h + Vp was used as the final weight estimation model of the banana bunch, and the calculation formula for the weight of the banana bunch    W  b a n a n a     is:


   W  b a n a n a   = − 2.301 + 0.0233 h + 5.331 ×   10   − 8   V p  











The weight estimation model was used to estimate the weight of 11 banana bunches, and the estimation results of the h variable weight estimation model were compared, as shown in Figure 10. The h + Vp weight estimation model result is R2 = 0.8947, RMSE = 1.4102 kg; the h weight estimation model result is R2 = 0.804, RMSE = 1.8242 Kg. It can be seen from the verification results that the h + Vp bivariate estimation model is closer to the measured value. Therefore, the h + Vp bivariate estimation model can help orchard managers to evaluate orchard yields. Compared with labor costs and empirical errors, the estimation method proposed in this work based on machine vision is more promising.



In the results for the univariate banana bunch weight estimation models, it was found that the banana bunch volume parameter does not have an advantage over the height or area parameters when used alone. The main reason for this is that there is an error in estimating the volume through the visual size of the bunch. The banana fingers are unevenly distributed, and the information on the back of the bunch is not completely symmetrical with the information on the front. However, the introduction of an effective pixel ratio is necessary, because the tilt of different banana bunches and the sparseness of the banana fingers produce significantly different weight values in a bounding box of the same size. The effective pixel ratio filters the background and the gap between the fingers in the bounding box to a certain extent, reflecting the bunch information more realistically. Therefore, in the bivariate banana bunch weight estimation model, when the volume parameter and the height parameter are combined to estimate the bunch weight, the model not only considers the size of the bunch, but also adds factors for the sparseness of the bunch, thereby improving the estimation accuracy.





4. Conclusions


The size and weight of the banana bunch are important indicators during the growth process, and the localization of the banana stalk is the key to intelligent harvesting in banana orchards. According to our survey, the current weight estimation error in the banana orchard varies depending on the farmer’s experience, and it is difficult to obtain a unified standard. This study proposed a visual detection method based on RGB-D images to estimate the weight of banana bunches and locate the central point of the banana stalk in banana orchards. The following conclusions can be drawn:




	(1)

	
A method based on depth cameras and deep learning algorithms was described to detect and locate banana bunches and stalks in the natural environment. The average localization error was 22.875 mm, showing the method’s ability to provide information for intelligent banana harvesting.




	(2)

	
A machine vision method was presented to obtain the size information of banana bunches. The R2 values for predictions from the of height and width against measured values were 0.946 and 0.9069, respectively. This method can be used for bunch weight estimation, and it is useful for intelligent management in the banana growth period.




	(3)

	
A weight estimation model of banana bunches was established, and an effective pixel ratio was proposed to characterize the fruit morphology and obtain more accurate three-dimensional information about banana bunches. Through experimental comparison, it was found that the weight estimation model based on the parameters h + Vp is suitable for estimating the weight of banana bunches in orchards. The R2 of the banana bunch weight estimation model was 0.8947 and the RMSE was 1.4102 kg.









Future work will focus on improvements in the weight estimation accuracy, the analysis of weight estimation errors under different occlusion and illumination conditions, and the counting of banana bunches to provide technical support for standardized planting, harvesting, and transportation methods in the banana industry.
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Figure 1. Banana bunch weight estimation and stalk localization system in the orchard. 
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Figure 2. The flowchart of the algorithm. 
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Figure 3. Alignment of the depth map and color map. 
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Figure 4. Banana bunch size and stalk central point localization (blue rectangle: the stalk detection bounding box; red point Ps: the central point of the banana stalk; red rectangle: the banana bunch detection bounding box; blue point Pb: the central point of the banana bunch). 
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Figure 5. Two banana bunch envelopes: (a) cuboid; (b) cylinder (red two-way arrow: the depth value of the search range when the central point of the bounding box falls on the banana fingers; blue two-way arrow: the depth value of the search range when the central point of the bounding box falls on the stalk). 






Figure 5. Two banana bunch envelopes: (a) cuboid; (b) cylinder (red two-way arrow: the depth value of the search range when the central point of the bounding box falls on the banana fingers; blue two-way arrow: the depth value of the search range when the central point of the bounding box falls on the stalk).



[image: Agronomy 14 01123 g005]







[image: Agronomy 14 01123 g006] 





Figure 6. The three-dimensional information of a banana bunch: (a) the point cloud and the depth information of the banana bunch; (b) RGB information of the banana bunch and its coordinate system in the detection result (three regions of the bunch are marked to facilitate mapping of figures (a,b)). 
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Figure 7. Verification coordinate system and depth camera coordinate system. 
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Figure 8. The positional error between the validation results and the detection results. 
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Figure 9. Detection and manual measurement of the banana bunch: (a) height; (b) width. 
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Figure 10. Validation of the weight estimation: (a) h model; (b) h + Vp model. 
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Table 1. Parameters used for banana bunch weight estimation model analysis.
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	Parameter
	Explanation





	w
	The width of the banana bunch



	h
	The height of the banana bunch



	P
	Effective pixel ratio



	S
	Area of front rectangle of cuboid (w × h)



	V
	Volume of cuboid (w2 × h)



	Sc
	Curved surface area of the half cylinder (0.5Π × w × h)



	Vc
	Cylinder volume



	Sp
	Area estimation of the banana bunch in the field of view



	Vp
	Banana bunch volume estimation










 





Table 2. Regression analysis of banana weight estimation based on a single variant.
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	No.
	Variable
	Regression Equation
	R2
	RMSE





	1
	w
	Wbanana = 0.0345 w + 4.201
	0.141
	3.501



	2
	h
	Wbanana = 0.0269 h − 2.393
	0.787
	1.745



	3
	S
	Wbanana = 7.181 × 10−5S + 1.722
	0.682
	2.128



	4
	Sp
	Wbanana = 4.921 × 10−5Sp + 9.439
	0.697
	2.081



	5
	V
	Wbanana = 8.137 × 10−8V + 8.615
	0.512
	2.637



	6
	Vp
	Wbanana = 2.471 × 10−7Vp + 7.245
	0.534
	2.577










 





Table 3. Regression analysis of banana weight estimation based on double variants.
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	No.
	Variable
	Regression Equation
	R2
	RMSE





	1
	h + S
	Wbanana = −2.584 + 0.0224 h + 1.459 × 10−5S
	0.811
	1.661



	2
	h + V
	Wbanana = −2.11 + 0.0235 h + 1.699 × 10−8V
	0.813
	1.653



	3
	h + Sp
	Wbanana = −2.163 + 0.0219 h + 1.081 × 10−5Sp
	0.812
	1.658



	4
	h + Vp
	