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Abstract

:

Heritability accounts for over 80% of adult human height, indicating that genetic variability is the main determinant of stature. The rapid technological development of Next-Generation Sequencing (NGS), particularly Whole Exome Sequencing (WES), has resulted in the characterization of several genetic conditions affecting growth and development. The greatest challenge of NGS remains the high number of candidate variants identified. In silico bioinformatic tools represent the first approach for classifying these variants. However, solving the complicated problem of variant interpretation requires the use of experimental approaches such as in vitro and, when needed, in vivo functional assays. In this review, we will discuss a rational approach to apply to the gene variants identified in children with growth and developmental defects including: (i) bioinformatic tools; (ii) in silico modeling tools; (iii) in vitro functional assays; and (iv) the development of in vivo models. While bioinformatic tools are useful for a preliminary selection of potentially pathogenic variants, in vitro—and sometimes also in vivo—functional assays are further required to unequivocally determine the pathogenicity of a novel genetic variant. This long, time-consuming, and expensive process is the only scientifically proven method to determine causality between a genetic variant and a human genetic disease.
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1. Introduction


Heritability accounts for more than 80% of adult human height [1], indicating that genetic variability is the main determinant of stature. Over 700 common variants (single nucleotide polymorphisms, SNPs) across more than 400 loci have been independently associated with height [2].



The GH/IGF axis plays an important role in pre and postnatal growth. In 1981, Phillips III and their colleagues described the first molecular characterization in this axis: the complete GH1 gene deletion, resulting in familial isolated complete GH deficiency [3]. Since then, molecular defects in more than 48 different genes have been described all along the GH/IGF axis [4,5]. These defects result in alteration of GH synthesis and secretion, impairment on GH action, in IGF1 synthesis, transport and action, and in IGF2 synthesis. Most of these molecular defects were discovered by the candidate gene approach using clinical data and biochemical profiles to select the more likely candidate gene(s) to be studied. In recent years, the candidate gene approach to the molecular diagnosis of genetic diseases has been replaced with copy number variation (CNV) analysis based on chromosomal microarrays, sequencing of a genetic panel (including several candidate genes), whole-exome sequencing (WES), and whole-genome sequencing (WGS) technologies (Figure 1). The diagnostic effectiveness to detect a genetic defect as etiology of short stature using these technologies is about 25–40% [6]. Since 2012, with the extended use of these techniques, novel genetic clinical conditions have been elucidated in short patients where clinical and biochemical data did not suggest an obvious candidate gene. In addition, this novel approach has also detected molecular defects affecting growth in genes beyond the GH/IGF axis.



One of the greatest challenges of WES and WGS remains the high number of candidate variants identified. Most of these are novel or ultra-rare variants that need to be classified according to their pathogenicity. In silico bioinformatic tools are essential for a first approach to classifying these candidate variants based on evolutionary conservation, type of amino acid change, position within a functional domain, allele frequency in the general population, and other parameters [7]. The American College of Medical Genetics and Genomics (ACMG) recommendations for the interpretation of sequence variants are a useful tool for the classification of genetic variants as pathogenic, likely pathogenic, uncertain significance, likely benign, and benign [8]. However, these bioinformatic tools are not a comprehensive solution to solving the complicated problem of variant interpretation and require to be complemented with the use of experimental approaches such as in vitro and when needed, in vivo functional assays in order to determine the true nature of the variant. Even though most nonsense or frameshift variants in genes are thought to be loss-of-function (LOF) alleles due to nonsense-mediated decay (NMD) of the encoded transcript, truncating mutations found in the last exons escape this process and may function as benign or gain-of-function (GOF) alleles [9]. Predicting the effects of a missense allele is a very challenging task, since it can result in a number of different genetic scenarios as first described by Herman Muller in the 1930s (i.e., amorph, hypomorph, hypermorph, antimorph, neomorph, or isomorph) [10]. The ability to determine the functionality and pathogenicity of variants will not only benefit the patient under study, by providing accurate molecular diagnosis, and consequently provide adequate treatment and clinical follow-up for the early detection of potential comorbidities, but will also have broader impacts on both translational and basic scientific research.



The short stature phenotype may be either proportionate or disproportionate, severe, or mild, and with a prenatal or postnatal origin [11]. Clinical evaluation and biochemical and radiological assessment are very important to determine the preliminary diagnosis. When a genetic etiology is suspected (i.e., rasopathies, isolated GH deficiency, skeletal dysplasia), genetic panels can be used [12,13]. In those cases, in which no obvious candidate genes are suspected, WES is usually the indicated technique. For individual patients, it has been extremely useful to perform WES to both the proband and their parents (trio). Extended family pedigrees also help to identify the pattern of inheritance (recessive, dominant, or X-linked) additional aiding in the selection of candidate genetic variants in the WES. Similar approaches can be used in the study of several families presenting a similar phenotype. Finally, in cohort studies sharing a similar phenotype, WES is useful to select potential pathogenic variants found in a representative fraction of the selected cohort.



Inherited large germline rearrangements such as CNVs have been demonstrated to cause a significant number of human hereditary disorders by different molecular mechanisms, including dosage effects, gene disruption and position effects [14]. Recent studies have identified pathogenic or probably pathogenic CNVs in a significant proportion of children with short stature of unknown origin, particularly in syndromic patients with or without neurodevelopmental disorders [15,16,17,18,19,20]. Thus, the analysis of CNVs remains a very important step in a rational approach to the genomic diagnosis of growth disorders in children. Array-based genomic copy number analyses, including comparative genomic hybridization array (aCGH) and SNP-arrays, and Multiplex Ligation Probe Amplification (MLPA) are the gold standard methods for large CNV detection. Even if NGS techniques are very efficient for the detection of small deletions or insertions and single nucleotide variants (SNVs), large CNV detection from NGS data is quite challenging mainly due to short read length, GC content and variable efficiency of the capture process [21]. However, as the use of NGS becomes more readily available for the evaluation of short stature patients, applying bioinformatic algorithms to NGS data will become a rapid and cost-effective method to screen for the presence of CNVs and select the best candidates for confirmation using further studies such as MLPA or aCGH/SNP array. The main purpose of genetic testing in children with short stature is to identify rare variants responsible for monogenic defects. A molecular diagnosis is relevant for the patient and their family because it not only results in the end of the diagnostic workflow but could also result in the selection of the most convenient therapeutic approach. In addition, a genetic diagnosis suggests a rational follow-up for the early detection of medical comorbidities associated with the characterized genetic condition. Although there is not a general consensus on the selection criteria concerning which patients would benefit from genetic testing [4,22,23,24,25], it has been proposed that there are several factors that could increase the possibility to detect a monogenic cause of short stature: severe GH deficiency, multiple pituitary hormone deficiency (MPHD), unequivocal GH insensitivity, small for gestational age (SGA) without catch-up growth, additional congenital anomalies or dysmorphic features, evidence of skeletal dysplasia, associated intellectual disability, microcephaly, and severe growth retardation (height below −3.0 SD) [12]. In addition to classical Mendelian genetic defects, it is also important to bear in mind that growth and development can also be affected by an accumulative effect of multiple common variants. In fact, genetic studies of adult height have shown that a genetic score composed of common variants (“polygenic risk score”) was associated with adult height at the extremes of the population distribution [26].



In this review, we will discuss a rational approach to apply to the gene variants identified in children with growth and developmental defects including: (i) bioinformatic tools to characterize potential pathogenicity; (ii) in silico modeling tools to predict conformational distortions; (iii) in vitro functional assays to determine their pathogenicity; and (iv) the development of in vivo models to determine the impact of a given variant on the whole organism.




2. Bioinformatic Tools


NGS has facilitated the collection and analysis of a large amount of genomic, transcriptomic, proteomic, and metabolomic data from different organisms that have allowed predictions on the regulation of expression, transcription, translation, structure, and mechanisms of action of proteins. Although the information available in the databases is growing every day, all bioinformatic tools continue to be constantly modified to improve performance that leads to more accurate predictions regarding protein functionality. Some examples of frequently used predictive algorithms used for variant pathogenicity inference and for CNV detection using NGS data are listed in Table S1: In silico predictive algorithms frequently used for variant pathogenicity inference and for CNV de-tection using NGS data.



The process of defining the potential role of a certain variant as disease-causing over many others obtained in an NGS study is frequently known as variant prioritization. The certainty with which any given sequence variant may be considered as clinically relevant falls within a spectrum, ranging from almost certain to be disease-causing to almost certainly not related to the phenotype [8]. In this process, many aspects should be considered. First, as a quality control step, only variants fulfilling the adequate criteria should be included for further analysis (usually 20× minimum depth, appropriate genotype-assessment quality, without strand bias). Once variants with adequate quality have been selected, the analysis of several of their characteristics will allow us to select the most promising candidates to explain the observed phenotype. Major features considered are variant frequency in the general population and the availability of reports in the literature or in disease-specific databases linking that variant to a certain phenotype. When diagnosing rare diseases, a high allele frequency in the general population (usually an arbitrary threshold >5%) for a particular variant classifies it as benign. After NGS, Sanger sequencing is still used as the gold standard technique for variant confirmation and segregation analysis in trios (patient, mother, and father), which is necessary to define whether two variants are found in cis or trans (variants present in the same or in opposite DNA strands, respectively) when an autosomal recessive disease is suspected. Additionally, the segregation of a variant in large families or groups of patients sharing a certain phenotype and its absence in non-affected individuals is a very important piece of evidence supporting its pathogenic role.



WES and WGS may lead to the identification of both genes of unknown significance (GUS) and variants of unknown significance (VUS) [27]. The first term refers to variants identified in genes not previously associated with the disease, while the second term refers to a variant whose impact on protein function is not yet known. Assigning a pathogenic role to those variants is not possible, even if the type of variant is clearly LOF, as we cannot be certain if LOF is a mechanism of disease for that specific gene. In those cases, a useful strategy is to share observations regarding specific rare variants with the clinical genetics community to identify additional patients across the world with similar phenotypes. For that purpose, tools such as Matchmaker Exchange from the Global Alliance for Genomics and Health (GA4GH) [28] or MyGene2 (https://www.mygene2.org, accessed on 9 July 2021) have been developed.



Genetic variants in coding regions may affect gene and/or protein function by several different mechanisms. A priori, frameshift and nonsense variants are usually considered as deleterious and probably LOF because of degradation of mRNA by NMD or protein truncation but it is well known that some variant alleles may escape NMD and function as benign or GOF alleles [9,29]. Missense SNVs are the most common type of variant and constitute the vast majority of VUS found by NGS. The effects of synonymous SNVs, which do not change the amino acid residue, on the molecular functionality of the corresponding genes and proteins are often assumed to be minimal. However, it has been well established that silent variants may disrupt transcription, alter mRNA stability, and directly affect splicing by activating cryptic splice sites or disrupting canonical ones, or by affecting exonic splicing enhancers (ESE) or exonic splicing silencers (ESS), thus modulating gene expression. Interestingly, missense variants might also affect splicing. When performing WGS, the effects of gene variants found in intronic, or regulatory regions are even more difficult to predict. The study at the mRNA level results in a very interesting approach to demonstrate the consequences of this type of gene variant [30]. However, this is only possible when the gene of interest is expressed in an easily accessible tissue, and it also depends on the temporal expression pattern of the particular gene being analyzed.



The identification by NGS of such a huge number of unreported variants together with difficulties associated with defining their potential LOF or GOF effect has enormously increased the number of variants that need to be evaluated by functional assays. This has prompted the development of an ever-growing number of bioinformatic tools to predict their potential deleterious effect on gene and protein function. Many bioinformatic prediction methods are widely used not only to provide additional evidence for variant prioritization but also to help to select which variants might be the best candidates for in vitro and/or in vivo studies, which are quite resource- and time-consuming. Briefly, bioinformatic tools aim to evaluate three main aspects of variants: evolutionary conservation, the effect of amino acid changes on protein structure and function (only for missense variants) and their effect on splicing. Additionally, there are predictors able to evaluate the possibility of NMD escape for frameshift and truncating variants. However, to properly apply these tools, it is important to understand how these predictions work, on which data they are based, what the results mean, and how reliable they are [31]. As expected, given the different nature of the algorithms underlying each predictor used to infer variant pathogenicity, concordance is far from being perfect among them, especially for benign variants, thus hindering the use of in silico evidence. Frequently used population, disease, sequence, and expression databases and Web based useful resources are listed in Table S2. ACMG recommendations suggest using several in silico programs, based on different algorithms, to evaluate each variant. If most of them agree on the prediction, this evidence can be counted as supporting but if they disagree, this evidence should not be considered to classify the variant [8]. A better alternative seems to be the use of more recently developed metapredictors, such as REVEL, VEST3, MetaLR, MetaSVM, M-CAP, CADD, etc., which achieve higher predictive power by combining multiple individual predictors. However, the implementation of these newer tools by clinical genetic laboratories is not yet as spread as previous ones.



In recent years, many bioinformatic tools for CNV detection and calling from NGS data have been developed [31,32,33,34]. Most of them show better performance when working with WGS or WES data and for large CNV detection. Thus, the detection of small CNVs affecting only one or a few exons from NGS gene panels data, which are more widely used in routine genetic testing, is still challenging. Methods for CNV detection using NGS data can be based on different principles. Some of the most used algorithms, like DECoN and Exome Depth, rely on the comparison of the read depth in a sample with a group of controls assuming that the number of reads mapped to a certain region is proportional to the number of copies, comparing the depth of coverage in a sample with a group of controls. Other methods depend on paired-end mapping of reads, split-reads or assembly [35].



Thus, molecular diagnosis need to be based on accurace and consistent classification of sequence variants [36].



Variant classification has evolved over time since the first report of the ACMG in 2000 [37]. By that time, the expert working group recommendations aimed to provide a framework for the interpretation and clinical reporting of sequence variants in one of five categories: (i) Sequence variation is previously reported and is a recognized cause of the disorder, (ii) Sequence variation is previously unreported and is of the type, which is expected to cause the disorder (nonsense, frameshift, splicing), (iii) Sequence variation is previously unreported and is of the type, which may or may not be causative of the disorder, (iv) Sequence variation is previously unreported and is probably not causative of disease (silent, not affecting splicing), (v) Sequence variation is previously reported and is a recognized neutral variant. In 2008, an updated version of ACMG recommendations was published, adding a sixth category: (vi) sequence variation is previously not known or expected to be causative of disease, but is found to be associated with a clinical presentation [38]. Even though efforts were made to guide variant interpretation and reporting, variant classification is not a simple or straightforward process and considerable discrepancy exists among different laboratories. By 2015, a working group formed by experts from the ACMG and the College of American Pathologists (CAP) published a new consensus report standardizing the process of variant classification based on expert opinion, in silico predictive data and empirical data such as population frequency, functional studies and segregation data. The specific standard terminology proposed included the following five categories to describe variants identified in genes that cause Mendelian disorders: “pathogenic”, “likely pathogenic,” “uncertain significance,” “likely benign,” and “benign” [8]. Since its publication in 2015, ACMG/CAP recommendations for variant classification have been widely adopted by the scientific and the clinical community, but still, many discrepancies remain. Variants in the uncertain significance category (VUS) are the most challenging ones because there is not enough evidence available to classify them as (likely) benign nor as (likely) pathogenic. This group of variants requires a close follow-up over time to check for evidence updates in literature reports or disease-specific databases, which allow one to define if they can be considered as disease-causing or not.



Similar criteria and difficulties apply to CNV variants classification. Recently, the ACMG and the Clinical Genome Resource (ClinGen) published a joint consensus recommendation for the interpretation and reporting of CNVs [39], where they have updated the previous 3-tiered system of clinical significance [40] to a system using the same five categories (pathogenic, likely pathogenic, uncertain significance, likely benign and benign) applied to small insertions, deletions and single nucleotide variants (SNVs).



In our experience, bioinformatic analysis applying different filtering strategies (Figure 2) allowed us to prioritize two STAT3 variants (NM_139276.2: c.1276T>C, p.C426R and NM_139276.2: c.1847_1849delAAG, p.E616del) in two patients with short stature and immune dysregulation studied by WES in a quartet (index case and unaffected mother, father and sister) or trio design in 2018 [41]. Multiple sequence alignment from different species showed that both residues C426 and E616 are highly conserved within the DNA binding and the SH2 domains, respectively, suggesting an important role of that position for proper protein function. Variant p.C426R was predicted as deleterious by three out of five bioinformatic predictors used, but p.E616del could only be analyzed with one of the five tools employed (Mutation Taster). According to the evidence available at that moment, and following the ACMG guidelines, both variants were classified as likely pathogenic. Molecular modelling further supported their pathogenic role and in vitro functional studies later confirmed GOF effect for both variants (refer to Section 4. In vitro functional studies, Intracellular Transcription Factors for further details).




3. In Silico Modeling


A majority of the nonsynonymous SNVs associated with human disorders are caused by an alteration in structural stability [42,43]. Disease-causing missense variants tend to disturb hydrogen bonding networks and disulfide and salt bridges, thus altering the native state of the protein. Proteins go through a series of folding to achieve their lowest free energy values. Thus, disease-causing variants might inhibit this process yielding higher free energy proteins. Misfolded, non-native proteins can be processed by chaperone-mediated autophagy and/or degraded in the cytosol through the ubiquitin–proteasome pathway [44]. In vitro experiments visualize these proteins as the absence of bands in SDS-PAGE gels and can be similar to the absence of bands of null protein genetic variants [45,46]. The stability of a protein may be directly related to its functional activity and incorrect folding and decreased stability can be the major consequences of pathogenic missense variants [47,48].



Protein–protein-interacting interfaces are usually referred to as binding hot spots of proteins. These regions are charged, structurally conserved and highly polar and are surrounded by hydrophobic residues, which are the residues that are mostly involved in the binding [49]. Variants may affect the electrostatic nature of protein surfaces and introduce changes in stability or folding, altering binding partner specificity and affinity, changing protein function [49].



The term in silico goes back to the 1970s and is related to the computer component silicon. In silico methods are based on computational approaches for the prediction of effects prior to the development of laboratory methods [50]. Presently, the most rapid and inexpensive way to predict whether a missense variant will potentially cause disease is by performing computational analysis. Ideally, any method used to assess the pathogenicity of genomic variants should possess the ability to look beyond genomic annotation to a functional context, at an atomic resolution. Besides sequence conservation, various other sequence and structural features are used, including changes in physicochemical properties between wildtype (WT) and substituted amino acid, structural features (mostly solvent accessibility), site mutability in DNA, and sequence context of the site. The most obvious advantages of computational approaches include the potential to test hypotheses in silico that would be difficult, costly, or intractable in the lab [51]. In fact, in silico prediction of the amino acid substitution impact at the protein level may, sometimes, be considered as an alternative to in vitro expression or as a pre-study indicator of the need for research at the functional level.



The impact of genetic variants on protein structures can be analyzed using three-dimensional (3D) structures, molecular modeling, and molecular dynamic simulations. Molecular modeling allows us to visualize the manner in which proteins are folded to create a functional structure and to accurately simulate how this is disrupted by mutational events. Nonetheless, for making a reliable molecular model, it is essential to know the protein biology, function and interaction with other cellular components. In addition, the generation of a model usually depends on the existence of the experimentally determined macromolecular structure or, at least, a partial homologous structure using either X-ray crystallography, NMR spectroscopy or electron microscopy. Since such techniques are very time-consuming and expensive, modeling through bioinformatic programs has managed to predict the atomic structure of several proteins from their amino acid sequence, by comparison with known protein structures, where the processes are faster and more economical [52,53]. If the protein studied presents a homolog of known structure, the analysis is easier and the generated model is of higher resolution, but if the homologs do not exist or are not identified, the modeling is constructed from scratch [54]. Experimental exploration of different positions in a protein structure with various residue types is a time-consuming and expensive process. Such an exploration is generally facilitated by 3D modeling of side-chain mutations [55,56,57,58]. Seemingly insignificant change of a sidechain may lead to a significant change or loss of protein function [59]. Homology modeling methods allow for prioritizing the most interesting and likely pathogenic cases for further experimental analysis when the number of variants identified is high. Finally, predicting the phenotypic effect of SNVs using in silico methods may provide a greater understanding of genetic differences in susceptibility to disease.



In our own experience, the association between the in silico approach and in vitro experimentation has been rather evidenced by several previous studies. A widely used software for molecular visualization and in silico modeling is PyMOL (PyMOL Molecular Graphics System, Version 1.8.4.0, Schrödinger, LLC, http://www.pymol.org/, accessed on 15 July 2021). The PyMOL program was used for in silico structural analysis of eleven IGFALS variants identified in short-statured children [60], two activating STAT3 variants in two patients with short stature and immune dysregulation [41], one homozygous variant in IGF1 in a patient with short stature and bilateral sensorineural deafness [61], and a heterozygous STAT5B variant in a patient with short stature [62]. Of these, 3D structural analysis of the substitution context has been especially helpful for those variants where bioinformatic prediction software yields inconsistent results, with classifications ranging from pathogenic to benign. For example, p.S490W-ALS was predicted as a pathogenic variant by two out of four pathogenicity prediction tools [60]. However, in silico structural analysis showed that a serine to tryptophan substitution would have an overall structural destabilizing effect due to the loss of the hydrogen bond with Ser512 and the introduction of the tryptophan large bulky aromatic side chain that clashes with surrounding residues (Figure 3A). In vitro functional experiments supported the impact of this mutation on protein folding, since this variant was absent in lysates and cell media, suggesting it is intracellularly degraded as a consequence of an aberrant non-native conformation [60].



For variants homogeneously classified as pathogenic using multiple bioinformatics tools, structural analysis helped us to gain biological insights into the effect of these pathogenic variants. For instance, the IGF1 variant p.Y108H was consistently classified as pathogenic using multiple bioinformatics tools [61]. The structural analysis of this substitution predicted conformational changes in the receptor-binding domain, impairing the type 1 IGF Receptor (IGF1R) activation, but not IGFBP-3 binding (Figure 3B). In line with this, in vitro studies using serum from the patient showed decreased ability of IGF1 p.Y108H to activate IGF1R compared to age-matched controls. However, when IGFBPs were removed from the patient’s serum by acid chromatography, the phosphorylated band of IGF1R was stronger than in the presence of IGFBPs, suggesting that in the patient´s serum IGF1 p.Y108H was mainly bound to its binding proteins, as predicted by the molecular model [61]. Therefore, while variant pathogenicity bioinformatic prediction tools may classify variants with reasonable accuracy, the evaluation of structural effects of mutational changes could help to understand how variants impact protein function in a clinically relevant context.




4. In Vitro Functional Studies


Determining the function of a given protein requires investigating several biological aspects. Although immortalized cell lines offer a fast and inexpensive method for studying potentially pathogenic variants identified in a given genetic disease, they can sometimes not be representative of what actually occurs in vivo. The use of human primary cell lines is a better choice in order to mimic the physiological conditions of a given tissue. These cell lines usually retain all the morphological and functional characteristics of the tissue of origin. In vitro techniques following transfection of cell cultures using WT and mutant cDNA include immunoprecipitation (IP) and western immunoblot (WIB) to detect correct expression of these and other downstream mediators, binding assays, luciferase (Luc) reporter assays using reporter vectors under hormone stimulation and immunofluorescence (IF) assays to study intracellular trafficking of mutant proteins (Figure 4).



Regardless of the nature of the gene to be studied, the first step when developing an in vitro functional assay is always to have the human cDNA of the gene under study cloned into an expression vector such as pcDNA3.1, which has a multiple cloning site, a eukaryotic promoter such as CMV, a polyadenylation sequence, and an antibiotic resistance gene for bacterial selection. The next step is to introduce the desired mutation into the cDNA within the expression vector using site-directed mutagenesis. Selecting the appropriate cell line is also challenging and, usually, it is better if the cell line does not express our gene of interest so that the expression of the transfected gene can be easily controlled. Reconstitution studies rely on the transfection of cell lines using either the calcium-phosphate method or lipidic molecules such as lipofectamine reagent (Invitrogen, Carlsbad, CA, USA). Choosing the appropriate downstream methods depends on the nature of the protein being studied: membrane-bound receptors, intracellular transcription factors, soluble secreted proteins, or soluble secreted enzymes.



4.1. Membrane-Bound Receptors


If the gene of interest encodes a membrane-bound receptor, in vitro reconstitution studies can be performed after co-transfecting with both WT and mutant vectors followed by IP and WIB using specific antibodies in order to determine the correct expression of the mutant receptor on the cell surface. In those cases, in which the receptor is internalized, it would be also possible to follow up the trafficking of the receptor by using immunofluorometric (IF) assays. For example, mutations in the GH receptor (GHR) gene, a membrane-bound receptor, lead to complete GH insensitivity (GHI) which is inherited as an autosomal recessive condition. Patients with mutations in this gene present Laron Syndrome (LS) characterized by extreme short stature with high levels of GH [63]. The first molecular characterization of two patients with Laron-type dwarfism showed that they have a deletion of a large portion of the extracellular domain of the receptor gene. Interestingly, this deletion includes nonconsecutive exons, suggesting that an unusual rearrangement may have occurred [64]. It is also worthy to emphasize that even synonymous genetic variants may sometimes have a profound impact on the coding protein. An example of this was the characterization of a large pedigree of patients with LS in Southern Ecuador [65]. Sequencing of the GHR gene revealed the substitution of guanine for adenine in the third position of codon 180 that did not change the glutamic acid amino acid encoded. Sequencing of the exon 6–exon 7 splice junction from RNA-polymerase chain reaction, which amplified cellular RNA of an affected individual revealed that the substitution activates a 5′ splice site 24 nucleotides upstream from the normal exon 6–intron 6 boundary. This results in a splicing mutation with the consequent loss of eight amino acid residues in the extracellular domain of the GHR protein that abolished binding affinity for GH, rendering the GHR completely inactive (p.E180splice) [66]. The p.E180splice is the most frequent GHR mutation and has also been reported in patients from Israel, Brazil, Chile, and the United States. Intragenic polymorphisms and Y-chromosome single-tandem repeat polymorphism (STRs) confirm a common ancestor, which probably originated in the Iberic peninsula that later spread around the world with the exodus of the Sephardic population [67]. In addition, partial GHI is observed in some patients with heterozygous variants in this gene with a dominant negative effect [68,69,70]. The first in vitro functional characterization of a dominant negative mutation in the GHR gene (c.876G>C affecting the 3′ splice acceptor site preceding exon 9) was developed by Ayling et al. [68]. The authors were able to demonstrate using IP that WT and mutant GHR form heterodimers upon ligand binding. In addition, binding assays can be performed to determine if the receptor is capable of binding its ligand. Unfortunately, this type of assay does not evidence the potential activation of the receptor upon ligand binding. Binding assays are performed using 125I-hGH and afterward bound and free hGH are separated by centrifugations and specifically bound 125I-hGH in the pellet is determined using a gamma-counter followed by Scatchard analysis. Wojcik et al. identified four missense variants (p.D152H, p.I153T, p.Q154P, and p.V155G) located in the extracellular domain of the GHR in four different patients with LS, three of which were novel. Transfection studies in HEK293 cells showed that cells expressing p.I153T, p.V155G, and p.Q154P mutants had lower hormone-binding affinity and intracellular trafficking defects while p.D152H affected receptor expression, dimerization, and signaling [71]. Finally, Luc reporter assays to analyze GHR downstream activation of STAT5b, the major mediator of the GHR signaling pathway, generally use reporter vectors with STAT5b binding sites. These assays allow for the analysis of both homozygous (WT only and mutant only) and heterozygous (WT and mutant) alleles mimicking a patient’s genotype. The possibility of co-transfecting both WT and mutant alleles allows the study of dominant negative mutations. For example, Ayling et al. performed co-transfection studies of both mutant and WT receptors together with a reporter gene containing STAT5b binding sites and showed that the mutant protein was unable to activate STAT5b. In addition, the mutant protein exerted a dominant negative effect on the WT protein [68]. Fang et al. reported two female patients with GHI who were compound heterozygous for two genetic variants in the GHR gene (p.C94S and p.H150Q) [72]. The authors performed all of the above-mentioned techniques. WIB and GH binding assays were performed in HEK293 cells after transfection of mutant and WT cDNAs. WIB showed that p.C94S did not show the higher molecular weight of the normally glycosylated form of GHR, while binding assays confirmed that the variant had a lower specific affinity for GH (6% of WT binding affinity) in its homozygous state, but its binding affinity was similar to WT when in a heterozygous state with WT GHR. Meanwhile, variant p.H150Q had a similar binding affinity as WT in its homozygous state but when in heterozygosis with p.C94S it had 50% of binding affinity of that observed with WT GHR. Interestingly, both mutants in their homozygous state showed a reduction in STAT5b activation upon induction with GH. While STAT5b activation was normal when each variant was co-expressed in heterozygosis with WT, the co-expression of p.C94S/p.H150Q led to significantly reduced levels of phospho-STAT5b. Primary dermal fibroblasts were analyzed in one of the patients showing similar results of impaired activation of STAT5b. In addition, Luc reporter assays determined that cells transfected with p.C94S in homozygosis had an absence of Luc activity upon GH stimulation, while p.H150Q transfected cells did not impact Luc activity but p.C94S/p.H150Q double heterozygotes showed markedly reduced Luc activity [72]. Finally, another example of the use of the downstream techniques mentioned above to functionally characterize mutations in the GHR gene was shown by Derr et al. [73]. Aisenberg et al. had previously reported a patient with GHI, who was compound heterozygous for c.686G>A/c.899dup (p.R229H/p.V301Sfs*7) (this last mutation results in a frameshift and a premature stop codon) variants in the GHR [74] and Derr et al. performed in vitro functional studies to characterize their pathogenicity in order to infer causality [73]. The authors demonstrated that the variant p.R229H was not only correctly expressed but also was capable of activating STAT5b and Luc activity similar to WT thus behaving like a benign variant. On the other hand, variant c.899dupC displayed no GH-induced activation suggesting it may act in a dominant negative manner. Further evidence of this dominant-negative effect was obtained by the co-expression of p.V301Sfs*7/p.R229H or p.V301Sfs*7/WT cDNA that resulted in a significant reduction in GH-induced STAT5b activation and transcriptional activity using WIB and Luc reporter assays [73].




4.2. Intracellular Transcription Factors


When the gene of interest encodes an intracellular transcription factor, downstream methods used include IP and WIB to determine if mutants are expressed at the same level as WT proteins. The choice of antibody used for these procedures is important since it must detect both WT and mutant proteins. Luc reporter assays using reporter vectors with specific transcription factor binding sites are useful to study the transcription factor’s capability to bind and activate transcription. Finally, IF assays to study the intracellular trafficking of the protein of interest turned out to be extremely informative. For this, both WT and mutant cDNAs must be differentially fluorescently tagged in order to detect the intracellular localization of the encoding proteins, either nucleus or cytoplasm. Fluorescently labeled secondary antibodies are used to treat fixed cells and co-localization studies can be performed by mixing WT and mutant cDNA in a 1:1 ratio in order to study heterozygotes. The most commonly studied transcription factor belonging to the GH-IGF1 pathway is STAT5b. The STAT5B gene encodes signal transducer and activator of transcription 5 and is the key mediator of GH growth-promoting actions. Pathogenic genetic variants in this gene are associated with severe short stature, GHI and a moderate to severe immune dysfunction and are inherited in an autosomal recessive mode [75]. Scaglia et al. identified a novel STAT5B homozygous variant in a female patient with GHI (p.F646S located in the SH2 domain) and analyzed its functionality using reconstitution studies together with a previously reported homozygous mutation (p.A630P also located in the SH2 domain) [76]. Reconstitution studies were performed using expression vectors with both variants and WT STAT5b. IP followed by WIB revealed that both variants were expressed at lower levels compared to WT STAT5b. Upon GH stimulation this transcription factor becomes phosphorylated, dimerizes and translocates to the nucleus. By using anti-P-STAT5b antibodies WIB enables the detection of STAT5b phosphorylation. In this work, phosphorylation of both variants was less robust compared to WT. In vitro Luc reporter assays were performed using a GH-induced reporter vector and both variants p.F646S and p.A630P were unable to drive luciferase activity throughout the GH response element (GHRE) compared to WT. One copy of the WT STAT5B allele seems to be sufficient for normal height since heterozygous relatives of affected patients are of normal height and without immunological complications [77]. Klammt et al. reported the first heterozygous STAT5B variants with dominant-negative effect identified by WES in three patients from three unrelated families (p.Q177P, p.A478V, and p.Q474R) [78]. The patients had short stature and mild immunological defects. These variants were functionally studied in vitro in HEK293 cells, and all three variants showed an expression level comparable to WT STAT5B. Co-IP showed homo- and hetero-dimerization capabilities for each variant with WT STAT5B. In contrast to the other two variants, p.Q177P was unable to translocate to the nucleus as shown by IF studies thus retaining the WT allele in the cytoplasm when dimerized. Meanwhile, p.Q474R and p.A478V were unable to bind to target DNA, which was detected using electrophoretic mobility shift assay (EMSA) analysis using a DNA-probe (GHRE) under GH-stimulation. Finally, results of Luc reporter assays evidenced that neither variant could drive expression of the Luc reporter by themselves and when co-expressed with WT STAT5b, the transcriptional activity of WT STAT5b was significantly lower compared to WT STAT5b alone. One year later, Ramirez et al. reported a patient with short stature and a mild immunological phenotype due to two heterozygous variants in the GH-IGF1 signaling pathway, a novel missense variant in the STAT5B gene (p.K632N) and a previously described missense variant in the IGFALS gene (p.R548W) identified by WES [62]. HEK293-T cells were used to transiently express the mutant and WT STAT5b expression vectors. WIB showed comparable levels of mutant and WT protein. However, GH-induced phosphorylation of the p.K632N variant was not detected. In addition, cells co-expressing both WT and p.K632N proteins showed reduced levels of STAT5b phosphorylation. Luc reporter assay was used to investigate the transcriptional activity of the variant. Under unstimulated conditions, the p.K632N variant resulted in a significant decrease in reporter activity compared to WT-STAT5b. When both were co-transfected in equimolar amounts, there was also a decrease in transcriptional activity compared to WT alone. Surprisingly, under GH stimulation, even though variant p.K632N was unable to drive Luc reporter activity, co-transfection of both p.K632N and WT-STAT5b showed a transcriptional activity similar to WT alone. Immunofluorescence studies demonstrated that after GH-stimulation, p.K632N-STAT5b remained in the cytoplasm while WT-STAT5b was translocated to the nucleus. Interestingly, the patients presented a positive response to recombinant human-GH (rhGH) indicating that the partial GHI can be overcome by pharmacological doses of rhGH.



Another important transcription factor involved in the GH-IGF1 pathway is STAT3. The STAT3 gene encodes signal transducer and activator of transcription 3. Heterozygous GOF or activating variants in the STAT3 gene have been reported in patients with immune dysregulation and growth failure, normal GH levels and low IGF1 levels [41,79,80,81]. Flanagan et al. [79] sequenced the STAT3 gene in 24 patients with autoimmune disorders of unknown cause and in 39 individuals with isolated permanent diabetes and identified four different heterozygous missense variants in five individuals (p.K392R, p.N646K, p.K658N, and p.T716M [80]. They all were de novo mutations. The identified variants were evaluated using a STAT3 responsive dual-Luc reporter assay alongside two previously reported dominant-negative hyper-IgE syndrome inactivating STAT3 gene mutations and WT STAT3. Results showed that under basal non-stimulated conditions all four identified mutants had increased Luc activity compared to WT STAT3 and to the hyper-IgE inactivating mutations. After stimulation with IL-6, three of the four variants (p.K392R, p.K658N, and p.T716M) showed an increase in Luc reporter activity, but neither p.N646K nor WT STAT3 showed an increase in the Luc reporter activity beyond basal levels. Just one year later, Milner et al. [81] identified 10 genetic variants (some of them novel and others previously described) in 13 patients with early-onset autoimmunity and lymphoproliferative disease from 10 families: p.G421R, p.T663I, p.R152W, p.V353F, p.Q344H, p.E415K, p.T716M, p.N420K, p.A703T, and p.T716M) [80]. Functional in vitro studies were performed in STAT3 deficient cells (A4 cells). WIB showed that all mutant proteins were expressed and detected except for p.A703T mutation, which was only detected using a different anti-STAT3 antibody. Phosphorylation of STAT3 mutants was not significantly increased under basal conditions, and it was normal under IL-6 stimulation. A STAT3 dual-Luc reporter assay showed that all mutants except for p.V353F had significantly increased activity at basal levels compared to WT STAT3. Nevertheless, all mutants showed increased Luc activity after stimulation with either IL-6 or IFN-alpha. A major downstream target of STAT3 is SOCS3, which in turn is an inhibitor of STAT3. Four patients´ immortalized fibroblasts were studied under basal levels and after stimulation with IL-21 and QRT-PCR was performed to measure SOCS3 levels. Transcript levels of SOCS3 were elevated both at baseline and after stimulation even for mutant p.V353F, which did not show baseline activity in Luc reporter assays highlighting differences between reconstitutions in vitro studies and endogenous expression from a patient-derived cell line.



More recently, Gutiérrez et al. [41] identified two novel STAT3 genetic variants (p.E616del and p.C426R) in two unrelated patients with IGF1 deficiency and immune dysregulation using WES [59]. Functional analysis showed that both were GOF mutations. WIB was performed after transfection of HEK293-T cells expressing GHR with mutant and WT STAT3 constructs. STAT3 was not phosphorylated under basal conditions in either mutant as well as WT STAT3. On the other hand, both mutants and WT STAT3 were phosphorylated upon stimulation with IL-6 and GH. Both mutants were still phosphorylated after 120 min of GH treatment, while at that time phosphorylation of mutant-STAT3 was markedly diminished in WT STAT3, showing different dephosphorylation kinetics under GH or IL-6 treatments. While p.C426R showed delayed dephosphorylation only under GH treatment, p.E616del showed delayed dephosphorylation only under IL-6 stimulation.




4.3. Soluble Secreted Proteins


For the study of soluble secreted proteins, once the cell line is transfected with WT and mutant cDNA vectors, it is important to separate and study both lysate and conditioned medium through WIB. This allows the differentiation between mutants with defects in their expression and mutants with defects in their secretion. When studying secreted binding proteins, binding assays can be performed using the purified conditioned medium following reconstitution studies. The Acid-labile Subunit (ALS) is a protein belonging to the Leucine-Rich Repeats (LRR) family of proteins and its role is to stabilize IGF1 and prolong its half-life in the vascular compartment. It does this by forming ternary complexes with either IGFBP-3 or -5 and IGF1 [82].



Homozygous and compound heterozygous genetic variants in the IGFALS gene results in complete ALS deficiency, characterized by severe primary IGF1 and IGFBP-3 deficiencies and complete GHI but mild growth retardation [83]. A recessive pattern of inheritance has been described in this condition [84,85]. Heterozygous IGFALS gene mutations have also been described in children showing a phenotype previously labeled as idiopathic short stature (ISS) [86].



Functional in vitro characterization of several IGFALS variants has shown that pathogenic variants result in the absence of ALS synthesis or intracellular retention of the mutant protein. Firth et al. studied a missense variant (p.D440N) using recombinant adenoviruses expressing WT or p.D440N-ALS [87]. Even though the mutant protein was detected intracellularly by WIB, it was absent in the conditioned media suggesting a secretion defect. Intracellular p.D440N-ALS was unable to form ternary complexes with 125I-IGF1-IGFBP-3. Functional in vitro studies of eleven variants identified in children with ALS deficiency (ALS-D) or with ISS were performed by transient transfection of CHO cells [60]. WIB showed that ALS variants p.P287L, p.A330N, p.A475V, and p.R548W were present both in cell lysates and cell media with a similar molecular weight as WT ALS. However, variants p.E35Kfs*87, p.E35Gfs*17, p.N276S, p.L409F, p.S490W, and p.C540R were undetectable either in cell lysates or cell media. Finally, p.L213F-ALS was present in cell lysates but not in cell media indicating a secretion defect. In vitro ternary complex formation studies of secreted variants (p.P287L, p.A330N, p.A475V, and p.R548W) indicated that all variants retained their ability to form ternary complexes in vitro. For in vitro ternary complex formation assays, conditioned media from cells transfected with WT or mutant ALS is incubated with rhIGFBP-3 and 125I-IGF1 followed by size exclusion chromatography and ternary complex formation is evaluated as the ratio between the area corresponding to the ternary complex and total area under the elution curve.



When studying soluble secreted proteins such as hormones, which act as ligands for a particular receptor, binding affinity can be determined using a radiolabeled ligand binding assay. For this, lysed cells overexpressing the receptor, or a soluble form of the receptor are used to determine the competition between the radiolabeled ligand versus WT or mutant ligand from reconstitution assays from cells transfected with each ligand. Binding kinetics are determined by Scatchard analysis. An example of such a ligand in the GH-IGF1 pathway is IGF1 itself. The first patient with total IGF1 deficiency was a male, who had a homozygous deletion of exons 4 and 5 of the IGF1 gene [88]. Complete IGF1 deficiency is characterized by severe pre- and postnatal growth retardation, microcephaly, neurosensorial deafness and mental retardation. Walenkamp et al. described a 55-year-old male from consanguineous parents, who presented severe intrauterine and postnatal growth retardation, microcephaly, and sensorineural deafness, identifying a missense variant (p.V44M) in the IGF1 gene [89]. In vitro binding showed that p.V44M-IGF1 had a 90-fold lower affinity for the IGF1R compared with WT IGF1. The p.V44M-IGF1 was measurable in both europium immunometric and 125I-labeled IGF1 competition receptor binding assays. In addition to binding assays, proliferation assays can also be performed for IGF1. Such assays can be performed by measuring 3H-thymidine incorporation in a particular cell line supplemented with serum samples from the patient or normal controls or by directly counting 0.5% trypan blue-stained cells before and after supplementation with patient and control serum samples. Finally, phosphorylation of the IGF1R and the insulin receptor substrate 1 (IRS-1) can also be performed to study the signal transduction ability of IGF1 in vitro. For this, proteins from cell cultures supplemented with serum from patients or controls are separated by SDS-PAGE and immunoblotted with anti-phosphotyrosine antibodies corresponding to either IGF1R or IRS-1. In 2009, Netchine et al. studied a boy with intrauterine growth restriction and postnatal growth failure, microcephaly and normal hearing who was homozygous for a missense variant (p.R36Q) [90]. He had reduced levels of IGF1, with IGFBP-3 and ALS in the upper normal range. Cell proliferation assays were performed using serum-starved BP-A31 cells by monitoring the incorporation of 3H-thymidine after stimulation with varying concentrations of either WT or mutated IGF1 peptides. Two times higher mutant IGF1 concentrations were necessary to produce proliferation levels compared to WT IGF1. Binding assays were performed using a soluble form of IGF1R showing that the p.R36Q-IGF1 had only a moderately lower affinity for the receptor than WT. Finally, the authors analyzed the effect of p.R36Q mutation on IGF1 signal transduction by monitoring the phosphorylation of IGF1R and IRS-1 in MCF-7 cells and evidenced that the mutant IGF1 was less effective than WT IGF1 suggesting that signal transduction is impaired. More recently, Keselman et al. reported a boy born from consanguineous parents with intrauterine growth restriction and severe postnatal growth with a IGF1 homozygous missense variant p.Y108H [61]. Using HEK293 cells, the patient’s serum was studied to evaluate its ability to induce IGF1R phosphorylation leading to a weaker stimulation by mutant IGF1. In addition, cell proliferation was also evaluated in response to the patient’s serum and results showed that while control samples were able to duplicate the cell number after 48 h of HEK293T cell culture, serum from the patient did not increase the cell count.




4.4. Soluble Secreted Enzymes


Proteolytic in vitro assays can be performed following reconstitution studies to study soluble secreted enzymes. Recombinant substrates are first purified and radiolabeled with 125I and cleavage reactions are carried out at 37 °C. Afterward, substrate and cleavage products are separated by SDS-PAGE and visualized by autoradiography. Equimolar concentrations of WT and mutant proteins from reconstitution assays can be used to study cleavage in heterozygotes. An example of a soluble secreted enzyme in the GH-IGF1 pathway is pregnancy-associated plasma protein-A2 (PAPP-A2), which is a serum and tissue protease responsible for proteolysis of IGFBP-3 and IGFBP-5, regulating the bioavailability of IGF1 and IGF2 to their target tissues [91]. Five affected subjects from two families presenting moderate growth retardation and elevated circulating levels of IGF1, IGF2, IGFBP-3, IGFBP-5, and ALS were found to be homozygous for two different variants in the PAPPA2 gene (p.D643fs25* and p.A1033V) [92]. Transfection of WT and variants of PAPP-A2 in HEK293 cells was performed in order to study the proteolytic activity of the in vitro reconstituted proteins. WIB showed an absence of expression of p.D643fs25* mutant while expression of p.A1033V was reduced compared to WT. While WT PAPP-A2 was able to cleave IGFBP-3 or -5, neither variant cleaved these substrates, indicating that both mutant PAPP-A2 proteins are enzymatically inactive.





5. In Vivo Functional Studies


When studying a particular gene, in vivo studies are essential to validate data collected from in vitro experiments. The most commonly used animal models for in vivo studies are rodents, and mice (Mus musculus) in particular. Mice have many advantages over other animal models, thus becoming the most used animal model for studying human biology and disease. Readily available and well-known molecular techniques for genetic manipulation and the animal’s small size facilitates large scale/high throughput studies making it a cost-efficient model. The development of homologous recombination in embryonic stem cells [93,94] by using specific targets to disrupt gene sequences allowed the generation of null mutants, where a gene is disrupted by the introduction of a cassette carrying a positive selection marker, such as the neomycin resistance gene, under the control of a strong promoter [95,96]. It became apparent that, even considering the anatomic and physiological differences between rodents and humans, GHR single-gene-KO mice may recapitulate some of the consequences of the lack of GH action (GH-insensitivity mice) [97,98].



To further dissect the impact of the ablation of a gene in a specific tissue, Sauer and Henderson developed the Cre/LoxP system [99], in which a targeted gene was flanked by two loxP sequences (a 34-base pair sequence) that are specifically recognized by Cre, a recombinase protein encoded by the coliphage P1. Recombination occurs specifically at the loxP sequences with loss of the sequence flanked by these two sites. While the gene of interest is flanked by loxP sites, a Cre protein is transfected by using a vector under the control of a tissue-specific enhancer–promoter (for example, the albumin promoter to selectively disrupt gene expression in the liver). With this strategy, the expression of IGF1 was selectively disrupted in the liver by the Cre-mediated site-specific recombination. This was a remarkable achievement that allowed the characterization of the impact of circulating IGF1 on postnatal growth [100].



Another commonly used animal model is the zebrafish (Danio rerio) since it has several advantages over other models. Zebrafish are vertebrates and share a high degree of genetic and anatomical homology with humans. Zebrafish spawn and produce large numbers of eggs daily making them ideal for large-scale screening studies. They develop very fast and are optically transparent during embryogenesis allowing the study of early developmental processes for example in embryonic lethal mutants. They are easy to manipulate genetically and also to expose embryos and larvae to various doses of chemicals and observe and score morphological and physiological changes.



While the use of mouse models of a human genetic condition with onset during adulthood is preferred, zebrafish models are ideal for studying pediatric genetic conditions due to their characteristics, which allow the study of early development (such as their optical transparency and rapid development). In addition to making Kos in order to study the role of a particular gene in an animal model like mice or zebrafish, the zebrafish has the potential of being used as a biosensor system to determine the pathogenicity of a given variant suspected of being the cause of a human genetic disease by designing rescue and overexpression assays with which to test those variants and compare them to WT. In order to develop a biosensor system using zebrafish embryos, rescue and overexpression assays are performed. Rescue experiments rely on the use of morpholinos (MOs) to knock down the endogenous zebrafish gene of interest and obtain a scorable phenotype (usually based on morphology). Human WT mRNA is then co-injected with the MO to “rescue” the phenotype. Human mutant mRNA is also co-injected with the MO and the ability to rescue the phenotype is compared to that of WT mRNA. Those variants that are able to rescue the phenotype like WT mRNA are considered benign variants. Variants that are not able to rescue the phenotype are considered pathogenic and hypomorphs are located in between the two [101]. Overexpression assays are based on the ability of human WT mRNA to lead to a scorable phenotype when overexpressed in zebrafish embryos. Only then, human mutant mRNA can be overexpressed and compared to WT. Benign variants will give rise to a phenotype just like WT mRNA, while functionally null variants will lead to no phenotype when overexpressed. Dominant negative variants are suspected, when during a rescue assay, the co-injection of MO and mutant mRNA leads to a more severe phenotype than the injection of MO alone. An overexpression assay can then be performed to confirm the nature of the variant. While human WT mRNA leads to no phenotype, dominant negative mutations will lead to a phenotype when overexpressed [102].



5.1. Membrane-Bound Receptors


To date, at least 21 distinct tissue-specific GHR gene disrupted mouse lines have been generated: liver, muscle, fat, brain, bone, heart, intestine, macrophage, pancreatic β cells, hematopoietic stem cells, and multi-tissue “global” [103,104].



Although there is no known zebrafish KO model of GHR, there are several transgenic models of GH, especially fish overexpressing GH or GHR either in the whole organism or in a tissue-specific manner mostly to improve growth for aquaculture [105,106,107]. On the other hand, the mutant vizzini with an early stop codon in the gh1 gene leads to progressively retarded growth in mutants compared to WT animals [108].




5.2. Intracellular Transcription Factors


In 1997, Stat5b targeted gene disruption in mice led to the Stat5b−/− mice [109]. Male-characteristic body growth rates and male-specific liver gene expression were decreased to WT female levels in Stat5b−/− males, while female-predominant liver gene products were increased to a level intermediate between WT male and female levels.



On the other hand, in the zebrafish, knockout of stat5.1, the ortholog of STAT5B in mammals, leads to a significant reduction in body length and body weight in embryos and adults compared to WT fish [110]. The role of this gene appears to be conserved in vertebrates allowing the use of this model to study the pathogenicity of newly identified STAT5B gene variants in humans with short stature and immune dysregulation.



Gene targeting of Stat3 to produce Stat3 deficient mice led to early embryonic lethality [111], in which case it is very difficult to study the specific role of this gene during development. Tissue-specific disruption of Stat3 in mice hematopoietic cells causes Crohn’s disease-like immunodeficiency [112]. Instead, Stat3 knock-in mice harboring mutations such as p.Ala727Ser (SA) substitution were produced to study the effect of reduced STAT3 activity [113]. While homozygous mutant mice appeared normal, 75% perinatal lethality was observed in SA/- mice, and the remaining survivors had slow pre- and perinatal growth and altered IGF1 levels. On the other hand, taking advantage of the zebrafish to study genes that lead to early lethality in mice null mutants, morpholino knockdown of stat3 showed that it is required for planar cell polarity and gastrulation movements during development [114,115]. In addition, null stat3 zebrafish embryos generated using the transcription activator-like effector nuclease (TALEN) method were viable and completed embryogenesis, but died during juvenile stages exhibiting scoliosis and excessive inflammation [116].




5.3. Soluble Secreted Proteins


The ALS knockout mouse or ALS-KO mouse has an inactivation of the Igfals gene and surprisingly shows only a mild growth impairment of 13–20% at 10 weeks of age, despite a marked reduction in circulating levels of IGF1 and IGFBP-3 [117]. This mouse model supports the hypothesis that locally produced IGF1 can compensate, at least partially, the decreased levels of circulating IGF1, resulting in the mild growth phenotype observed. Interestingly, overexpression of ALS in mice also caused 13% growth retardation in 4- and 8-week-old mice [118] showing that both the absence and very high levels of ALS lead to the same phenotype since IGF1 is either unprotected from proteolytic attack of IGFBP-3 proteases or sequestered into ternary complexes. Knockdown studies performed in zebrafish embryos using MOs showed that embryos lacking igfals resulted in dorsalization while overexpression of either zebrafish igfals mRNA or human IGFALS mRNA led to ventralization implicating a role for ALS in dorso-ventral patterning during development [119]. This knockdown model will be useful in the future to study the pathogenicity of human variants identified in ALS in short-statured children.



Mouse homozygous for a disruption of the IGF1 gene (IGF1-KO) show marked growth retardation in utero and postnatally [120,121]. On the other hand, to determine whether circulating vs. autocrine/paracrine IGF1 is critical in postnatal growth, a conditional gene deletion technique using the Cre/loxP system was used to create a liver-specific IGF1 gene deletion (LID mouse) [100]. While LID mice exhibited normal growth and development, LID mice on a different genetic background revealed a mild decrease of 6% in linear growth [122]. Both, full and conditional mouse Kos, allow for the possibility to study specific human IGF1 variants by making the corresponding knock-in model. For example, to specifically study the in vivo effect of a variant of interest by the knock-in technique, the WT Igf1 gene was replaced by the gene encoding mutant Igf1 with no affinity for IGFBPs (R3-IGF1 and Des-IGF1) expressed under the endogenous Igf1 promoter in the mouse [123]. Both mutant mouse models presenting reduced serum IGF1 levels showed increased body weight, increased body and bone length, and relative lean mass. They also presented selective organomegaly (spleen, kidneys, and uterus). This result clearly demonstrated the regulatory role of the IGFBPs to establish normal body and organ size.



The only study that used MOs to knockdown igf1 so far in zebrafish led to embryonic abnormalities that were not possible to discern from nonspecific toxic effects from the MO itself [124].




5.4. Soluble Secreted Enzymes


Targeted disruption of Papp-a2 in mice led to postnatal growth retardation with increased levels of total IGF1 and low levels of free IGF1 [125]. Interestingly, a knock-in mouse model harboring a specific human PAPP-A2 variant was developed recently [126]. The A1033V-PAPP-A2 variant led to a significant reduction in body length, body weight, relative lean mass and absence of protease activity in mice, which closely resembles the phenotype in humans. Furthermore, zebrafish knockdown of papp-a2 led to a reduction in cranial cartilages and angiogenesis defects [127]. This zebrafish model will also allow its use as a biosensor assay to determine the pathogenicity of PAPP-A2 variants identified in humans.





6. Conclusions


The rapid technological development of NGS, particularly WES, has resulted in the characterization of several genetic conditions affecting growth and development. Nevertheless, due to the large number of genetic variants identified in a single subject under study, filtering requires the intensive use of bioinformatic tools such as population and disease databases and computational predictive programs to select the most likely variant(s) responsible for the observed phenotype. This preliminary selection often requires further in vitro—and sometimes also in vivo—functional assays, to unequivocally determine the pathogenicity of a novel genetic variant. This long, time-consuming, and very expensive process is considered, in the end, the only scientifically proven method to determine causality between a genetic variant and a human disease.








Supplementary Materials


The following are available online at https://www.mdpi.com/article/10.3390/cells10082063/s1, Table S1: In silico predictive algorithms frequently used for variant pathogenicity inference and for CNV de-tection using NGS data, Table S2: Frequently used population, disease, sequence, and expression databases and Web based useful resources.





Author Contributions


S.D., P.A.S. and M.L.G. have revised the included references and have written the original draft. H.M.D. designed the preliminar format of this review, wrote specific parts of the manuscript, and revised and edited the final version. All authors have read and agreed to the published version of the manuscript.




Funding


This work was supported by Préstamo BID PICT 2018-00579, Agencia Nacional de Promoción Científica y Tecnológica, Argentina.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


Not applicable.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Silventoinen, K.; Sammalisto, S.; Perola, M.; Boomsma, D.I.; Cornes, B.K.; Davis, C.; Dunkel, L.; De Lange, M.; Harris, J.R.; Hjelmborg, J.V.; et al. Heritability of adult body height: A comparative study of twin cohorts in eight countries. J. Twin Res. 2003, 6, 399–408. [Google Scholar] [CrossRef]

	



Wood, A.R.; Esko, T.; Yang, J.; Vedantam, S.; Pers, T.H.; Gustafsson, S.; Chu, A.Y.; Estrada, K.; Luan, J.; Kutalik, Z.; et al. Defining the role of common variation in the genomic and biological architecture of adult human height. Nat. Genet. 2014, 46, 1173–1186. [Google Scholar] [CrossRef]

	



Phillips, J.A., III; Hjelle, B.L.; Seeburg, P.H.; Zachman, M. Molecular basis for familial isolated growth hormone deficiency. Proc. Natl. Acad. Sci. USA 1981, 78, 6372–6375. [Google Scholar] [CrossRef] [PubMed]

	



Wit, J.M.; Oostdijk, W.; Losekoot, M.; van Duyvenvoorde, H.A.; Ruivenkamp, C.A.; Kant, S.G. Mechanisms in Endocrinology: Novel genetic causes of short stature. Eur. J. Endocrinol. 2016, 174, R145–R173. [Google Scholar] [CrossRef] [PubMed]

	



Domené, S.; Domené, H.M. Genetic mutations in the GH/IGF Axis. Pediatr. Endocrinol. Rev. 2018, 16, 39–62. [Google Scholar] [CrossRef] [PubMed]

	



Plachy, L.; Strakova, V.; Elblova, L.; Obermannova, B.; Kolouskova, S.; Snajderova, M.; Zemkova, D.; Dusatkova, P.; Sumnik, Z.; Lebl, J.; et al. High prevalence of growth plate gene variants in children with familial short stature treated with GH. J. Clin. Endocrinol. Metab. 2019, 104, 4273–4281. [Google Scholar] [CrossRef]

	



Ghosh, R.; Oak, N.; Plon, S.E. Evaluation of in silico algorithms for use with ACMG/AMP clinical variant interpretation guidelines. Genome Biol. 2017, 18, 225. [Google Scholar] [CrossRef] [PubMed]

	



Richards, S.; Aziz, N.; Bale, S.; Bick, D.; Das, S.; Gastier-Foster, J.; Grody, W.W.; Hegde, M.; Lyon, E.; Spector, E.; et al. Standards and guidelines for the interpretation of sequence variants: A joint consensus recommendation of the American College of Medical Genetics and Genomics and the Association for Molecular Pathology. Genet. Med. 2015, 17, 405–424. [Google Scholar] [CrossRef]

	



Coban-Akdemir, Z.; Coban-Akdemir, Z.; White, J.J.; Song, X.; Jhangiani, S.N.; Fatih, J.M.; Gambin, T.; Bayram, Y.; Chinn, I.K.; Karaca, E.; et al. Identifying genes whose mutant transcripts cause dominant disease traits by potential gain-of-function alleles. Am. J. Hum. Genet. 2018, 103, 171–187. [Google Scholar] [CrossRef]

	



Muller, H.J. Further studies on the nature and causes of gene mutations. Proc. Sixth Int. Cong. Genet. 1932, 1, 213–255. [Google Scholar]

	



Argente, J. Challenge in the management of short stature. Horm. Res. Pediatr. 2016, 85, 2–10. [Google Scholar] [CrossRef]

	



Dauber, A.; Rosenfeld, R.G.; Hirschhorn, J.N. Genetic evaluation of short stature. J. Clin. Endocrinol. Metab. 2014, 99, 3080–3092. [Google Scholar] [CrossRef]

	



Sun, Y.; Ruivenkamp, C.A.L.; Hoffer, M.J.V.; Vrijenhoek, T.; Kriek, M.; van Asperen, C.J.; den Dunnen, J.T.; Santen, G.W.E. Next-generation diagnostics: Gene panel, exome, or whole genome? Hum. Mutat. 2015, 36, 648–655. [Google Scholar] [CrossRef]

	



Zhang, F.; Gu, W.; Hurles, M.E.; Lupski, J.R. Copy number variation in human health, disease, and evolution. Annu. Rev. Genom. Hum. Genet. 2009, 10, 451–481. [Google Scholar] [CrossRef]

	



Dauber, A.; Yu, Y.; Turchin, M.C.; Chiang, C.W.; Meng, Y.A.; Demerath, E.W.; Patel, S.R.; Rich, S.S.; Rotter, J.I.; Schreiner, P.J.; et al. Genome-wide association of copy-number variation reveals an association between short stature and the presence of low-frequency genomic deletions. Am. J. Hum. Genet. 2011, 89, 751–759. [Google Scholar] [CrossRef]

	



Canton, A.P.; Costa, S.S.; Rodrigues, T.C.; Bertola, D.R.; Malaquias, A.C.; Correa, F.A.; Arnhold, I.J.; Rosenberg, C.; Jorge, A.A. Genome-wide screening of copy number variants in children born small for gestational age reveals several candidate genes involved in growth pathways. Eur. J. Endocrinol. 2014, 171, 253–262. [Google Scholar] [CrossRef]

	



Wit, J.M.; van Duyvenvoorde, H.A.; van Klinken, J.B.; Caliebe, J.; Bosch, C.A.; Lui, J.C.; Gijsbers, A.C.; Bakker, E.; Breuning, M.H.; Oostdijk, W.; et al. Copy number variants in short children born small for gestational age. Horm. Res. Paediatr. 2014, 82, 310–318. [Google Scholar] [CrossRef]

	



Zahnleiter, D.; Uebe, S.; Ekici, A.B.; Hoyer, J.; Wiesener, A.; Wieczorek, D.; Kunstmann, E.; Reis, A.; Doerr, H.G.; Rauch, A.; et al. Rare copy number variants are a common cause of short stature. PLoS Genet. 2013, 9, e1003365. [Google Scholar] [CrossRef]

	



Van Duyvenvoorde, H.A.; Lui, J.C.; Kant, S.G.; Oostdijk, W.; Gijsbers, A.C.; Hoffer, M.J.; Karperien, M.; Walenkamp, M.J.; Noordam, C.; Voorhoeve, P.G.; et al. Copy number variants in patients with short stature. Eur. J. Hum. Genet. 2014, 22, 602–609. [Google Scholar] [CrossRef] [PubMed]

	



Homma, T.K.; Krepischi, A.; Furuya, T.K.; Honjo, R.S.; Malaquias, A.C.; Bertola, D.R.; Costa, S.S.; Canton, A.P.; Roela, R.A.; Freire, B.L.; et al. Recurrent Copy Number Variants Associated with Syndromic Short Stature of Unknown Cause. Horm. Res. Paediatr. 2018, 89, 13–21. [Google Scholar] [CrossRef]

	



Moreno-Cabrera, J.M.; Del Valle, J.; Castellanos, E.; Feliubadaló, L.; Pineda, M.; Brunet, J.; Serra, E.; Capellà, G.; Lázaro, C.; Gel, B. Evaluation of CNV detection tools for NGS panel data in genetic diagnostics. Eur. J. Hum. Genet. 2020, 28, 1645–1655. [Google Scholar] [CrossRef]

	



Guo, M.H.; Shen, Y.; Walvoord, E.C.; Miller, T.C.; Moon, J.E.; Hirschhorn, J.N.; Dauber, A. Whole exome sequencing to identify genetic causes of short stature. Horm. Res. Paediatr. 2014, 82, 44–52. [Google Scholar] [CrossRef]

	



Andrade, A.C.; Jee, Y.H.; Nilsson, O. New genetic diagnoses of short stature provide insights into local regulation of childhood growth. Horm. Res. Paediatr. 2017, 88, 22–37. [Google Scholar] [CrossRef] [PubMed]

	



Wit, J.M.; Kamp, G.A.; Oostdijk, W.; On Behalf of the Dutch Working Group on Triage and Diagnosis of Growth Disorders in Children. Towards a Rational and Efficient Diagnostic Approach in Children Referred for Growth Failure to the General Paediatrician. Horm. Res. Paediatr. 2019, 91, 223–240. [Google Scholar] [CrossRef]

	



Argente, J.; Tatton-Brown, K.; Lehwalder, D.; Pfäffle, R. Genetics of growth disorders-which patients require genetic testing? Front. Endocrinol. 2019, 10, 602. [Google Scholar] [CrossRef] [PubMed]

	



Chan, Y.; Holmen, O.L.; Dauber, A.; Vatten, L.; Havulinna, A.S.; Kvaløy, K.; Silander, K.; Nguyen, T.T.; Wiler, C.; Boehnke, M.; et al. Common Variants Show Predicted Polygenic Effects on Height in the Tails of the Distribution, Except in Extremely Short Individuals. PLoS Genet. 2011, 7, e1002439. [Google Scholar] [CrossRef]

	



Prokop, J.W.; May, T.; Strong, K.; Bilinovich, S.M.; Bupp, C.; Rajasekaran, S.; Worthey, E.A.; Lazar, J. Genome sequencing in the clinic: The past, present, and future of genomic medicine. Physiol. Genom. 2018, 50, 563–579. [Google Scholar] [CrossRef]

	



Philippakis, A.A.; Azzariti, D.R.; Beltran, S.; Brookes, A.J.; Brownstein, C.A.; Brudno, M.; Brunner, H.G.; Buske, O.J.; Carey, K.; Doll, C.; et al. The Matchmaker Exchange: A platform for rare disease gene discovery. Hum. Mutat. 2015, 36, 915–921. [Google Scholar] [CrossRef] [PubMed]

	



Anna, A.; Monika, G. Splicing mutations in human genetic disorders: Examples, detection, and confirmation. J. Appl. Genet. 2018, 59, 253–268. [Google Scholar] [CrossRef]

	



Zeng, Z.; Bromberg, Y. Predicting functional effects of synonymous variants: A systematic review and perspectives. Front. Genet. 2019, 10, 914. [Google Scholar] [CrossRef]

	



Vihinen, M. Problems in variation interpretation guidelines and in their implementation in computational tools. Mol. Genet. Genom. Med. 2020, 8, e1206. [Google Scholar] [CrossRef] [PubMed]

	



Zhao, M.; Wang, Q.; Wang, Q.; Jia, P.; Zhao, Z. Computational tools for copy number variation (CNV) detection using next-generation sequencing data: Features and perspectives. BMC Bioinform. 2013, 14, S1. [Google Scholar] [CrossRef]

	



Abel, H.J.; Duncavage, E.J. Detection of structural DNA variation from next generation sequencing data: A review of informatic approaches. Cancer Genet. 2013, 206, 432–440. [Google Scholar] [CrossRef]

	



Mason-Suares, H.; Landry, L.S.; Lebo, M. Detecting copy number variation via next generation technology. Curr. Genet. Med. Rep. 2016, 4, 74–85. [Google Scholar] [CrossRef]

	



Teo, S.M.; Pawitan, Y.; Ku, C.S.; Chia, K.S.; Salim, A. Statistical challenges associated with detecting copy number variations with next-generation sequencing. Bioinformatics 2012, 28, 2711–2718. [Google Scholar] [CrossRef]

	



Hoskinson, D.C.; Dubuc, A.M.; Mason-Suares, H. The current state of clinical interpretation of sequence variants. Curr. Opin. Genet. Dev. 2017, 42, 33–39. [Google Scholar] [CrossRef] [PubMed]

	



Kazazian, J.; Boehm, C.D.; Seltzer, W.K. ACMG recommendations for standards for interpretation of sequence variations. Genet. Med. 2000, 2, 302–303. [Google Scholar]

	



Richards, C.S.; Bale, S.; Bellissimo, D.B.; Das, S.; Grody, W.W.; Hegde, M.R.; Lyon, E.; Ward, B.E.; Molecular Subcommittee of the ACMG Laboratory Quality Assurance Committee. ACMG recommendations for standards for interpretation and reporting of sequence variations: Revisions 2007. Genet. Med. 2008, 10, 294–300. [Google Scholar] [CrossRef]

	



Riggs, E.R.; Andersen, E.F.; Cherry, A.M.; Kantarci, S.; Kearney, H.; Patel, A.; Raca, G.; Ritter, D.I.; South, S.T.; Thorland, E.C.; et al. Technical standards for the interpretation and reporting of constitutional copy-number variants: A joint consensus recommendation of the American College of Medical Genetics and Genomics (ACMG) and the Clinical Genome Resource (ClinGen). Genet. Med. 2020, 2, 245–257. [Google Scholar] [CrossRef]

	



Kearney, H.M.; Thorland, E.C.; Brown, K.K.; Quintero-Rivera, F.; South, S.T. Working Group of the American College of Medical Genetics Laboratory Quality Assurance Committee. American College of Medical Genetics standards and guidelines for interpretation and reporting of postnatal constitutional copy number variants. Genet. Med. 2011, 7, 680–685. [Google Scholar] [CrossRef]

	



Gutiérrez, M.; Scaglia, P.; Keselman, A.; Martucci, L.; Karabatas, L.; Domené, S.; Martin, A.; Pennisi, P.; Blanco, M.; Sanguineti, N.; et al. Partial growth hormone insensitivity and dysregulatory immune disease associated with de novo germline activating STAT3 mutations. Mol. Cell. Endocrinol. 2018, 473, 166–177. [Google Scholar] [CrossRef] [PubMed]

	



Yue, P.; Li, Z.; Moult, J. Loss of protein structure stability as a major causative factor in monogenic disease. J. Mol. Biol. 2005, 353, 459–473. [Google Scholar] [CrossRef] [PubMed]

	



Joerger, A.C.; Ang, H.C.; Fersht, A.R. Structural basis for understanding oncogenic p53 mutations and designing rescue drugs. Proc. Natl. Acad. Sci. USA 2006, 103, 15056–15061. [Google Scholar] [CrossRef] [PubMed]

	



Zhang, C.; Saunders, A.J. An emerging role for Ubiquilin 1 in regulating protein quality control system and in disease pathogenesis. Discov. Med. 2009, 8, 18–22. [Google Scholar]

	



Ihle, N.T.; Byers, L.A.; Kim, E.S.; Saintigny, P.; Lee, J.J.; Blumenschein, G.R.; Tsao, A.; Liu, S.; Larsen, J.E.; Wang, J.; et al. Effect of KRAS oncogene substitutions on protein behavior: Implications for signaling and clinical outcome. J. Natl. Cancer Inst. 2012, 104, 228–239. [Google Scholar] [CrossRef] [PubMed]

	



Duffy, M.R.; Parker, A.L.; Kalkman, E.R.; White, K.; Kovalskyy, D.; Kelly, S.M.; Baker, A.H. Identification of novel small molecule inhibitors of adenovirus gene transfer using a high throughput screening approach. J. Control. Release 2013, 170, 132–140. [Google Scholar] [CrossRef]

	



Hashimoto, K.; Rogozin, I.B.; Panchenko, A.R. Oncogenic potential is related to activating effect of cancer single and double somatic mutations in receptor tyrosine kinases. Hum. Mutat. 2012, 33, 1566–1575. [Google Scholar] [CrossRef]

	



Schlebach, J.P.; Narayan, M.; Alford, C.; Mittendorf, K.F.; Carter, B.D.; Li, J.; Sanders, C.R. Conformational stability and pathogenic mis-folding of the integral membrane protein PMP22. J. Am. Chem. Soc. 2015, 137, 8758–8768. [Google Scholar] [CrossRef] [PubMed]

	



Ma, B.; Elkayam, T.; Wolfson, H.; Nussinov, R. Protein-protein interactions: Structurally conserved residues distinguish between binding sites and exposed protein surfaces. Proc. Natl. Acad. Sci. USA 2003, 100, 5772–5777. [Google Scholar] [CrossRef]

	



Amberg, A. In silico methods. In Drug Discovery and Evaluation: Safety and Pharmacokinetic Assays; Vogel, H.G., Maas, J., Hock, F.J., Mayer, D., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 1273–1296. [Google Scholar]

	



Oliver, G.R.; Zimmermann, M.T.; Klee, E.W.; Urrutia, R.A. “The molecule’s the thing:” the promise of molecular modeling and dynamic simulations in aiding the prioritization and interpretation of genomic testing results. F1000Research 2016, 5, 766. [Google Scholar] [CrossRef]

	



Bonneau, R.; Baker, D. Ab initio protein structure prediction: Progress and prospects. Annu. Rev. Biophys. Biomol. Struct. 2001, 30, 173–189. [Google Scholar] [CrossRef]

	



Hung, L.; Ngan, S.; Samudrala, R. De novo protein structure prediction. In Computational Methods for Protein Structure Prediction and Modeling; Xu, Y., Xu, D., Liang, J., Eds.; Springer: New York, NY, USA, 2007; pp. 43–64. [Google Scholar]

	



Lee, J.; Freddolino, P.L.; Zhang, Y. Ab initio protein structure prediction. In From Protein Structure to Function with Bioinformatics; Rigden, D.J., Ed.; Springer: Dordrecht, The Netherlands, 2017; pp. 3–35. [Google Scholar]

	



Dunbrack, R.L., Jr.; Karplus, M. Conformational analysis of the backbone-dependent rotamer preferences of protein sidechains. Nat. Struct. Biol. 1994, 1, 334–340. [Google Scholar] [CrossRef]

	



Vasquez, M. Modeling side-chain conformation. Curr. Opin. Struct. Biol. 1996, 6, 217–221. [Google Scholar] [CrossRef]

	



Levitt, M.; Gerstein, M.; Huang, E.; Subbiah, S.; Tsai, J. Protein folding: The endgame. Annu. Rev. Biochem. 1997, 66, 549–579. [Google Scholar] [CrossRef]

	



Xiang, Z.; Honig, B. Extending the accuracy limits of prediction for side-chain conformations. J. Mol. Biol. 2001, 311, 421–430. [Google Scholar] [CrossRef] [PubMed]

	



Wu, G.; Fiser, A.; ter Kuile, B.; Sali, A.; Muller, M. Convergent evolution of Trichomonas vaginalis lactate dehydrogenase from malate dehydrogenase. Proc. Natl. Acad. Sci. USA 1999, 96, 6285–6290. [Google Scholar] [CrossRef]

	



Martucci, L.C.; Gutiérrez, M.L.; Karabatas, L.M.; Scaglia, P.A.; Rey, R.A.; Domené, H.M.; Jasper, H.G.; Domené, S. Assessment of pathogenicity of natural IGFALS gene variants by in silico bioinformatics tools and in vitro functional studies. Mol. Cell. Endocrinol. 2016, 429, 19–28. [Google Scholar] [CrossRef]

	



Keselman, A.C.; Martin, A.; Scaglia, P.A.; Sanguineti, N.M.; Armando, R.; Gutiérrez, M.; Braslavsky, D.; Ballerini, M.G.; Ropelato, M.G.; Ramirez, L.; et al. A homozygous mutation in the highly conserved Tyr60 of the mature IGF1 peptide broadens the spectrum of IGF1 deficiency. Eur. J. Endocrinol. 2019, 181, K43–K53. [Google Scholar] [CrossRef]

	



Ramírez, L.; Sanguineti, N.; Scaglia, P.; Keselman, A.; Ballerini, M.G.; Karabatas, L.; Landi, E.; Castro, J.; Domené, S.; Pennisi, P.; et al. A novel heterozygous STAT5B variant in a patient with short stature and partial growth hormone insensitivity (GHI). Growth Horm. IGF Res. 2020, 50, 61–70. [Google Scholar] [CrossRef]

	



Laron, Z.; Pertzelan, A.; Mannheimer, S. Genetic pituitary dwarfism with high serum concentration of growth hormone—A new inborn error of metabolism? Israel J. Med. Sci. 1966, 2, 152–155. [Google Scholar] [PubMed]

	



Godowski, P.J.; Leung, D.W.; Meacham, L.R.; Galgani, J.P.; Hellmiss, R.; Keret, R.; Rotwein, P.S.; Parks, J.S.; Laron, Z.; Wood, W.I. Characterization of the human growth hormone receptor gene and demonstration of a partial gene deletion in two patients with Laron-type dwarfism. Proc. Nat. Acad. Sci. USA 1989, 86, 8083–8087. [Google Scholar] [CrossRef] [PubMed]

	



Rosenbloom, A.L.; Aguirre, J.G.; Rosenfeld, R.G.; Fielder, P.J. The little women of Loja—Growth hormone-receptor deficiency in an inbred population of southern Ecuador. N. Engl. J. Med. 1990, 323, 1367–1374. [Google Scholar] [CrossRef] [PubMed]

	



Berg, M.A.; Guevara-Aguirre, J.; Rosenbloom, A.L.; Rosenfeld, R.G.; Francke, U. Mutation creating a new splice site in the growth hormone receptor genes of 37 Ecuadorean patients with Laron syndrome. Hum. Mutat. 1992, 1, 24–32. [Google Scholar] [CrossRef]

	



Gonçalves, F.T.; Fridman, C.; Pinto, E.M.; Guevara-Aguirre, J.; Shevah, O.; Rosembloom, A.L.; Hwa, V.; Cassorla, F.; Rosenfeld, R.G.; Lins, T.S.; et al. The E180splice mutation in the GHR gene causing Laron syndrome: Witness of a Sephardic Jewish exodus from the Iberian Peninsula to the New World? Am. J. Med. Genet. A 2014, 164, 1204–1208. [Google Scholar] [CrossRef]

	



Ayling, R.M.; Ross, R.; Towner, P.; Von Laue, S.; Finidori, J.; Moutoussamy, S.; Buchanan, C.R.; Clayton, P.E.; Norman, M.R. A dominant-negative mutation of the growth hormone receptor causes familial short stature. Nat. Genet. 1997, 16, 13–14. [Google Scholar] [CrossRef]

	



Iida, K.; Takahashi, Y.; Kaji, H.; Nose, O.; Okimura, Y.; Abe, H.; Chihara, K. Growth hormone (GH) insensitivity syndrome with high serum GH-binding protein levels caused by a heterozygous splice site mutation of the GH receptor gene producing a lack of intracellular domain. J. Clin. Endocrinol. Metab. 1998, 83, 531–537. [Google Scholar] [CrossRef] [PubMed]

	



Vairamani, K.; Merjaneh, L.; Casano-Sancho, P.; Sanli, M.E.; David, A.; Metherell, L.A.; Savage, M.O.; Del Pozo, J.S.; Backeljauw, P.F.; Rosenfeld, R.G.; et al. Novel dominant-negative GH receptor mutations expands the spectrum of GHI and IGF-I deficiency. J. Endocr. Soc. 2017, 1, 345–358. [Google Scholar] [CrossRef]

	



Wojcik, J.; Berg, M.A.; Esposito, N.; Geffner, M.E.; Sakati, N.; Reiter, E.O.; Dower, S.; Francke, U.; Postel-Vinay, M.C.; Finidori, J. Four contiguous amino acid substitutions, identified in patients with Laron syndrome, differently affect the binding affinity and intracellular trafficking of the growth hormone receptor. J. Clin. Endocrinol. Metab. 1998, 83, 4481–4489. [Google Scholar] [CrossRef]

	



Fang, P.; Riedl, S.; Amselem, S.; Pratt, K.L.; Little, B.M.; Haeusler, G.; Hwa, V.; Frisch, H.; Rosenfeld, R.G. Primary growth hormone (GH) insensitivity and insulin-like growth factor deficiency caused by novel compound heterozygous mutations of the GH receptor gene: Genetic and functional studies of simple and compound heterozygous states. J. Clin. Endocrinol. Metab. 2007, 92, 2223–2231. [Google Scholar] [CrossRef] [PubMed]

	



Derr, M.A.; Aisenberg, J.; Fang, P.; Tenenbaum-Rakover, Y.; Rosenfeld, R.G.; Hwa, V. The growth hormone receptor (GHR) c.899dupC mutation functions as a dominant negative: Insights into the pathophysiology of intracellular GHR defects. J. Clin. Endocrinol. Metab. 2011, 96, E1896–E1904. [Google Scholar] [CrossRef]

	



Aisenberg, J.; Auyeung, V.; Pedro, H.F.; Sugalski, R.; Chartoff, A.; Rothenberg, R.; Derr, M.A.; Hwa, V.; Rosenfeld, R.G. Atypical GH insensitivity syndrome and severe insulin-like growth factor-I deficiency resulting from compound heterozygous mutations of the GH receptor, including a novel frameshift mutation affecting the intracellular domain. Horm. Res. Paediatr. 2010, 74, 406–411. [Google Scholar] [CrossRef]

	



Kofoed, E.M.; Hwa, V.; Little, B.; Woods, K.A.; Buckway, C.K.; Tsubaki, J.; Pratt, K.L.; Bezrodnik, L.; Jasper, H.; Tepper, A.; et al. Growth hormone insensitivity associated with a STAT5b mutation. N. Engl. J. Med. 2003, 349, 1139–1147. [Google Scholar] [CrossRef] [PubMed]

	



Scaglia, P.A.; Martínez, A.S.; Feigerlová, E.; Bezrodnik, L.; Gaillard, M.; Di Giovanni, D.; Ballerini, M.G.; Jasper, H.G.; Heinrich, J.J.; Fang, P.; et al. A novel missense mutation in the SH2 domain of the STAT5B gene results in a transcriptionally inactive STAT5b associated with severe IGF-I deficiency, immune dysfunction, and lack of pulmonary disease. J. Clin. Endocrinol. Metab. 2012, 97, E830–E839. [Google Scholar] [CrossRef] [PubMed]

	



Scalco, R.C.; Hwa, V.; Domené, H.M.; Jasper, H.G.; Belgorosky, A.; Marino, R.; Pereira, A.M.; Tonelli, C.A.; Wit, J.M.; Rosenfeld, R.G.; et al. STAT5B mutations in heterozygous state have negative impact on height: Another clue in human stature heritability. Eur. J. Endocrinol. 2015, 173, 291–296. [Google Scholar] [CrossRef] [PubMed]

	



Klammt, J.; Neumann, D.; Gevers, E.F.; Andrew, S.F.; Schwartz, I.D.; Rockstroh, D.; Colombo, R.; Sanchez, M.A.; Vokurkova, D.; Kowalczyk, J.; et al. Dominant-negative STAT5B mutations cause growth hormone insensitivity with short stature and mild immune dysregulation. Nat. Commun. 2018, 9, 2105. [Google Scholar] [CrossRef]

	



Flanagan, S.E.; Haapaniemi, E.; Russell, M.A.; Caswell, R.; Allen, H.L.; De Franco, E.; McDonald, T.J.; Rajala, H.; Ramelius, A.; Barton, J.; et al. Activating germline mutations in STAT3 cause early-onset multi-organ autoimmune disease. Nat. Genet. 2014, 46, 812–814. [Google Scholar] [CrossRef]

	



Haapaniemi, E.M.; Kaustio, M.; Rajala, H.L.; van Adrichem, A.J.; Kainulainen, L.; Glumoff, V.; Doffinger, R.; Kuusanmäki, H.; Heiskanen-Kosma, T.; Trotta, L.; et al. Autoimmunity, hypogammaglobulinemia, lymphoproliferation, and mycobacterial disease in patients with activating mutations in STAT3. Blood 2015, 125, 639–648. [Google Scholar] [CrossRef]

	



Milner, J.D.; Vogel, T.P.; Forbes, L.; Ma, C.A.; Stray-Pedersen, A.; Niemela, J.E.; Lyons, J.J.; Engelhardt, K.R.; Zhang, Y.; Topcagic, N.; et al. Early-onset lymphoproliferation and autoimmunity caused by germline STAT3 gain-of-function mutations. Blood 2015, 125, 591–599. [Google Scholar] [CrossRef]

	



Boisclair, Y.R.; Rhoads, R.P.; Ueki, I.; Wang, J.; Ooi, G.T. The acid-labile subunit (ALS) of the 150 kDa IGF-binding protein complex: An important but forgotten component of the circulating IGF system. J. Endocrinol. 2001, 170, 63–70. [Google Scholar] [CrossRef]

	



Domené, H.M.; Bengolea, S.V.; Martinez, A.S.; Ropelato, M.G.; Pennisi, P.; Scaglia, P.; Heinrich, J.J.; Jasper, H.G. Deficiency of the circulating IGF system associated with inactivation of the acid-labile subunit gene. N. Engl. J. Med. 2004, 350, 570–577. [Google Scholar] [CrossRef]

	



Heath, K.E.; Argente, J.; Barrios, V.; Pozo, J.; Díaz-González, F.; Martos-Moreno, G.A.; Caimari, M.; Gracia, R.; Campos-Barros, A. Primary acid-labile subunit deficiency due to recessive IGFALS mutations results in postnatal growth deficit associated with low circulating insulin growth factor (IGF)-I, IGF binding protein-3 levels, and hyperinsulinemia. J. Clin. Endocrinol. Metab. 2008, 93, 1616–1624. [Google Scholar] [CrossRef] [PubMed]

	



Domené, S.; Domené, H.M. The role of acid-labile subunit (ALS) in the modulation of GH-IGF-I action. Mol. Cell. Endocrinol. 2020, 518, 111006. [Google Scholar] [CrossRef] [PubMed]

	



Domené, H.M.; Scaglia, P.A.; Martínez, A.S.; Keselman, A.C.; Karabatas, L.M.; Pipman, V.R.; Bengolea, S.V.; Guida, M.C.; Ropelato, M.G.; Ballerini, M.G.; et al. Heterozygous IGFALS gene variants in idiopathic short stature and normal children: Impact on height and the IGF system. Horm. Res. Paediatr. 2013, 80, 413–423. [Google Scholar] [CrossRef] [PubMed]

	



Firth, S.M.; Yan, X.; Baxter, R.C. D440N mutation in the acid-labile subunit of insulin-like growth factor complexes inhibits secretion and complex formation. Mol. Endocrinol. 2011, 25, 307–314. [Google Scholar] [CrossRef]

	



Woods, K.A.; Camacho-Hubner, C.; Savage, M.O.; Clark, A.J.L. Intrauterine growth retardation and postnatal growth failure associated with deletion of the insulin-like growth factor I gene. N. Engl. J. Med. 1996, 335, 1363–1367. [Google Scholar] [CrossRef]

	



Walenkamp, M.J.; Karperien, M.; Pereira, A.M.; Hilhorst-Hofstee, Y.; van Doorn, J.; Chen, J.W.; Mohan, S.; Denley, A.; Forbes, B.; van Duyvenvoorde, H.A.; et al. Homozygous and heterozygous expression of a novel insulin-like growth factor-I mutation. J. Clin. Endocrinol. Metab. 2005, 90, 2855–2864. [Google Scholar] [CrossRef]

	



Netchine, I.; Azzi, S.; Houang, M.; Seurin, D.; Perin, L.; Ricort, J.M.; Daubas, C.; Legay, C.; Mester, J.; Herich, R.; et al. Partial primary deficiency of insulin-like growth factor (IGF)-I activity associated with IGF1 mutation demonstrates its critical role in growth and brain development. J. Clin. Endocrinol. Metab. 2009, 94, 3913–3921. [Google Scholar] [CrossRef]

	



Overgaard, M.T.; Boldt, H.B.; Laursen, L.S.; Sottrup-Jensen, L.; Conover, C.A.; Oxvig, C. Pregnancy-associated plasma protein-A2 (PAPP-A2), a novel insulin-like growth factor-binding protein-5 proteinase. J. Biol. Chem. 2001, 276, 21849–21853. [Google Scholar] [CrossRef]

	



Dauber, A.; Muñoz-Calvo, M.T.; Barrios, V.; Domené, H.M.; Kloverpris, S.; Serra-Juhé, C.; Desikan, V.; Pozo, J.; Muzumdar, R.; Martos-Moreno, G.Á.; et al. Mutations in pregnancy-associated plasma protein A2 cause short stature due to low IGF-I availability. EMBO Mol. Med. 2016, 8, 363–374. [Google Scholar] [CrossRef]

	



Smithies, O.; Gregg, R.G.; Boggs, S.S.; Koralewski, M.A.; Kucherlapati, R.S. Insertion of DNA sequences into the human chromosomal beta-globin locus by homologous recombination. Nature 1985, 317, 230–234. [Google Scholar] [CrossRef]

	



Thomas, K.R.; Capecchi, M.R. Site-directed mutagenesis by gene targeting in mouse embryo-derived stem cells. Cell 1987, 51, 503–512. [Google Scholar] [CrossRef]

	



Muller, U. Ten years of gene targeting: Targeted mouse mutants, from vector design to phenotype analysis. Mech. Deve. 1999, 82, 3–21. [Google Scholar] [CrossRef]

	



Koller, B.H.; Smithies, O. Inactivating the beta 2-microglobulin locus in mouse embryonic stem cells by homologous recombination. Proc. Natl. Acad. Sci. USA 1989, 86, 8932–8935. [Google Scholar] [CrossRef]

	



Zhou, Y.; Xu, B.C.; Maheshwari, H.G.; He, L.; Reed, M.; Lozykowski, M.; Okada, S.; Cataldo, L.; Coschigamo, K.; Wagner, T.E.; et al. A mammalian model for Laron syndrome produced by targeted disruption of the mouse growth hormone receptor/binding protein gene (the Laron mouse). Proc. Natl. Acad. Sci. USA 1997, 94, 13215–13220. [Google Scholar] [CrossRef] [PubMed]

	



Hull, K.L.; Harvey, S. Growth hormone resistance: Clinical states and animal models. J. Endocrinol. 1999, 163, 165–172. [Google Scholar] [CrossRef] [PubMed]

	



Sauer, B.; Henderson, N. Site-specific DNA recombination in mammalian cells by the Cre recombinase of bacteriophage P1. Proc. Natl. Acad. Sci. USA 1988, 85, 5166–5170. [Google Scholar] [CrossRef]

	



Yakar, S.; Liu, J.L.; Stannard, B.; Butler, A.; Accili, D.; Sauer, B.; LeRoith, D. Normal growth and development in the absence of hepatic insulin-like growth factor I. Proc. Natl. Acad. Sci. USA 1999, 96, 7324–7329. [Google Scholar] [CrossRef]

	



Niederriter, A.R.; Davis, E.E.; Golzio, C.; Oh, E.C.; Tsai, I.C.; Katsanis, N. In vivo modeling of the morbid human genome using Danio rerio. J. Vis. Exp. 2013, 24, e50338. [Google Scholar] [CrossRef]

	



Hong, S.; Hu, P.; Marino, J.; Hufnagel, S.B.; Hopkin, R.J.; Toromanović, A.; Richieri-Costa, A.; Ribeiro-Bicudo, L.A.; Kruszka, P.; Roessler, E.; et al. Dominant-negative kinase domain mutations in FGFR1 can explain the clinical severity of Hartsfield syndrome. Hum. Mol. Genet. 2016, 25, 1912–1922. [Google Scholar] [CrossRef] [PubMed]

	



List, E.O.; Berryman, D.E.; Jensen, E.A.; Kulkarni, P.; McKenna, S.; Kopchick, J.J. New insights of growth hormone (GH) actions from tissue-specific GH receptor knockouts in mice. Arch. Endocrinol. Metab. 2019, 63, 557–567. [Google Scholar] [CrossRef] [PubMed]

	



List, E.O.; Duran-Ortiz, S.; Kopchick, J.J. Effects of tissue-specific GH receptor knockouts in mice. Mol. Cell. Endocrinol. 2020, 15, 515:110919. [Google Scholar] [CrossRef]

	



Ahmed, A.S.I.; Xiong, F.; Pang, S.-C.; He, M.-D.; Waters, M.J.; Zhu, Z.-Y.; Sun, Y.-H. Activation of GH signaling and GH-independent stimulation of growth in zebrafish by introduction of a constitutively activated GHR construct. Transgenic Res. 2011, 20, 557–567. [Google Scholar] [CrossRef] [PubMed]

	



Figueiredo, M.A.; Mareco, E.A.; Silva, M.D.; Marins, L.F. Muscle-specific growth hormone receptor (GHR) overexpression induces hyperplasia but not hypertrophy in transgenic zebrafish. Transgenic Res. 2012, 21, 457–469. [Google Scholar] [CrossRef] [PubMed]

	



Silva, A.C.G.; Almeida, D.V.; Nornberg, B.F.; Figueiredo, M.A.; Romano, L.A.; Marins, L.F. Effects of Double Transgenesis of Somatotrophic Axis (GH/GHR) on Skeletal Muscle Growth of Zebrafish (Danio rerio). Zebrafish 2015, 12, 408–413. [Google Scholar] [CrossRef] [PubMed]

	



McMenamin, S.K.; Minchin, J.E.; Gordon, T.N.; Rawls, J.F.; Parichy, D.M. Dwarfism and increased adiposity in the gh1 mutant zebrafish vizzini. Endocrinology 2013, 154, 1476–1487. [Google Scholar] [CrossRef]

	



Udy, G.B.; Towers, R.P.; Snell, R.G.; Wilkins, R.J.; Park, S.H.; Ram, P.A.; Waxman, D.J.; Davey, H.W. Requirement of STAT5b for sexual dimorphism of body growth rates and liver gene expression. Proc. Natl. Acad. Sci. USA 1997, 94, 7239–7244. [Google Scholar] [CrossRef]

	



Xiong, S.; Mei, J.; Huang, P.; Jing, J.; Li, Z.; Kang, J.; Gui, J.F. Essential roles of stat5.1/stat5b in controlling fish somatic growth. J. Genet. Genom. 2017, 44, 577–585. [Google Scholar] [CrossRef] [PubMed]

	



Takeda, K.; Noguchi, K.; Shi, W.; Tanaka, T.; Matsumoto, M.; Yoshida, N.; Kishimoto, T.; Akira, S. Targeted disruption of the mouse Stat3 gene leads to early embryonic lethality. Proc. Natl. Acad. Sci. USA 1997, 94, 3801–3804. [Google Scholar] [CrossRef] [PubMed]

	



Welte, T.; Zhang, S.S.; Wang, T.; Zhang, Z.; Hesslein, D.G.T.; Yin, Z.; Kano, A.; Iwamoto, Y.; Li, E.; Craft, J.E.; et al. STAT3 deletion during hematopoiesis causes Crohn’s disease-like pathogenesis and lethality: A critical role of STAT3 in innate immunity. Proc. Natl. Acad. Sci. USA 2003, 100, 1879–1884. [Google Scholar] [CrossRef] [PubMed]

	



Shen, Y.; Schlessinger, K.; Zhu, X.; Meffre, E.; Quimby, F.; Levy, D.E.; Darnell, J.E., Jr. Essential role of STAT3 in postnatal survival and growth revealed by mice lacking STAT3 serine 727 phosphorylation. Mol. Cell. Biol. 2004, 24, 407–419. [Google Scholar] [CrossRef]

	



Yamashita, S.; Miyagi, C.; Carmany-Rampey, A.; Shimizu, T.; Fujii, R.; Schier, A.F.; Hirano, T. Stat3 controls cell movements during zebrafish gastrulation. Dev. Cell. 2002, 2, 363–375. [Google Scholar] [CrossRef]

	



Miyagi, C.; Yamashita, S.; Ohba, Y.; Yoshizaki, H.; Matsuda, M.; Hirano, T. STAT3 noncell-autonomously controls planar cell polarity during zebrafish convergence and extension. J. Cell Biol. 2004, 166, 975–981. [Google Scholar] [CrossRef]

	



Liu, Y.; Sepich, D.S.; Solnica-Krezel, L. Stat3/Cdc25a-dependent cell proliferation promotes embryonic axis extension during zebrafish gastrulation. PLoS Genet. 2017, 13, e1006564. [Google Scholar] [CrossRef]

	



Ueki, I.; Ooi, G.T.; Tremblay, M.L.; Hurst, K.R.; Bach, L.A.; Boisclair, Y.R. Inactivation of the acid labile subunit gene in mice results in mild retardation of postnatal growth despite profound disruptions in the circulating insulin-like growth factor system. Proc. Natl. Acad. Sci. USA 2000, 97, 6868–6873. [Google Scholar] [CrossRef]

	



Silha, J.V.; Gui, Y.; Modric, T.; Suwanichkul, A.; Durham, S.K.; Powell, D.R.; Murphy, L.J. Overexpression of the acid-labile subunit of the IGF ternary complex in transgenic mice. Endocrinology 2001, 142, 4305–4313. [Google Scholar] [CrossRef]

	



Landi, E.; Karabatas, L.; Scaglia, P.; Pisciottano, F.; Gutiérrez, M.; Ramírez, L.; Bergadá, I.; Rey, R.A.; Jasper, H.G.; Domené, H.M.; et al. Expression of acid-labile subunit (ALS) in developing and adult zebrafish and its role in dorso-ventral patterning during development. Gen. Comp. Endocrinol. 2020, 299, 113591. [Google Scholar] [CrossRef] [PubMed]

	



Baker, J.; Liu, J.P.; Robertson, E.J.; Efstratiadis, A. Role of insulin-like growth factors in embryonic and postnatal growth. Cell 1993, 75, 73–82. [Google Scholar] [CrossRef]

	



Powell-Braxton, L.; Hollingshead, P.; Warburton, C.; Dowd, M.; Pitts-Meek, S.; Dalton, D.; Gillett, N.; Stewart, T.A. IGF-I is required for normal embryonic growth in mice. Genes Dev. 1993, 7, 2609–2617. [Google Scholar] [CrossRef]

	



Yakar, S.; Rosen, C.J.; Beamer, W.G.; Ackert-Bicknell, C.L.; Wu, Y.; Liu, J.-L.; Ooi, G.T.; Setser, J.; Frystyk, J.; Boisclair, Y.R.; et al. Circulating levels of IGF-1 directly regulate bone growth and density. J. Clin. Investig. 2002, 110, 771–781. [Google Scholar] [CrossRef]

	



Elis, S.; Wu, Y.; Courtland, H.W.; Cannata, D.; Sun, H.; Beth-On, M.; Liu, C.; Jasper, H.; Domené, H.; Karabatas, L.; et al. Unbound (bioavailable) IGF1 enhances somatic growth. Dis. Model. Mech. 2011, 4, 649–658. [Google Scholar] [CrossRef] [PubMed]

	



Serbanovic-Canic, J.; de Luca, A.; Warboys, C.; Ferreira, P.F.; Luong, L.A.; Hsiao, S.; Gauci, I.; Mahmoud, M.; Feng, S.; Souilhol, C.; et al. Zebrafish model for functional screening of flow-responsive genes. Arterioscler. Thromb. Vasc. Biol. 2017, 37, 130–143. [Google Scholar] [CrossRef] [PubMed]

	



Conover, C.A.; Boldt, H.B.; Bale, L.K.; Clifton, K.B.; Grell, J.A.; Mader, J.R.; Mason, E.J.; David R Powell, D.R. Pregnancy associated plasma protein-A2 (PAPP-A2): Tissue expression and biological consequences of gene knockout in mice. Endocrinology 2011, 152, 2837–2844. [Google Scholar] [CrossRef] [PubMed]

	



Fujimoto, M.; Andrew, M.; Liao, L.; Zhang, D.; Yildirim, G.; Sluss, P.; Kalra, B.; Kumar, A.; Yakar, S.; Hwa, V.; et al. Low IGF-I bioavailability impairs growth and glucose metabolism in a mouse model of human PAPPA2 p.Ala1033Val mutation. Endocrinology 2019, 160, 1363–1376. [Google Scholar] [CrossRef]

	



Kjaer-Sorensen, K.; Engholm, D.H.; Jepsen, M.R.; Morch, M.G.; Weyer, K.; Hefting, L.L.; Skov, L.L.; Laursen, L.S.; Oxvig, C. Papp-a2 modulates development of cranial cartilage and angiogenesis in zebrafish embryos. J. Cell Sci. 2014, 127, 5027–5037. [Google Scholar] [CrossRef] [PubMed]








[image: Cells 10 02063 g001 550] 





Figure 1. Systematic approach to identify potential pathogenic genetic variants. Flowchart for a systematic approach to select and characterize potential pathogenic genetic variants in children with growth and development disorders. The selection of patient(s) can be directed to individual patients, a trio including the patient and his/her parents, multiple families presenting several affected index cases, or a cohort of patients sharing a similar phenotype. Next-Generation Sequencing (NGS) can be performed using gene panels, Whole Exome Sequencing (WES), or Whole Genome Sequencing (WGS). For variant(s) prioritization, population, disease, and sequence databases are used. Systematic literature review is also required. Variants are then classified according to ACMG criteria as pathogenic, likely pathogenic, of uncertain significance, likely benign, or benign. In silico functional assessment is based upon several computational predictive programs. Finally, to unequivocally determine the pathogenicity of a novel genetic variant, further in vitro functional assays and sometimes in vivo animal models are required. 
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Figure 2. Different filtering strategies applied to WES data analysis. Number of variants obtained in each filtering step is indicated, with the number of genes in parentheses. The sequential filtering strategy which led to the prioritization of probably pathogenic candidate variants, to explain the patients’ phenotype of severe short stature associated with immune dysregulation, was different for each case. For patient 1, variants considered fulfilled the following criteria: adequate quality, an effect on the protein (either located in coding region: nonsense, missense, in-frame deletions or insertions, and frameshift variants), allelic frequency (AF) < 1% in the general population (according to ExAC), consistent with the presumed inheritance pattern (either autosomal recessive (AR) with two variants in different alleles of the same gene or de novo variant were suspected, since her parents and sister were unaffected), and variants included in a 250-candidate gene list. For patient 2, filtering criteria for variants present in the trio included: AF < 1%, AR or de novo inheritance pattern, a biological filter (genes related to lymphocyte activation), and phenotype (eczema, colitis, autoimmune thyroiditis, autoinflammatory disorders). For both cases, a final step of manual curation of several variants was required to select the prioritized STAT3 variant. 
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Figure 3. Molecular models of ALS and IGF1 variants. In silico substitutions were performed using PyMol Mutagenesis Wizard and side-chain rotamers were chosen to avoid steric clashes with the rest of the residues. Selected residues are represented in stick and labeled. (A) p.S490W-ALS variant. The tryptophan side chain (gray) is displayed as an overlay of the WT side chain (green). Loss of hydrogen bond with S512 and steric clashes (depicted as red disks) are predicted after S490W mutation, possibly leading to overall destabilizing effects. (B) Cartoon representation of p.Y108H-IGF1 variant structure (equivalent to p.Y60H in the mature peptide). Y60 (showed in magenta) is an identified residue that interacts with IGF1R. The hydroxyl group of Y60 forms a hydrogen bond (dotted yellow lines) with E46 that is lost after tyrosine for histidine substitution (gray residue). Key residues involved in IGFBP-3 interaction (showed in orange) are located on the surface of IGF1 far from the p.Y60H change. 
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Figure 4. Schematic representation of GH action and the methodological tools applied to the characterization of genetic variants identified in different molecular players. Upon GH binding to dimerized cell-surface GH receptor (GHR), JAK2 is activated and phosphorylates specific tyrosine residues in the intracellular domain of the receptor. STAT proteins bind to these phosphotyrosine motifs through their SH2 domain, become phosphorylated (STAT-P), form homo and heterodimers, and translocate to the nucleus. In the nucleus, STATs dimers bind to specific promoter elements and regulate gene expression. Expression of insulin-like growth factor-1 (IGF1), insulin-like growth factor binding protein-3 (IGFBP-3), and acid-labile subunit (ALS) are upregulated by STAT5 homodimers. Negative regulation of STATs activation is mediated by SOCS (suppressors of cytokine signaling), PIAS (protein inhibitors of activated STATs) and PTPs (protein tyrosine phosphatases). 
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