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Abstract: Predicting the response of wind farms to changing flow conditions is necessary for optimal
design and operation. In this work, simulation and analysis of a frontal passage through a utility
scale wind farm is achieved for the first time using a seamless multi-scale modeling approach.
A generalized actuator disk (GAD) wind turbine model is used to represent turbine–flow interaction,
and results are compared to novel radar observations during the frontal passage. The Weather
Research and Forecasting (WRF) model is employed with a nested grid setup that allows for
coupling between multi-scale atmospheric conditions and turbine response. Starting with mesoscale
forcing, the atmosphere is dynamically downscaled to the region of interest, where the interaction
between turbulent flows and individual wind turbines is simulated with 10 m grid spacing. Several
improvements are made to the GAD model to mimic realistic turbine operation, including a yawing
capability and a power output calculation. Ultimately, the model is able to capture both the dynamics
of the frontal passage and the turbine response; predictions show good agreement with observed
background velocity, turbine wake structure, and power output after accounting for a phase shift in
the mesoscale forcing. This study demonstrates the utility of the WRF-GAD model framework for
simulating wind farm performance under complex atmospheric conditions.

Keywords: wind turbine wakes; large-eddy simulation; generalized actuator disk model;
Weather Research and Forecasting model

1. Introduction

1.1. Background and Motivation

Turbine wake effects have the potential to significantly reduce power production for downstream
turbines in a wind farm [1], and are thus an important modulator of wind power performance.
A reduction in wind speed within turbine wakes has been linked to power losses larger than 40% in
downstream turbines [2]. Increased turbulence intensity in wakes also contributes to fatigue loading
of downstream turbines, resulting in increased downtime, increased maintenance, and shorter turbine
life spans [3–6]. Increases in turbulence intensity to greater than 50% of background values have
been measured as far as 10 rotor diameters Dr downstream of large turbines [7], and reduced wind
speeds from turbine wakes can, in certain cases, be significant beyond 10Dr downstream [8]. Moreover,
intra-farm wake effects are an emerging concern as new wind farms are increasingly being built within
the wind shadow of existing projects [9,10]. These issues underscore the importance of modeling wind
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turbine wakes with high fidelity to improve turbine siting, performance, power forecasting, and grid
integration.

Previous studies have investigated wind turbine wake effects using large-eddy simulation
(LES), and the reader is referred to [11] for a recent review. For example, the classical drag disk
parameterization (with and without rotation) has been used to quantify the vertical transport of
momentum and kinetic energy within a large array of wind turbines [12]. The drag disk concept
has also been used to make recommendations on optimal turbine spacing for a wind farm within
a fully developed atmospheric boundary layer (ABL) [13]. Additional studies [14–23] have also used
parameterized turbines within LES domains to better understand the complex flows within a turbine
array. These and other studies, however, have used idealized inflow, initial, and boundary conditions
that lack the variability of real atmospheric flows.

Wind turbine wake formation and evolution are strongly influenced by environmental drivers
such as atmospheric stability, terrain, heterogeneous surface characteristics, and weather events.
However, the ability to simulate wind farm operations under variable weather conditions is currently
limited by the absence of realistic weather effects in the computational fluid dynamics (CFD) tools
used to study flow interaction with wind turbines. Mesoscale weather prediction models can represent
these drivers by using realistic initial and boundary conditions along with representations of important
atmospheric and environmental processes. It is therefore possible to study the response of a wind
turbine array to realistic weather forcing by incorporating mesoscale input into a microscale wind
farm CFD simulation [24–27]. A more seamless simulation framework that uses one model capable of
internally coupling mesoscale forcing with a microscale wind farm simulation further eliminates the
challenges associated with coupling different codes together.

In this work, such a unified framework is demonstrated within the Weather Research and
Forecasting (WRF) model [28]. The WRF model is selected based on its support of both meso- and
microscale simulation, a wide user base, and an active development community that has contributed
numerous improvements and capabilities to enhance representation of realistic atmospheric conditions.
The WRF model couples mesoscale and microscale simulations with grid nesting, which allows a subset
of a computational domain to be simulated at finer resolution utilizing lateral boundary conditions
from the parent domain. Grid nesting allows downscaling to sufficiently fine resolution to support
LES, which resolves the energetically important scales of turbulence and thus provides a high-fidelity
simulation framework for wind farm simulations in turbulent flows. The WRF model also permits
the incorporation of important mesoscale model features, such as boundary layer and land surface
processes, atmospheric radiation, cloud parameterizations, and data assimilation into fine-resolution
LES to more realistically model the physics of wind farm aerodynamics and wake evolution.

Wake simulation requires a wind turbine parameterization that is appropriate for the resolution
of the model. The WRF model currently supports two mesoscale wind turbine parameterizations that
impose a momentum sink (based on drag forces) and a turbulence kinetic energy (TKE) source on
computational grid cells spanned by the wind turbine’s blades [29,30]. These parameterizations are
designed to work at much coarser resolution than that necessary for LES. In recent work, an actuator
disk parameterization that is more appropriate for LES resolutions has been implemented into the
WRF model [31]. In the actuator disk parameterization, thrust and rotational (torque) forces arising
from aerodynamic interactions of the flow with the turbine blades are averaged over a discretized
two-dimensional disk and applied to the momentum equations in the vicinity of the turbine location.

The actuator disk parameterization with torque included has been shown to perform well
in representing the far wake (greater than 2–4Dr downstream), especially when compared to
the same parameterization without torque [16]. Furthermore, a generalized actuator disk (GAD)
parameterization (including both drag and torque forces) implemented into the WRF model has been
demonstrated to produce wakes that compare well with observations at 2–6Dr downstream [31,32].
This WRF-GAD model framwork has been tested further in idealized LES setups [33,34], and has been
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shown to perform similarly to a much finer resolution generalized actuator line model beyond 1–2Dr

downstream [35].
Here, using a nested WRF model framework, LES results of wind turbine wakes are compared to

novel observations of a frontal passage through a real wind farm discussed below in Section 1.2 [36].
The GAD model implementation of [31] is used, including new capabilities that allow for the simulation
of realistic wind turbine operations (see [37], as well as Section 2.3 below). Furthermore, the use of
a stochastic inflow perturbation method [38,39] that stimulates the development of resolved turbulent
structures in nested LES domains is explored.

1.2. Case Study and Observations

The present case study was chosen due to the availability of dual Doppler radar measurements
of a frontal passage through a utility scale wind farm in Oklahoma [36]. To the knowledge of the
authors, this is the only available observational dataset that encompasses a wind ramp event within
the footprint of a large turbine array. Two mobile Ka–band research Doppler radars were deployed
at the wind farm on 21 November 2013. The deployment collected remotely sensed measurements
of the wake and complex flows over a large three-dimensional domain encompassing a section of
the turbine array in the horizontal (including 32 turbines) and a vertical depth through the turbines’
rotor sweep. The horizontal resolution of the radar data was 20 m, while the vertical resolution was
10 m; the time resolution was 80 s to scan the full radar volume. The wind turbines themselves have
a 3-blade, horizontal axis design with the blades upstream of the tower and nacelle. Each turbine
has hub height of 80 m above ground level (AGL) and a rotor diameter of Dr = 82.5 m. They are
spaced roughly 4–5 Dr in the along-row direction and roughly 10–20 Dr between rows. Radar data are
available between 13:00 and 16:12 coordinated universal time (UTC), with the ramp event occurring
just before 16:00 UTC.

Power output data (10-min averaged) are also available for each turbine. The reader is referred
to [36] for additional details of the observations. A schematic of the field deployment, including turbine
locations, the dual-Doppler radar analysis domain, and the location of a meteorological tower used
for model validation in Section 2.2 below, is shown in their fig. 1. In addition, two vertical profiling
light detection and ranging (lidar) units were deployed at the wind farm and were co-located with
meteorological towers. The unit nearest the radar region suffered a power loss that coincided with the
radar study; lidar data are therefore not available on the day of the frontal passage. Wind speed and
direction data are available from an additional nearby lidar unit and are used here for model validation
in Section 2.2. This lidar was a continuous wave ZephIR 300 model (ZephIR Ltd., North Ledbury, UK).
The system was programmed to measure all heights within the turbine rotor sweep (40–120 m AGL at
10 m intervals). More information about the lidar and data processing can be found in [40].

2. Methods

2.1. Computational Setup

Version 3.7.1 of the WRF model is employed with six domains (5 nested) ranging in horizontal
grid spacing from 18.75 km on the outermost domain, d01, to 10 m on the innermost domain, d06
(see Table 1). The same vertical grid is used in each domain, with 178 levels and a domain top of
roughly 16 km. The vertical grid spacing ∆z is roughly 10 m for the first grid cell above the surface.
Stretching is applied above the first cell with a smooth tanh function such that the stretching factor
increases farther away from the surface but never exceeds 1.1.

Initial and boundary conditions for d01 are obtained from reanalysis data. Two reanalysis datasets are
used and evaluated in Section 2.2 below. The first dataset is from the National Centers for Environmental
Prediction (NCEP) North American Mesoscale Forecast System (NAM), and is available every 3 h at
12 km horizontal resolution. The second dataset is from the Global Forecast System (GFS), and is available
every 3 h at 0.5 degree horizontal resolution (roughly 50 km in the region of interest). The WRF model’s
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lateral boundary condition forcing is applied at three-hour intervals and linearly interpolated in between.
Relaxation towards the lateral boundary values is applied around the edge of d01. Grid analysis nudging
(WRF model namelist option grid_fdda = 1) using the default nudging parameters is applied to the outer
three domains in order to better match observations, as discussed in the next section.

Table 1. Selected parameters for six-way nested WRF model setup spanning the outermost (d01) to
innermost (d06) domains.

Domain ∆x [m] Nest Ratio Nx × Ny ∆t [s] Turb. Closure Nudging

d01 18,750 - 202 × 202 15 MYJ Yes
d02 6250 3 202 × 202 5 MYJ Yes
d03 1250 5 201 × 201 1 MYJ Yes
d04 250 5 201 × 201 0.2 MYJ No
d05 50 5 481 × 481 0.04 TKE 1.5 No
d06 10 5 601 × 601 0.008 TKE 1.5 No

Nested domain locations are chosen to focus the region of interest within d06, which contains
a subset of the wind turbines captured in the radar observations [36], see Figure 1. Because the wind
comes primarily from the east and north during the frontal passage event (see Figure 2), turbines
are located in the southwest corner of d06. This provides fetch for the development of turbulence,
while still allowing space for wakes to develop downstream of the turbines. To make efficient use
of computational resources, the entire wind farm is not included in the simulation; only an upwind
subset of 21 wind turbines (including 2 rows of turbines) is used.

Figure 1. Terrain height for the innermost domain, d06, shown in meters above sea level (ASL).
In addition, the locations of 21 simulated wind turbines, as well as the meteorological tower used for
validation in Section 2.2, are included. Note that the lidar used for validation is roughly 4 km south of
the region depicted here.

One of the benefits of using the WRF model for this multi-scale framework is the availability
of atmospheric physics options. Here, the WSM 3-class microphysics scheme (mp_physics = 3),
the RRTM longwave radiation scheme (ra_lw_physics = 1), the Dudhia shortwave radiation scheme
(ra_sw_physics = 1), the Monin–Obukhov (Janjić Eta) surface layer scheme (sf_sfclay_physics = 2),
and the unified Noah land surface model (sf_surface_physics = 2) are used on all domains.
The Kain–Fritsch cumulus parameterization (cu_physics = 1) is used on the outermost domain.
The reader is referred to [28] and the references therein for additional details on the WRF model’s
physics schemes.
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Figure 2. Comparison of WRF modeled (a) wind speed; (b) wind direction; and (c) temperature to
observations at 80 m AGL (turbine hub height). Mesoscale WRF model results (from d03) are shown as
instantaneous values every 10 min for various forcing datasets and nudging options. Observations
are displayed as the 10-min mean ± standard deviation, with data points at the middle of the 10-min
range. In (b), the wind direction is modified for visualization purposes by subtracting 360◦ from values
above 180◦ (such that 0◦ is northerly flow, 90◦ is easterly flow, −90◦ is westerly flow, and 180◦/−180◦

is southerly flow).

The WRF model also offers a variety of turbulence closure schemes that are appropriate for
both mesoscale and LES domains. On the outer three domains (d01–d03), which can be considered
mesoscale domains, planetary boundary layer (PBL) schemes are appropriate. For these domains,
the Mellor–Yamada–Janjić (MYJ) scheme, which compared favorably with other closure models at
a similar wind farm [41], is employed. On the inner two domains (d05 and d06), the resolution is fine
enough to resolve turbulent structures, making LES more appropriate. For these domains, the TKE 1.5
order subgrid model is employed. A particular difficulty of multi-scale meteorological simulations
is the parameterization of turbulence in the gray zone or terra incognita, where neither PBL nor LES
closures are technically appropriate [42]. Domain d04, which has a horizontal grid spacing ∆x = 250 m,
falls within the gray zone. However, in the absence of clear guidelines for turbulence parameterization
at this resolution, the decision was made to nest through the gray zone using a PBL scheme on d04 to
reach the region of interest on LES grids (d05 and d06).

The WRF model framework used here also includes the capability to stimulate turbulence on
LES domains using a stochastic inflow perturbation method known as the cell perturbation method
(CPM; [38,39]). When LES domains are initiated from a parent domain with coarser resolution, it takes
time and space (fetch) to spin up turbulence on the finer domain. If turbulence takes too long to
develop, this can limit the performance of the multi-scale simulation. The CPM works by applying
a small temperature perturbation to the flow on the upwind domain boundaries, thus reducing
turbulence spin up time and fetch for that domain. In the present simulations, the CPM is applied on
the finest two domains (d05 and d06), and its effectiveness is explored below in Sections 3.2 and 3.3.
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The mesoscale portion of the model (domains d01–d03) is run from 6:00–22:00 UTC on 21
November 2013 to allow for adequate spin up before the frontal passage at roughly 16:00 UTC.
The inner domains (d04–d06) are initialized from a restart file at 15:00 UTC and run until 17:00 UTC.
A drawback of this setup is that the initial conditions for the inner nests must be interpolated from
d03, resulting in coarse topography from d03 being used for d04–d06 (as seen in Figure 1).

Note that the topography resolution used on d03 is the standard 30 s topography data available
in the WRF model package. It would, however, be computationally too expensive to run the inner
domains for the full spin up period, which would be necessary to initialize them with higher-resolution
topography in the standard WRF model release. Therefore, the decision was made to use the default
topography so that a longer spin up time could be completed for the mesoscale domains. Future work
could evaluate the nested grid setup and include higher-resolution topography, both of which are
known to affect the development of turbulence on the innermost domains of multi-scale simulations.

2.2. Model Validation

To ensure that accurate mesoscale conditions are used to force flow through the wind turbine
array on the innermost domain, the model is validated through comparison to nearby observations.
Wind speed and temperature were measured at a nearby meteorological tower, the location of which is
shown in Figure 1. Due to processing issues with the time-averaged wind direction measured on the
tower, similar wind direction values are instead reported from a lidar that was positioned near the
wind farm but roughly 4 km south of the region shown in Figure 1. These observations are compared
to WRF model data from d03, the finest mesoscale domain, at 80 m AGL, the turbine hub height.

Comparisons for several forcing options, including NAM data with and without nudging, as well
as GFS data with and without nudging, are shown in Figure 2. Note that the rotor equivalent wind
speed, or average wind speed across the entire rotor disk, were also calculated; however, on this
particular day, the rotor equivalent wind speed and hub-height wind speed were essentially identical.
For brevity, only hub-height wind speed is shown here.

Forcing the WRF model with NAM data plus grid analysis nudging provides the best agreement
with observations, capturing the overall magnitude of the wind ramp, change in wind direction,
and temperature drop associated with the frontal passage. Although this is not shown, the NAM-forced
WRF simulation also qualitatively captures the transition from near-neutral to slightly unstable
conditions following the frontal passage, as noted by [36]. While the frontal passage happens roughly
an hour late in the model with NAM plus nudging, this forcing still outperforms the other options.
In what follows, all presented model results will be from this case. Additional modifications could
possibly be made to better capture the time of the frontal passage, however this is not certain and
is beyond the scope of the present study. Instead, model results are shifted back 50 min to allow for
direct comparison between model results and radar observations during the frontal passage, which is
of primary interest here.

2.3. Model Improvements

The GAD model implemented into the WRF model by [31] is used to parameterize the wind
turbines’ effect on the flow within domain d06. For the present study, improvements were made to
the original implementation to better simulate an operational wind farm. These include the capability
of individual turbines to yaw, or rotate toward the oncoming wind [37], as well as a new turbine
power calculation.

2.3.1. Turbine Yawing

Yaw error is accumulated at each time step as

En
yaw = En−1

yaw + sign(∆φn)(∆φn)2∆t, (1)
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where ∆φ is the difference between the direction the turbine is facing and the incoming wind direction,
n is the time step, and Eyaw is initially 0. When the absolute value of the accumulated error exceeds
a user-defined threshold, the turbine begins to yaw at a user-defined rate until ∆φ ≈ 0, at which point
Eyaw is reset to 0. No yaw error is accrued while yawing is taking place. Here, an error threshold of
10,000 (◦)2 s (i.e., 10◦ of yaw error accrued for 10 s) and a yaw rate of 2◦ s−1 are used.

The incoming wind direction necessary for yawing is calculated as a running average over the
previous 100 time steps of the wind direction at a designated inflow point. The inflow point is chosen to
be one rotor diameter upstream of the turbine hub in the direction it is currently facing, and at roughly
the same height AGL as the hub (i.e., along a terrain-following grid line from the hub). The inflow
velocity used in the turbine force calculations is calculated similarly at the inflow point using a running
average. Turbine cut-in and cut-out capabilities have also been added such that, when the incoming
wind speed for an individual turbine is outside of the cut-in/cut-out range, no turbine forces or yaw
errors are calculated.

2.3.2. Turbine Power Calculation

The power output of each turbine is estimated as the power extracted from the flow by the GAD
model. At each WRF model grid cell, the GAD model parameterizes the forces due to each turbines’
blades on the surrounding air, and these forces can be summed in three dimensions to calculate the
power extracted by each turbine,

P = ∑
x,y,z

ΩrFtG(dn)∆x∆y∆z. (2)

Here, Ω is the rotational velocity of the turbine, r is the radial distance from each grid cell center
to the turbine hub axis, Ft is the force tangential to the rotor plane at each grid cell center, and ∆x, ∆y,
and ∆z are grid cell dimensions. The factor G(dn) is a Gaussian smoothing term that is a function of
the normal distance from each grid cell center to the rotor plane dn. The reader is referred to [31,37] for
additional discussion of these terms. Turbine power estimated from the WRF-GAD model is compared
to observations below in Section 3.3.

3. Results

The multi-scale WRF-GAD model captures the arrival of the front, including the rotation of the
wind turbines and the subsequent bending of the wakes. An animation of model results from domain
d06 are included in the supplementary material (see Video S1, in Supplementary Materials). In what
follows, model results will be compared to available observations of wind speed and turbine power
output during the frontal passage.

3.1. Background Flow and Turbine Wake Comparison

A comparison of hub-height wind speed between the model and radar observations is shown
in Figure 3. Following [36], the processed radar data can be considered a “psuedo-average” over the
80 s scanning period. However, the model results are shown as instantaneous snapshots in order to
emphasize resolved turbulence structure. As previously noted, the mesoscale model forcing creates
a difference in the timing of the frontal passage in the observations versus the model, and therefore the
model results are shifted back 50 min to facilitate comparison with radar data.

Even after the shift, there is a slight misalignment of the wind ramp timing at the meteorological
tower (see in Figure 3, bottom panel), likely due to differences in the frontal shape and dynamics
between the model and the observations. The present work is focused on comparing the modeled and
observed dynamics at the wind farm, rather than focusing on the exact timing of the frontal passage as
provided by the mesoscale forcing. Note also that the hub height wind speed at the tower, as shown
in the bottom panel of Figure 3, is taken from the innermost domain d06, and is therefore slightly
different from the hub height wind speed shown in Figure 2a, which is taken from domain d03.
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Figure 3. Hub-height wind speed comparison between radar observations and time-shifted WRF
model results at the times indicated by the dotted lines in the bottom panel. Wind speed observed at
the meteorological tower at 80 m AGL, as in Figure 2, and time-shifted modeled wind speeds from
domain d06 at the same height, are shown in the bottom panel, with 10-min average values shown at
the middle of the 10-min range.
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Good agreement between the WRF-GAD model results and the observations is seen in the
magnitude (plus or minus roughly 3 m s−1) and direction of the background flow, as well as in
the scale and direction of the turbine wakes. The three leftmost turbines in the radar observation
field are not included in the model because they were too close to the d06 boundary. Additionally,
two second-row turbines that are active in the model were inactive during the observations (this is
confirmed by available turbine power data) and therefore did not produce measureable wakes.

Before the frontal passage, the background flow is relatively quiescent and easterly-northeasterly.
As the front passes through the array, the wind direction rotates to northerly, and the wind speed
increases by nearly 10 m s−1. The yawing feature of the GAD model captures the resulting turbine
rotation, including the bending of turbine wakes (see Figure 3, 15:38 UTC). It is important to note here
that the yawing functionality of the modeled turbines is approximate because that of the real turbines
is proprietary (and therefore unknown by the authors). Thus, there are likely differences in the yawing
functionality between the modeled and real turbines, although this is difficult to quantify.

Following the frontal passage, increased turbulence is seen in the radar data, with large-scale
“streaky” structures which are known to occur in ABL flow [43,44] oriented roughly north–south,
as well as smaller-scale turbulent motions. This turbulence reduces the coherence of the turbine wakes
(see discussion in [36]), making them more difficult to discern in Figure 3 (e.g., 15:47 and 16:08 UTC).
The increase in turbulence intensity during the frontal passage is further evidenced by an increase
in the standard deviation of the wind speed, as shown in the bottom panel of Figure 3. While both
the observations and model results show an increase in the standard deviation of the wind speed as
the front passes, the observed increase is larger. Increasing the intensity of resolved turbulence in the
model may be addressed in future simulations by using improved turbulence downscaling techniques
(see Section 3.2).

The magnitude of the turbine wakes can be quantified using the perturbation wind speed within
the farm,

Wp = W − Win, (3)

where W is the wind speed and Win is an upstream inflow wind speed (see Figure 4). Here, Win is
estimated by averaging W along the west–east transect at y = 3.5 km. This calculation is similar to
a wake deficit but is calculated for the entire farm rather than for individual turbines. Over the time
range shown in Figure 4, Win estimates from the radar observations vs. the model results differ by
roughly 1 m s−1 or less, providing a good baseline for comparison (see Figure 4, bottom panel).

The wind speed perturbation in the turbine wakes can be as large as 10 m s−1, and it increases in
magnitude as the background wind speed increases. Agreement in Wp values is best prior to the frontal
passage (14:43–15:38 UTC), when the background flow is more quiescent. As larger scale turbulent
structures move through the turbine array during the frontal passage (15:47–16:08 UTC), the modeled
Wp results show more persistent wakes than the observations; however, the magnitude and direction
of the wakes are still similar.
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Figure 4. Hub-height wind speed perturbation Wp (Equation 3) comparison between radar observations
and time-shifted WRF model results at the times shown in Figure 3 and indicated in the bottom panel.
The observed and modeled inflow wind speed Win at 80 m AGL are also shown in the bottom panel.
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3.2. Turbulence Downscaling

To examine the effectiveness of the CPM in downscaling turbulence in the multi-scale WRF
model, a second simulation is performed with the CPM turned off. As seen in Figure 5, which shows
hub-height velocity fields, the CPM stimulates the development of smaller-scale turbulent features
both before and after the frontal passage. Although the model grid is able to support these features,
they do not have adequate time or fetch to develop when the CPM is not used. Thus, without the CPM,
the background flow contains only weak turbulence before the frontal passage and only larger-scale
turbulent structures after the frontal passage.

Figure 5. Comparison of hub-height velocity between WRF model runs (a,c) with and (b,d) without the
cell perturbation method. Results are shown (a,b) before the frontal passage, and (c,d) after the frontal
passage. The times shown, 14:43:00 and 16:06:10 UTC (+ 50 min.), correspond to panels in Figures 3
and 4.

The effect of the CPM on modeled power output is discussed in the next section. The CPM would
be especially useful when examining turbulence spectra or TKE in detail; however, turbulence data
are not available for comparison in this case study. In addition to using the CPM, it is also likely that
improving the resolution of the topography or using a more sophisticated LES scheme would help the
model capture smaller-scale turbulent structures. These ideas will be pursued in future work.

3.3. Turbine Power Output Comparison

Turbine power production is estimated from the WRF-GAD model using Equation (2) and output
every minute. The 10-min averaged power predicted by the WRF model is in good agreement with the
observed power. Data from select turbines (7 and 17, see locations in Figure 1) are shown in Figure 6a,b,
and agreement is similar among the other modeled turbines (not shown).
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Figure 6. Power output comparison between observations and time-shifted WRF model results, both
with and without the cell perturbation method, for turbines (a) 7 and (b) 17 (see Figure 1); (c) average
power output from time-shifted WRF model results with the cell perturbation method, including
averages for northern and southern turbine rows.

Although the model data are shifted to improve alignment with radar data, the wind ramp
still occurs roughly 10 min early in the model as opposed to the observations. This accounts for the
difference in timing of the power ramp in Figure 6a,b.

High-frequency power output from the model, also shown in Figure 6a,b, reveals large power
fluctuations both during and after the frontal passage event. These fluctuations are caused both by
ambient turbulence and by the passage of wakes from upstream turbines, and can be greater than
0.5 MW. Turbine 7 (Figure 6a) is upstream of the other turbines and therefore experiences minimal
power fluctuations, resulting only from ambient turbulence. In contrast, turbine 17 (Figure 6b) is
affected by wakes from several upstream turbines (see Figure 4), and therefore experiences much
larger power fluctuations, especially following the wind ramp. High frequency power data are not
available for comparison.

In general, wake effects cause the average power output of the southern row of turbines to be
less than that of the northern row (Figure 6c). However, after the frontal passage, the turbines in both
rows are operating at or near rated power, PR. Similar results were found in the observed power data
(compare “northern” and “southern” rows here to “northern” and “middle” rows, respectively, in [36],
Figure 7). By modifying the resolved turbulence in the model, the CPM also has an effect on the turbine
power output. The effect is larger during and after the frontal passage as the flow becomes more
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turbulent. While the effect of the CPM on the upstream turbine is minimal (Figure 6a), the CPM helps
to reduce the overestimate in power after the frontal passage for the downstream turbine (Figure 6b).

A power curve was constructed for the WRF-GAD model using idealized simulations with flat
terrain and a constant forcing velocity (see Figure 7).

0 3 6 9 12 15 18
Hub-height Wind Speed [m s−1]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

P/
P R

Actual
WRF-GAD model
Rated power

Figure 7. Comparison of WRF-GAD model power curve, created using idealized simulations with flat
terrain and a constant forcing velocity, to actual power curve for the turbines in the study area.

While the WRF-GAD model power curve generally follows the actual power curve, it tends to
overestimate power when wind speeds are in the range of 10–13 m s−1. This helps to explain the
general overestimate of power by the WRF-GAD model following the wind ramp event (after roughly
15:45 UTC in Figure 6), when the ambient wind speed is roughly within this range. The overestimated
power is likely a result of the simplifications inherent to the GAD model parameterization, and could
be improved in future studies.

4. Conclusions

A multi-scale WRF model framework has been used to simulate wind farm performance during
a frontal passage event. To the knowledge of the authors, this is the first seamless multi-scale simulation
of such a case. Using grid nesting, the model transitions from mesoscale to large-eddy simulation
with an embedded wind turbine parameterization, the generalized actuator disk model implemented
into the WRF model by [31]. Several updates were made to this parameterization to simulate realistic
turbine operations, including a yawing capability and a power output calculation. Furthermore,
the cell perturbation method was used to improve the downscaling of turbulent structures within the
region of interest.

When compared to novel radar observations, the model was shown to capture both the dynamics
of the frontal passage and the turbine response, after accounting for a time shift in the mesoscale
forcing data. Model predictions showed remarkably good agreement with observed turbine wake
structure, velocity perturbation, and power output. The updated yawing feature of the GAD model
captured the resulting turbine rotation accurately, including the bending of turbine wakes. In general,
wake effects caused the average power output of the southern row of turbines to be less than that of
the northern row, and turbines in both rows were at or near rated power following the frontal passage,
as seen in the observed power data. These results demonstrate the promise of the WRF-GAD model
framework for multi-scale simulations of wind farm operation.
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Future studies could utilize this framework, in combination with new observations, to examine
other important interactions between wind farms and complex atmospheric dynamics. Of particular
interest is the comparison of modeled and observed turbulence quantities, which were not available
in this study. Of additional interest are atmospheric stability effects, such as the presence of cold
pools and low level jets, which are known to modulate wind farm power output and cause issues
balancing the electrical grid [45]. Since many wind farms are located in regions of complex terrain
such as mountains, valleys, and ridges, it is also critical to accurately predict turbine response to
terrain-induced flows [46]. By combining the benefits of a numerical weather prediction model with
those of a microscale wind turbine simulation, the WRF-GAD model framework is well suited to take
on these modeling challenges.

Supplementary Materials: The following is available online at https://doi.org/10.5281/zenodo.3579571,
Video S1: Multi-scale simulation of flow through a wind farm during a frontal passage event.
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38. Muñoz-Esparza, D.; Kosović, B.; Mirocha, J.D.; van Beeck, J. Bridging the transition from mesoscale to
microscale turbulence in numerical weather prediction models. Bound.-Layer Meteor. 2014, 153, 409–440.
[CrossRef]
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