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Abstract: Transportation sources are a major contributor to air pollution in urban areas, and the role
of air quality modeling is vital in the formulation of air pollution control and management strategies.
Many models have appeared in the literature to estimate near-field ground level concentrations from
mobile sources moving on a highway. However, current models do not account explicitly for the
effect of wind shear (magnitude) near the ground while computing the ground level concentrations
near highways from mobile sources. This study presents an analytical model (SLINE 1.0) based on
the solution of the convective–diffusion equation by incorporating the wind shear near the ground
for gaseous pollutants. The dispersion coefficients for stable and unstable atmospheric conditions
are based on the near-field parameterization. Initial vertical dispersion coefficient due to the wake
effect of mobile sources is incorporated based on a literature review. The model inputs include
emission factor, wind speed, wind direction, turbulence parameters, and terrain features. The model
is evaluated based on the Idaho Falls field study (2008). The performance of the model is evaluated
using several statistical parameters. Results indicate that the model performs well against this
dataset in predicting concentrations under both the stable and unstable atmospheric conditions. The
sensitivity of the model to compute ground-level concentrations for different inputs is presented for
three different downwind distances. In general, the model shows Type III sensitivity (i.e., the errors in
the input will show a corresponding change in the computed ground level concentrations) for most of
the input variables using the ASTM (American Society for Testing and Materials) method. However,
some recalibration of the model constants is needed using several field datasets to make sure that the
model is acceptable for computing ground-level concentrations in engineering applications.

Keywords: line source model; gaseous pollutants; wind shear; sensitivity analysis; model evaluation

1. Introduction

Air pollution dispersion modeling is based on the physics and chemistry involved in
the process of advection/dispersion of contaminants and could predict and estimate the
concentrations of contaminants by considering source origin, composition, and emissions.
Mathematical/numerical techniques are used to simulate ground-level concentrations in
air quality models. Inputs of air quality modeling include source information, meteoro-
logical data, and the surrounding terrain [1,2]. An important meteorological parameter is
atmospheric stability. The tendency to enhance and resist atmospheric motions is called
atmospheric stability. Over the last 50 years, several methods have been proposed to
classify atmospheric stability. Some of these methods are based on the variation in temper-
ature with height, wind speed, insolation (day-time), and cloud cover (night-time). The
concentration of pollutants is affected by the convective and mechanical turbulence. For
unstable atmospheric conditions, more dilution is expected due to convective activities
when compared with stable atmospheric conditions [3,4].
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Air pollution dispersion modeling is typically an inexpensive approach when com-
pared to field studies. Most dispersion models use computer programs to simulate the
movement of air pollutants in the atmosphere and to estimate the pollutant concentrations
in a geographic location. There are different types of models based on the nature of sources
(such as point, line, area, and volume sources) [5]. “Line source models” are used to
calculate and predict the concentration of pollutants that are continuously emitted from
automobiles/trucks on highways. The effect of pollution from line sources is high in an
urban environment due to their major contribution to local air quality. Vehicular density,
vehicle speed, and emission rate are the major variables to be considered for the prediction
analysis of air quality involving mobile sources [6–8].

The purpose of this paper is to develop and evaluate a line source model, SLINE
1.0, for gaseous pollutants by incorporating wind shear near the ground under stable
and unstable atmospheric conditions. The change in wind velocity with height near the
ground is defined as wind shear for the purpose of this development. The sensitivity
of the model in predicting ground-level concentrations to input variables/parameters
is also presented to identify how sensitive the model is towards the independent input
variables/parameters.

2. Literature Review

The literature review indicated that many line source air quality models have been
developed over the last 50 years. The mathematical formulation of these models can be
analytical, statistical, or numerical. The solution of the convective–diffusion equation for a
line source was available in the 1950s [8]. During the 1960s and 1970s, many Gaussian-based
dispersion models were introduced. These formulations were a function of meteorology,
receptor locations, and highway geometry. The differences in formulations were due to
the assumptions made during the solution of the convective–diffusion equation or the
specification of plume spread rates. However, these models did not perform very well
when the predicted results were compared with the observed values. The primary reason
was a difficulty in accounting for atmospheric dispersion and turbulence [9]. Subsequently,
many experimental field studies have been conducted to improve the models.

HIWAY1 was developed in the early 1970s to predict mobile source emissions near
roadways [10]. In 1978, Chock formulated General Motors’ (GM) line source model by
incorporating wind speed correction and modified values for vertical dispersion coefficients
to address wake turbulence from the vehicles [11]. In 1980, Rao and Keenan evaluated
the existing models and suggested new dispersion curves for pollution dispersion near
highways [12,13]. Model development continued from the 1980s onwards to address
vehicle-induced turbulence, surface roughness, averaging time, new provisions for plume
spread, and other turbulence mixing parameters [14].

The USEPA (United States Environmental Protection Agency) Office of Research and
Development introduced a CALINE (California Line Source) dispersion model in 1972
based on the Gaussian plume model using Pasquill–Gifford (P–G) atmospheric stability
classes. CALINE was developed by focusing on the prediction of CO concentration near
roadways [15]. In 1975, formulations for depressed roadways were added to develop
CALINE2 [16]. In 1979, the vertical and horizontal dispersion curves were revised along
with updating vehicle-induced turbulence, averaging time, and introducing a finite line
source to develop CALINE3 to reduce over-predictions. In 1984, CALINE4 was introduced
with the addition of chemical reactions for NO2 and PM, intersections, and updating lateral
plume spread and vehicle-induced turbulence. CALINE, CALINE2, and CALINE3 are open
source models and are available freely to the public, unlike CALINE4 [17]. In 1989, Luhar
and Patil developed a General Finite Line Source Model (GFLSM) based on the Gaussian
diffusion equation and evaluated it based on data collected at intersections in Mumbai and
New York [18]. Around the early 1990s, the CAL3QHC screening model was developed
to auto-estimate the queue lengths of vehicles at the intersections. The enhanced version
of CAL3QHC is CAL3QHR, a more flexible model than CAL3QHC with a two-tiered
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approach [19]. In the same decade, the ISCST2 (Industrial Source Complex Short Term 2)
model was introduced by incorporating mixing height algorithms. It could estimate the
concentration of pollutants with varying emission rates from point sources. According
to Eerens, the CAR model was developed in 1993 and evaluated with the data collected
in urban areas of the Netherlands [20]. ISCST3 was developed in 1995 by incorporating
the new area source option and algorithms of dry deposition [21]. Later, the GFLSM was
improved by Sharma based on experiments conducted at intersections in Delhi, India [22].
A road network dispersion model named CAR-FMI was developed similarly to a CAR
model to predict concentrations of pollutants from automobiles near industrial areas [23].
The ROADWAY model was developed while studying vehicle wakes and the dispersion
phenomena in pollutants from the vehicles [24]. COPERT and CEM are also major models
used to calculate the concentration of pollutants from vehicular emissions [25]. During this
period, the ADMS model was developed by CERC, UK [21]. The progress of these model
developments has helped regulatory agencies to estimate the impacts of emissions.

A commonly used line source model, CALINE4, uses a range of traffic and fleet
characteristics and a diffusion equation to assess the impacts of a road at a small scale. It
is specifically designed for assessing air quality impacts at roadways or intersections and
used to predict impacts of changing traffic volumes, signal phasing, or adding additional
lanes to a roadway [26]. In New Zealand, a similar model named VEPM was developed,
which uses real and lab-based emissions data to predict emissions up to the year 2040 from
a roadway [27].

The research has continued to develop, assess, and evaluate the pre-existing models
and to increase the scope of accuracy for future models. In 2005, the USEPA replaced
the ISC model with AERMOD which contains an updated atmospheric stability scheme
and the ability to characterize the planetary boundary layer through both surface and
mixed layers [28]. In 2007, Gokhale developed a simple semi-empirical box model based
on the traffic flow rate at the busiest traffic road intersections in Delhi. He estimated hourly
average carbon monoxide (CO) concentrations and optimized specific vehicle emission
rates based on vehicle category. Through this study, he was able to show that the nature
of vehicle flows influence the rate and nature of the dispersion of pollutants which affect
pollutant concentrations in the road vicinity [29]. In 2011, Xie conducted a study on
both the daily and hourly concentration levels of CO, PM10, NO2, and O3 during the
Beijing Olympic Games, conforming to the Grade II China National Ambient Air Quality
Standards. A notable reduction in concentration levels was observed in different regions
of Beijing, with the traffic-related air pollution in the downwind northern and western
areas. According to Xie, the “Traffic Restriction Scheme (TRS) policy was effective in
alleviating traffic-related air pollution and improving short-term air quality during the
Beijing Olympic Games” [30]. In 2018, Milando conducted a study near high-traffic roads
in Detroit. He evaluated the RLINE/AERMOD by comparing predicted concentrations
of NOx, CO, and PM2.5. The model performance for CO and NOx was found to be best at
sites close to major roads, during downwind conditions, during weekdays, and in certain
seasons [31]. In 2018, Bowatte investigated longer-term effects of traffic-related air pollution
exposure for individuals with or without existing asthma, and with or without lower lung
function. Population groups who fall under middle age category and live less than 200 m
from a major road, could be susceptible to both the development and persistence of asthma.
These findings have public health implications for asthma prevention strategies in primary
and secondary settings [32]. In 2018, Liang conducted a dorm room inhalation study due to
vehicle emissions using a near-road monitor as a surrogate for true exposure and observed
acute health effects. This study was conducted near a road, measuring several single traffic
indicators at six indoor and outdoor sites [33]. In 2020, Amoatey conducted a comparative
study between COPERT and CMEM models. The correlation coefficient for these two
models was found to be statistically significant from 0 in the case of combined model
comparison across all the traffic locations for both CO and NOx. He concluded that due to
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the terrain features of certain roads, weak performance was observed, and the influence of
terrain needs to be considered in future studies [34].

Some of the popular air quality models related to transportation sources and their key
features are mentioned in Table 1.

Table 1. Various popular air quality models and some of their key features.

Model
Name

Stability Class
Computation

Gas or Particulate
Matter

Finite Length
Line Source

Orientation of
Wind Direction
with Roadway

Include
Mixing
Zone

CALINE4 P–G stability Both Yes Any Yes, within 500 m

AERMOD Monin–Obukhov
length Both Yes Any Yes

GFLSM P–G stability Both Yes Any Yes

SLINE 1.0 Monin–Obukhov
length Gas Yes Any Yes (using a 3-phase

turbulence model)

The literature review indicates that available line source dispersion models do not
explicitly account for wind shear near the ground under different atmospheric conditions.
Therefore, this study focused on developing a line source dispersion model considering
wind shear near the ground under stable and unstable conditions. The model was applied
to gaseous pollutants released from mobile sources on a highway. This paper presents a line
source model (SLINE 1.0) by incorporating wind shear near the ground surface to predict
the impact of mobile sources moving on a highway in nearby areas during stable and
unstable atmospheric conditions. The sensitivity analysis was performed by considering
the selected variables in the model which have an impact on the computed concentrations.

3. SLINE 1.0 Model Development

The basic approach to develop the SLINE 1.0 model was the incorporation of wind
shear during the dispersion from a line source using the convective–diffusion equation.
It is important to consider the variation of the wind velocity magnitude near the ground
for the dispersion of pollutants released from the tailpipe of mobile sources. This physical
phenomenon was incorporated in the derivation of the dispersion and transport equation
for the SLINE 1.0 model. The model was based on the analytical solution of the convective-
diffusion equation of a line source given in the book by Sutton, O.G. [8]. The assumptions
used in deriving the equation were: (i) the wind direction is always perpendicular to
the highway; (ii) the dispersion is of a non-fumigation type; (iii) the velocity profile with
height above ground level is assumed to be the same for all downwind distances; (iv) a
power-law profile is assumed for the velocity, i.e., the magnitude of the wind velocity near
the ground level changes rapidly and follows a power law; (v) the eddy diffusivity profile
is a conjugate of velocity profile as given in Equation (3) below; and (vi) the emission rate
is constant.

3.1. Dispersion Model

The convective–diffusion equation representing the dispersion from mobile sources [8]
is given as:

u(z)
∂C
∂x

=
∂

∂x

(
K(z)

∂C
∂x

)
(1)

where C is the concentration of pollutants at a point (x,z), x is the downwind distance, z
is the vertical height of the receptor above the ground, and u and K are the wind velocity
and eddy diffusivity at the vertical height z, respectively. The profiles of wind velocity and
eddy diffusivity are given by Equations (2) and (3):

u = u1(
z
z1
)

m
(2)
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K = K1(
z
z1
)

n
(3)

where u1 and K1 are the wind velocity and eddy diffusivity at a reference height z1,
respectively. m is the exponent of the power-law velocity profile, and n is the exponent for
the eddy diffusivity profile. Note that n = 1 − m to satisfy assumption (v) given above, and
the value of m lies between 0 and 1.

The stability parameter (s) is calculated based on m and n using Equation (4):

s =
(m + 1)

(m− n + 2)
(4)

The analytical solution of Equation (1) to calculate the concentration of pollutants
at any downwind distance when the wind and eddy diffusivity profiles are given by
Equations (2) and (3) [8] is given by Equation (5):

C(x,z) =
q

u1γ(s)
[

u1

(m− n + 2)2K1x
]
s
exp

[
−u1

zm−n+2

((m− n + 2)2K1x)

]
(5)

where q is the emission rate of the mobile source per unit length, and γ(s) is the gamma
function of s.

The value of u1 is based on the field measurement, and K1 is computed using
Equation (6) used by Rao et al. [35] and Nimmatoori and Kumar [36]:

K =

(
σ2

z u
2x

)
(6)

where σz is the standard deviation of concentration in the z-direction. Equations (5) and (6)
are as follows if the wind is not perpendicular to the highway:

C(x,z) =
q

u1Sinθγ(s)
[

u1

(m− n + 2)2K1x
]
s

exp

[
−u1

zm−n+2

((m− n + 2)2K1x)

]
(7)

K =

(
σ2

z u sin
2x

)
(8)

where θ is the angle between the wind direction and the line source.
Equations (3) and (8) indicate that K as well as K1 are a function of downwind distance

x. However, the derivation of Equation (1) assumes that the K profile is constant as the
plume moves downwind. It is assumed during the application of Equation (7) that the
concentration is predicted in the SLINE 1.0 model at a downwind distance by updating the
value of K1 in the model for that downwind distance. It is expected that this approach will
improve the model performance.

The solution of Equation (1) for a constant wind velocity and eddy diffusivity at any
point is given in the book by Wark et al. [1]:

C(x,0) =
2q

(2π)
1
2 σzuSinθ

exp[−1
2

(
H
σz

)2
] (9)

Values of σz for Equation (9) are based on Pasquill–Gifford curves. Equation (9) is
hereafter referred to as the SLSM (simple line source model) in the rest of the paper.

3.2. Turbulence Parametrization

σz is one of the critical components that affects estimations of the concentration
of pollutants from the vehicular exhaust. It is important to incorporate the turbulence
parameters related to the wake area created by mobile sources as well as the near-field
while developing a line source dispersion model near the roadway. Figure 1 shows the
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conceptual turbulence model proposed in this paper as the plume moves downwind. The
proposal is based on the findings in different studies on mobile sources. The turbulence
model includes three flow regimes:

a. The first flow regime (Initial Phase) is near the mobile sources and the highway. The
plume dispersion is dominated by vehicular and thermal turbulence in this phase.
The downwind distance used is 6.5 m, as discussed in the following section;

b. The second flow regime (Transition Phase) is in the wake area created by wind flow.
The Transition Phase includes the effect of thermal turbulence, vehicular turbulence,
and atmospheric turbulence. This phase is assumed from the downwind distances of
6.5 m to 50 m. The value of 50 m will depend on the type of vehicles on the highway
and could be as high as 150 m for large trucks, as pointed by Yu et al. [37];

c. The third flow regime (Dispersion Phase) is away from the vehicular wake area, and
the plume dispersion is dominated by atmospheric turbulence.
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Various studies indicate that the initial vertical plume spread, σz0, depends on the
vehicular turbulence, wind velocity, width of the road, residence time, the height and width
of the mobile sources within the turbulent mixing zone, and other factors [1,38,39]. The
width of the mixing zone (i.e., the Initial Phase) in the downwind direction was estimated
by Benson as the width of the roadway and an additional 3 m [40]. It is assumed that σz0 is
constant up to 6.5 m, which is based on the summation of the width of the road 3.5 m and
3 m from the edge of the road. The spread due to the wake turbulence is considered in the
calculation of the vertical dispersion coefficient (σz) in the SLINE 1.0 model by introducing
the term σz0 to the σz equation.

The procedure for calculating σz0 from four different sources is given by
Equations (10)–(13). Equation (10) was given by Chock et al. to calculate the vertical
dispersion coefficient using the residence time (2.75 s) [41], Equation (11) is given in the
paper by Benson by fitting the equation to the experimental data, Equation (12) is used in
the AERMOD model by USEPA [42], and Equation (13) is given by Yu et al. [43].

σz0 = 1.5 +

(
1.5 + 0.5W

umsinφ

)
10

(10)

where W is the width of the road (m), um is the mean wind speed (m/s), φ is the wind
angle concerning the road (◦), and σz0 is the abscissa of the fitted curve: to the field data.

σz = axb (11)

σz0 =
1.7H
2.15

(12)

where H is the height of the car.

σz0 = Effective wake area×Vehicle density (13)

The effective wake area is taken as the average vehicle height multiplied by the
effective wake length.

The values of σz0 obtained from the above four procedures for a test case are shown in
Table 2 using the width of the road as 3.5 m. The wind velocity considered was 1.4 m/s,
the wind angle concerning the road was taken as 90◦, and the average height of the vehicle
was H = 1.65 m. The effective wake length was considered as 9.3 m, and the vehicle density
on the roadway was 0.125 vehicles/m.

Table 2. Comparison of σz0 from different studies [37,40–42].

Study σz0 Comment

Chock [42] 1.78
Thermal turbulence generated by hot vehicle exhaust that contributed to dispersion in
near-roadway environments is considered within the mixing zone. Richardson
Number (Ri) > 0.07, which is a stable atmospheric condition.

Benson [40] 1.98

Measured values of σz at various distances downwind from the roadway centerline under
crosswind conditions were used to fit the curve. The intercept on the y-axis is the
approximate value of σz0. The atmospheric stability conditions are: Pasquill–Gifford (P–G)
classes A to E. P–G class E is considered for this value.

2.78 P–G class F is considered for this value.

AERMOD [41] 1.32

Although RLINE is not a recommended regulatory model, EPA’s PM hotspot guidance
recommends setting σz0 to the average vehicle height * 1.7/2.15 for all atmospheric
conditions (no specific stability conditions are mentioned in the guide for this equation).
AERMOD uses the surface roughness length and the Monin–Obukhov length (L) to
categorize the atmospheric stability.

Wake area model by
Yu et al. [37] 1.92

σz was parameterized based on vehicle wake, vehicular density, and vehicle types.
Assuming that each vehicle provides an independent vehicle wake indicates there is no
interaction between vehicles, and the mixing of the pollutant is uniform throughout the
vehicle fleet. Atmospheric stability classes were neutral or stable.
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Atmospheric stability influences the value of σz0. P–G stability was the most common
method used to categorize atmospheric turbulence in the earlier literature. It is based on
wind speed, incoming solar radiation (day-time), and cloud cover (night-time). Other meth-
ods have been used to define stability class, including Monin–Obukhov length, Richardson
number, Bulk Richardson number, fluctuations in wind direction, and temperature gra-
dient. Benson [40] and the Wake area model by Yu et al. [37] use P–G stability classes,
AERMOD [41] uses the surface roughness length and the Monin–Obukhov length, and
Chock [42] uses the Richardson Number to define stability class. Therefore, care should be
taken in comparing the methods given in Table 2.

Table 2 shows that each of the methods gives different values of σz0 for different
atmospheric conditions. The SLINE 1.0 model adopted the formulation for σz0 given in
AERMOD [43], i.e., Equation (12).

The vertical dispersion coefficient σz for the Initial Phase is given by:

σz = σz0 for x ≤ 6.5 m (14)

The vertical spread of the plume for stable and unstable conditions beyond 50 m
downwind distance (Dispersion Phase) for low-level sources is based on theoretical consid-
erations and experimental data and is given by Snyder et al. [43] as Equations (15) and (16).

σz = a
x u∗
Ue

1(
1 + bs

u∗
Ue

( x
L
) 2

3

) (15)

σz = a
x u∗
Ue

(
1 + bu

u∗
Ue

x
L

)
(16)

where Ue is the effective wind velocity, and u∗ is the surface friction velocity. The for-
mulation for Uz, Ue and z are provided in Equations (2), (17), and (19), respectively.
Equations (17)–(19) are considered from Snyder et al. [43]. The standard deviation of lat-
eral wind component (σv) is calculated using Equation (18). The best fit values for the
empirical constants suggested by Snyder et al. for a, bs, and bu are considered in SLINE
1.0 [43].

Ue =

√
2σv2 + U2

(z)
(17)

σv =

√
(0.6w∗)

2 + (1.9u∗)
2 (18)

z = σz

√
2
π

exp[−1
2
(

zs

σz
)2] + zser f

(
zs√
2σz

)
(19)

where Uz is the wind velocity at the reference height z, zs is the height from the ground
surface to the tailpipe (emission source) of the mobile source, and w∗ is the convective
velocity scale.

For the current model for stable atmospheric conditions, σv = 1.9u∗ because the
w∗ value for stable conditions is approximately 0 (note that the heat flux is either very
small or zero). For convective conditions, the value of w∗ is given by Equation (20) by
Snyder et al. [44]:

w∗ = 1.12× 10−3 zi (20)

The vertical spread of the plume in the Transition Phase should include the effect
of thermal turbulence, vehicular turbulence, and atmospheric turbulence. The vehicles
in motion on highways create turbulence which can increase the mixing of air pollu-
tants and ambient air in the wake area behind the vehicles. There is a necessity to
consider the additional spread due to the vehicles (mt) on highways to maintain the
accuracy of the model-predicted emissions. Therefore, the vertical spread in the SLINE
1.0 incorporates the additional spread mt due to the turbulence created by moving vehi-
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cles into Equations (15) and (16). The modified equation used to calculate σz is given in
Equations (21) and (22) for stable and unstable atmospheric conditions, respectively.

σz =
a u∗x

Ue

(
1 + bs

u∗
Ue

( x
L
) 2

3

) + mt for 6.5 m ≤ x ≤ 50 m (21)

σz = a
x u∗
Ue

(
1 + bu

u∗
Ue

x
L

)
+ mt for 6.5 m ≤ x ≤ 50 m (22)

Tentatively, the mt value (mt =
1.7H
2.15 ) for mobile sources on the highway is calculated

using Equation (12).
Note that the σz in the Transition Phase will have values varying with the

downwind distance.
An expression of K1 can be obtained as follows by substituting Equation (15) for the

stable condition and Equation (16) for the unstable condition in Equation (8) with the help
of Equation (3):

K1 =
σ2

z u1Sinθ

2x
=

 a u∗ x(
Ue + bsu∗

( x
L
) 2

3

) + mt


2

u1Sinθ

2x
(23)

K1 =
σ2

z u1Sinθ

2x
=

 a u∗ x(
Ue + bsu∗

( x
L
) 2

3

) + mt


2

u1Sinθ

2x
(24)

The expression for concentration for stable conditions will become:

C(x,z) =
q

u1Sinθγ(s)
[

2[
a u∗ x

Ue+bsu∗( x
L )

2
3
+ mt

]2

(m− n + 2)2

]
s
exp

−
2 zm−n+2[

a u∗ x

Ue+bsu∗( x
L )

2
3
+ mt

]2

(m− n + 2)2

 (25)

The expression for unstable conditions will be:

C(x,z) =
q

u1Sinθγ(s)
[

2[
a u∗ x (1+bu

u∗
Ue

x
L )

Ue
+ mt

]2

(m− n + 2)2
]
s
exp

− 2 zm−n+2[
a u∗ x (1+bu

u∗
Ue

x
L )

Ue
+ mt

]2

(m− n + 2)2

 (26)

Equations (25) and (26) represent the final developed concentration equations for the
SLINE 1.0 line source dispersion model for the calculation of downwind concentrations
under stable and unstable atmospheric conditions, respectively. The evaluation of SLINE
1.0 using statistical parameters is discussed in the following section.

4. Model Evaluation

SLINE 1.0 model’s ability to estimate air pollutant concentrations under changing
conditions can only be evaluated after field measurements are taken under similarly
changing conditions. In this study, the performance of the SLINE 1.0 model was determined
by comparing the predicted values using the model and observed values from the Idaho
Falls field study conducted in 2008 [45]. A total of 187 complete data points were available
for unstable and stable atmospheric conditions. The remaining 25 data points in the field
study did not have all the model inputs required for SLINE 1.0.
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The usual way to evaluate predictions from a model is to draw a scatter diagram using
predicted values (Cp) and observed values (Co). The correlation scatter plots between
predicted concentration using SLINE 1.0 and observed concentrations at Idaho Falls data
2008 at stable and unstable conditions are plotted in Figure 2a,b, respectively. From
the plots, it can be observed that the predicted concentrations of SLINE 1.0 are close to
the observed concentrations at most of the data points. The graphical analysis gives a
qualitative measure of the model performance.
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(a) (b) 

Figure 2. Qualitative measures of the predicted and observed concentrations of SF6 from Idaho Falls
data, 2008. (a) Scatter plot for predicted concentrations (SLINE 1.0) vs observed concentrations for
stable atmospheric conditions. (b) Scatter plot for predicted concentrations (SLINE 1.0) vs observed
concentrations for unstable atmospheric conditions.

Generally, the ratio (Cp/Co) of a good model should not exhibit large deviations from
the unity, which implies a perfect match between the model predictions and observed
values [46]. The plots in Figure 3a,b are for the Cp/Co ratio at different downwind distances.
It can be observed from the plots that most of the ratios are close to unity. However, some
points are showing over- and under-predictions by the model. This could be due to the
model assumptions and experimental limitations. The ratios after 100 m indicate a need to
review the constants used in σz equations.
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Figure 3. The box plots of Cp/Co values with varying downwind distances. (a) The box plot between
the ratio of predicted concentrations (SLINE 1.0) and observed concentrations for stable atmospheric
conditions at varying downwind distances. (b) The box plot between the ratio of predicted concen-
trations (SLINE 1.0) and observed concentrations for unstable atmospheric conditions at varying
downwind distances.
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The quantitative performance of the model could be studied by computing the sta-
tistical indicators suggested in the literature over the last five decades. The performance
measures of the SLINE 1.0 model used include model bias (MB), fractional bias (FB), nor-
malized root mean square error (NMSE), correlation coefficient (r), geometric mean bias
(MG), geometric variance (VG), and the factor of two (Fa2). These statistical performance
measures are based on the suggestions given in the literature [47–52]. The formulation of
the statistical indicators is as follows:

MB =
(
Cp − Co

)
(27)

FB = 2

(
Co − Cp

Co + Cp

)
(28)

NMSE =
(Cp − Co)

2

Co . Cp
(29)

r =
n
(
∑ CoCp

)
− (∑ Co)

(
∑ Cp

)√[
n ∑ C2

o − (∑ Co)
2
][

n ∑ C2
p −

(
∑ Cp

)2
] (30)

MG = exp(ln Co − ln Cp

)
(31)

VG = exp (ln Co − ln Co)
2 (32)

Fa2 = Fraction of data within a factor of 2.
The evaluation results for SLINE 1.0 using the 2008 Idaho Falls data as model inputs for

the statistical indicators mentioned earlier are given in Table 3. This table also gives the ideal
values of each indicator for a perfect model and evaluation results for the SLSM (simple line
source model). The numerical result gives a quantitative relationship between observed and
predicted values. The values with ‘3’ denote the interpretation of statistical criteria which
were satisfied by the suggested range from the literature for a better performing model.

MB is the mean error, which is defined as the observed value of concentration less
than the predicted value. The computed MB values show that the mean error is 1.83 µg/m3

for unstable and −8.99 µg/m3 for stable atmospheric conditions, using the formulation
given in Equations (25) and (26). The ideal case will have a 0.0 µg/m3 error and will be
difficult to achieve in real life. The evaluation showed the FB values as 0.04 for unstable
and −0.07 for stable atmospheric conditions. Computed FB is based on a linear scale and
the systematic bias refers to the arithmetic difference between Cp and Co. For an acceptable
model, FB should lie between −0.5 and +0.5.

NMSE emphasizes the scatter in the complete dataset. The normalization by the
product of observed and predicted values ensures that the NMSE will not be biased
towards a model that over-predicts or under-predicts the concentrations. NMSE reflects
both systematic and unsystematic (random) errors in the concentrations. The NMSE values
are 0.05 and 0.02 and are close to the ideal value.

The correlation coefficient, r, gives an indication of the linear relationship between
the predicted and observed values. r is insensitive to either an additive or a multiplicative
factor. A perfect r = 1 is necessary, but not a sufficient condition for a perfect model. Table 3
shows r values of 0.97 and 0.98.

MG is another measure of mean bias and indicates only systematic errors, while
VG is another measure of scatter and reflects both systematic and random errors. For an
acceptable model, the values of both MG and VG should lie between 0.75 and 1.25. The
ideal value of MG and VG is 1.00. The results of the current model evaluation were 1.08
and 0.85 for MG, and 1.01 and 1.03 for VG.
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Table 3. Model evaluation results for the SLINE 1.0 model using Idaho Falls data, 2008.

Statistical
Indicator

Ideal
Values

Stable Atmospheric
Conditions

Unstable
Atmospheric
Conditions Suggested

Range from
the Literature

CommentsSLINE
1.0

Stable

SLSM
Case

SLINE
1.0

Unstable

SLSM
Case

Model Bias
(µg/m3) 0 −8.99 42.75 1.83 3 12.69 Mean error Minimal error (4% to

8%) for SLINE 1.0.

Fractional Bias 0 −0.07 3 0.47 3 0.04 3 0.35 3 −0.5 ≤ FB ≤ +0.5 FB is close to the
ideal value.

Normalized
Mean Square

Error
0 0.02 3 0.81 3 0.05 3 0.88 3

Smaller values of
NMSE denote better
model performance.

The NMSE values
for SLINE 1.0 are

better than
SLSM values.

Correlation
Coefficient 1 0.98 3 0.83 3 0.97 3 0.80 3

Close to unity
implies good

model performance.

The results show
that at least 94% of
SLINE 1.0 model

results are correlated
with observed

values.

Geometric
Mean Bias 1 0.85 3 1.58 1.08 3 2.01 0.75 ≤MG ≤ 1.25

The model shows
values close to the
ideal value for a
perfect model.

Geometric
Mean Variance 1 1.03 3 1.23 3 1.01 3 1.63 0.75 ≤ VG ≤ 1.25

The model shows
values close to the

ideal value. A
better performance.

Fa2 1 0.99 3 0.72 0.94 3 0.62 0.80 ≤ Fa2

SLINE 1.0 predicts
over 94% of the
observed values

within a factor of 2.

3 denotes the interpretation of statistical criteria which were satisfied by the suggested range from the literature for better-
performing models.

The factor of two (Fa2) is defined as the percentage of predictions within a factor of
two of the observed values. The ideal value for the factor of two is 1 (100%). Fa2 is the most
robust statistical indicator. The value of Fa2 should be greater than 0.8 for an acceptable air
quality model. The values of Fa2 for the current model were 0.94 and 0.99.

The scatter plots which are given in Figures 1a and 2b, and the statistical indicators
tabulated in Table 3, show that SLINE 1.0 performed well in predicting ground-level
concentrations under unstable and stable atmospheric conditions.

5. Analysis of Incorporating Wind Shear in SLINE 1.0

SLINE 1.0 incorporates the variation of wind velocity with height. The dispersion
equations (Equations (25) and (26)) account for wind shear near the ground while comput-
ing concentrations from the mobile sources. The question arises: is there an improvement
in model performance as compared to models that use uniform wind velocity? It is difficult
to answer this question in absolute terms because SLINE 1.0 uses different dispersion
coefficients, as discussed in Section 3.2. Therefore, an attempt has been made to compare
the SLINE 1.0 results with a simple line source model (SLSM) that is available in a textbook.
The SLSM uses Equation (9) from Wark et al. [1].

The evaluation results for SLSM are given in Table 3, and the heatmaps for observed
and predicted concentrations at stable and unstable atmospheric conditions are given in
Figure 4a,b. Additionally, complete descriptive statistics of the observed data versus the
SLINE 1.0 and SLSM predictions are given in Table 4. From the observation of tabulated



Atmosphere 2021, 12, 618 13 of 24

statistical indicators and heatmaps, it could be observed that the performance of SLINE
1.0 is better than SLSM. This is indirect evidence that the inclusion of wind shear along
with an expanded turbulence model to specify sigma z are responsible for the improved
performance of SLINE 1.0.
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Table 4. Descriptive statistics of model prediction comparison using JASP [53].

Statistics
Stable Atmospheric Conditions Unstable Atmospheric Conditions

Co Cp (SLINE 1.0) Cp (SLSM) Co Cp (SLINE 1.0) Cp (SLSM)

No. of Data Points 103 103 103 84 84 84
Mean 112.76 121.76 70.01 42.25 40.42 29.56

Std. Error of Mean 10.33 9.96 5.15 5.71 5.54 4.19
Std. Deviation 104.88 101.11 52.32 52.32 50.78 38.45

Inter Quartile Range 141.74 153.26 90.91 26.81 31.15 27.74
Variance 10,998.77 10,223.05 2737.39 2736.98 2578.95 1478.28

Minimum 8.94 5.7 2.81 1.95 1.83 0.27
Maximum 463.34 425.32 263.11 461.09 436.34 231.59

6. Sensitivity Analysis

The sensitivity analysis is the quantification of uncertainty in the model results (con-
centration in this study), based on its inputs and associated parameters. There are many
techniques to perform sensitivity analysis. In this study, the sensitivity analysis was
performed on SLINE 1.0 using the technique given in the ASTM Guide [54].

Two case studies were considered in this paper for the calculation of air pollutant
concentrations downwind of the source, using SLINE 1.0 under stable and unstable atmo-
sphere. The model inputs for the test case for each stability are provided in Table 5 and
were used as a base case to conduct the sensitivity analysis.
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Table 5. Input data and associated parameters for the test case of the SLINE 1.0 model.

Parameter Stable Unstable

q (g/m-s) 0.0028 0.0028
z (m) 0.1 0.1

u1 (m/s) 1.4 0.7
n 0.7 0.15
m 0.3 0.85
s 0.813 0.685

γ(s) 1.28 1.32
Z10 (m) 10 10
h (m) 50 50

hn 15.462 1.798
n+1 1.7 1.15

a 0.57 0.57
u∗ (m/s) 0.05 0.15

bs 3 -
bu - 1.5

L (m) 134 −30
zs (m) 0.5 0.5

σv (m/s) 0.095 0.730
W∗ (m/s) 0 1.120

zi (m) 1000 1000

6.1. ASTM Guide (1994) Technique

The sensitivity of a model to a variable is classified into four categories, namely Type I,
Type II, Type III, and Type IV (see Figure 5 and Table 6).
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Table 6. Standard input values considered for the sensitivity analysis.

Atmospheric
Conditions

Emission Factor
(g/vehicle. m)

u1
(m/s) m u*

(m/s) a bs

Stable 0.0226 1.4 0.3 0.05 0.57 3
Unstable 0.0226 0.7 0.85 0.15 0.57 1.5

The following steps were followed to complete the sensitivity analysis (Table 7). The
important input variables/parameters required for running SLINE 1.0 include emission
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factor of the pollutant (EF), wind velocity at reference height (u1), the coefficient a, coeffi-
cient bs (only for stable conditions), coefficient bs (only for unstable conditions), surface
friction velocity u∗, and σz0. These variables represent the emission rate, meteorology,
and turbulence used in SLINE 1.0. The values in the considered range chosen for each
variable/parameter were based on a trial-and-error process, which varied up to ±25%.
One could choose another set of ranges. In general, the values were selected based on the
possible errors in the specification of each variable. Sensitivity runs were performed on
these variables/parameters for two different atmospheric stability conditions (stable and
unstable) at near-field downwind distances of 10 m, 50 m and 250 m (Table 8). These three
downwind distances were specifically chosen in the sensitivity analysis because, at 10 m, it
represents the concentration near the Initial Phase (mixing zone near the source); at 50 m, it
represents the concentration at the boundary of the Transition Phase (after which additional
vertical spread due to the turbulence created by the vehicles is neglected); and at 250 m,
it represents the concentration during the Dispersion Phase (where plume dispersion is
dominated by atmospheric turbulence) (see Figure 1).

Table 7. The categories’ sensitivity analysis and output changes.

Condition Categories Changes in
Model Results

Changes in
CALIBRATION

Residuals

Variation in
input

variables/parameters

Type I X X
Type II X 3

Type III 3 3

Type IV 3 X
Note: 3 Indicates that there are changes, and X indicates that there is no change.

Table 8. Comparison of sensitivity analysis results for stable and unstable conditions.

Model Input
Variables/

Parameters

Stable Atmospheric Conditions Unstable Atmospheric Conditions

10 m 50 m 250 m 10 m 50 m 250 m

MR CR Type MR CR Type MR CR Type MR CR Type MR CR Type MR CR Type

EF 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III
m 3 3 III 3 3 III 3 3 III 3 3 III X 3 II X X I
u1 3 3 III 3 3 III X X I 3 3 III 3 3 III X X I
a 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III
bs X 3 II X 3 II X 3 II NA NA NA NA NA NA NA NA NA
bu NA NA NA NA NA NA NA NA NA X X I X 3 II X 3 II
u* 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III 3 3 III
σz0 3 3 III 3 3 III X 3 II 3 3 III X 3 II X X I

Note: 3 indicates that there is a change, X indicates that there is no change, MR represents model results, CR represents calibration residuals,
Type represents the type of sensitivity that the models exhibit. NA means Not Assigned. The variables/parameters showing the sensitivity
other than Type III are highlighted in red color.

The simulations were executed for each input to calculate predicted concentrations
and calibration residuals by adjusting the variables in the considered range. The differences
between the predicted concentrations and the base case concentrations are the calibration
residuals. Figure 6 represents the changes in predicted concentration (also called model
results) and calibration residuals for all the input variables/parameters. Note that the
type of sensitivity (Type I, Type II, Type III, and Type IV) was determined for each vari-
able/parameter depending on changes to the calibration residual values and predicted
concentration values by studying the model runs [55,56]. The model runs for SLINE 1.0,
varying the input variables/parameters, are plotted in Figure 6.
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Figure 6. Sensitivity plots of the SLINE 1.0 predicted concentrations and calibration residuals based on variations in input
variables at incremental downwind distances. Note: The predicted concentrations in Figure 6 represent the model results
of SLINE 1.0.

6.2. Discussion

The sensitivity plots of the SLINE 1.0 predicted concentrations and calibration residu-
als based on variation in input variables at incremental downwind distances are represented
in Figure 6. The significant changes in predicted concentrations and calibration results are
discussed at the following distances to identify the type of sensitivity:

10 m downwind distance, which is near the wake area and in the Initial Phase;
50 m downwind distance, which is near the Transition Phase;
250 m downwind distance, which is far away from the wake area and in the Dispersion phase.
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If either the predicted concentrations (model results) or calibration residuals curves in
the plots presented in Figure 6 show a considerable difference (does not overlap) when the
input parameters/variables are varied in the considered range, then a significant change
exists. If the curves are very close to each other and no considerable change in concentration
(model results) or calibration residuals values, then there is not much significant change in
model results with the variation of input variables/parameters in the considered range.
The values in the considered range chosen for each variable/parameter were based on a
trial-and-error process which varied up to ±25%.

6.2.1. The Sensitivity of Model Results to the Emission Factor of Pollutants (EF)

The base case value for the emission factor of an air pollutant is 0.0226 g/vehicle
for both stable and unstable conditions. In the case of the emission factor of gaseous air
pollutants, the model results for each downwind distance showed an increase with an
increase in emission factor, as expected (see Figure 6a,c). The calculated model results
and calibration residuals varied with the changes in the input. From Figure 6a–d, it can
be observed that there are significant changes in predicted concentrations and calibration
residuals at 10 m, 50 m, and 250 m for both the stable and unstable conditions. This
indicates that the model shows Type III sensitivity at 10 m, 50 m, and 250 m. Concentration
is linearly related to emission factor. Note that Type III is more pronounced at 10 m (near
the wake area) and 250 m (far away from the wake area).

6.2.2. The Sensitivity of Model Results to the Exponent of Power-Law Velocity Profile (m)

The base case value for the exponent of the power-law velocity profile (m) considered
was 0.3 for stable conditions and 0.85 for unstable conditions. For stable conditions,
when the model results for different distances for varying exponent of the power-law
velocity profile are compared, it was observed that the model results and residuals varied
significantly at 10 m, 50 m, and 250 m (see Figure 6e,f). Overall, it was found that there are
significant changes in the model results and calibration residuals at 10 m, 50 m, and 250 m.
The model exhibited Type III sensitivity characteristics to the exponent of the power-law
velocity profile in the Initial, Transition, and Dispersion Phases for a stable atmosphere.

For unstable conditions, it can be observed from Figure 6g,h that the model results
and calibration residuals varied significantly at 10 m. Furthermore, there are significant
changes observed in calibration residuals at 50 m downwind distances, but no significant
changes observed in model results. However, there are no significant changes observed in
either model results or calibration residuals at 250 m. Figure 6g,h indicate that the model
showed Type III at 10 m, Type II at 50 m, and Type I sensitivity at 250 m for an unstable
atmosphere. The results indicate that the model is not very sensitive to the exponent of
the power-law velocity profile in the Dispersion Phase at large downwind distances for
unstable atmosphere.

6.2.3. The Sensitivity of Model Results to Wind Velocity at a Reference Height (u1)

The base case value for wind velocity considered was 1.4 m/s for stable conditions and
0.7 m/s for unstable conditions. For stable conditions (see Figure 6i,j), significant changes
were observed in model results and calibration residuals at 10 m and 50 m. However, at
250 m, no significant changes were observed in model results and calibration residuals. The
curves in Figure 6i,j are very close to each other at 250 m. These characteristics show that
the model exhibited Type III sensitivity at 10 m and 50 m, and Type I sensitivity at 250 m.
This indicates that the model was least sensitive to wind velocity at the reference height at
a downwind distance far away from the wake area for stable atmospheric conditions.

For unstable conditions (see Figure 6k,l), at 10 m and 50 m downwind distances there
were significant changes observed in both model results and calibration residuals. However,
at 250 m, no significant changes were observed in either model results or calibration
residuals. This indicates that the model showed Type III sensitivity at 10 m and 50 m, but
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Type I sensitivity at 250 m. The results indicate that the model is more sensitive to the
reference wind velocity in the Initial and Transition Phase than in the Dispersion Phase.

6.2.4. The Sensitivity of Model Results to Coefficient a

A base case value of 0.57 for the coefficient was considered for stable and unstable
conditions. For stable conditions, the model results and calibration residuals varied sig-
nificantly for 10 m, 50 m, and 250 m (see Figure 6m,n). However, due to the existence
of considerable change in all the phases, the model showed Type III sensitivity to the
coefficient at 10 m, 50 m, and 250 m.

For unstable conditions (see Figure 6o,p), there were significant changes observed
in both model results and calibration residuals at all the considered downwind distances
with the variation of coefficient a. This indicates that the model showed Type III sensitivity
at 10 m, 50 m, and 250 m, i.e., the model is sensitive to coefficient a at all the downwind
distances for unstable atmospheric conditions.

6.2.5. The Sensitivity of Model Results to Coefficient bs and bu

The current model used coefficient bs in stable conditions and coefficient bu in unstable
conditions to predict the concentrations. The base case value considered for coefficient
bs was 3 and for coefficient bu it was 1.5. For stable conditions (see Figure 6q,r), it can be
observed that there was considerable significant change in the calibration residuals but not
in model results at 10 m, 50 m, and 250 m. These characteristics indicate that model showed
Type II sensitivity at all the Dispersion Phases to coefficient bs. For unstable conditions
(see Figure 6s,t), there were no significant changes in model results or calibration residuals
at 10 m with varying coefficient bu. At 50 m and 250 m, there were considerable changes
observed in calibration residuals but not in model results. This indicates that the model
showed Type I sensitivity at 10 m, but Type II at 50 m and 250 m. The model showed
limited sensitivity to coefficients bs and bu.

6.2.6. The Sensitivity of Model Results to Surface Friction Velocity (u∗)

The base case value for surface friction velocity (u*) considered was 0.05 m/s for stable
conditions and 0.15 m/s at unstable conditions. For stable conditions (see Figure 6u,v),
the model results and calibration residuals varied significantly for all three downwind
distances. Thus, the model showed Type III sensitivity to the surface friction velocity (u*).
For unstable conditions (see Figure 6w,x), there were significant changes observed in both
model results and calibration residuals at 10 m, 50 m, and 250 m downwind distances with
the variation of surface friction velocity. At 10 m, there were significant changes observed
in calibration residuals but not in the model results. This indicates that the model showed
Type III sensitivity at 10 m, 50 m, and 250 m for unstable atmosphere.

6.2.7. The Sensitivity of Model Results to Initial Vertical Dispersion (σz0)

The base case value considered for initial vertical dispersion (σz0) was 1.32 m for
stable and unstable atmosphere conditions. For stable conditions (see Figure 6y,z), the
plots indicate that there were noticeable changes in model results and calibration residuals
at 10 m and 50 m. However, at 250 m, noticeable changes were observed in calibration
residuals but not in model results. These results indicate that the model showed Type III
sensitivity at 10 m and 50 m, but Type II at 250 m. This indicates that the initial vertical
dispersion has considerably less of an impact on concentrations at larger downwind
distances far away from the wake area. This is realistic because atmospheric turbulence is
the dominant dispersion mechanism at large distances.

For unstable conditions (see Figure 6a1,a2), at 10 m there were significant changes
observed in model results and calibration residuals. However, at 50 m, there were signifi-
cant changes observed in calibration residuals but not in model results. However, at 250 m,
there were no significant changes observed in either model results or calibration residuals.
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This indicates that the model showed Type III sensitivity at 10 m, Type II sensitivity at
50 m, and Type I sensitivity at 250 m downwind distances.

6.2.8. Summary

The above discussion shows that the computed concentrations and residuals changed
significantly with the change in the value of the input in most cases. However, the sen-
sitivity of the model was a function of the downwind distance for the reference velocity,
bu, bs, and σz0. The input variables showed Type III, Type I, and Type II sensitivity for the
cases considered.

7. Conclusions

A new model, SLINE 1.0, has been presented to compute downwind concentrations
from line sources on a highway. The model was evaluated with 2008 Idaho Falls data. The
results indicate that SLINE 1.0 is an acceptable model based on qualitative analysis and
quantitative analysis of model performance. Qualitative analysis showed that there was a
strong correlation between the observed and predicted values. The statistical indicators
representing the model performance of SLINE 1.0 were within the acceptable range of a
better-performing model.

The most sensitive input variables were identified for SLINE 1.0. For stable atmo-
spheric conditions, the model was sensitive to EF, m, u1, a, u* and σz0 near the Initial Phase;
EF, m, u1, a, u* and σz0 right after the Transition Phase; and EF, m, a and u* in the Dispersion
Phase. For unstable atmospheric conditions, the model was sensitive to EF, m, u1, a, u* and
σz0 near the Initial Phase; EF, u1, a and u* right after the Transition Phase; and EF, a and u*
in the Dispersion Phase. Thus, the sensitivity analysis demonstrated that SLINE 1.0 shows
Type III sensitivity for the majority of the input variables for both atmospheric conditions.

Recalibration of the model for the model constants used in Equations (14), (21), and (22)
is needed so that the model shows Type III sensitivity for most of the variables and at
all downwind distances. Recalibration will be performed based on available σz curves
based on field studies reported over the last 50 years. It is further suggested that the model
should be evaluated with multiple datasets to adjust model constants so that SLINE 1.0
could be used for a variety of engineering applications. Another potential area of research
is to incorporate chemistry into the model in the future.
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