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Abstract: In this study, five simulations were conducted using the weather research and forecasting
(WRF) model with different cumulus parameterizations schemes (CPSs) for the period from 2013
until 2018. A one-year simulation of 2013 with three different horizontal resolutions of 25, 5, and
1.6 km was also performed. The CPSs used were Kain–Fritsch (KF), Grell–Devenyi (GR), Betts–
Miller–Janjic (BM), and a non-parameterized scheme (NC). In assessments of model resolutions, both
the 25 and 5 km resolutions depicted a strong negative bias in the northeastern part of Peninsular
Malaysia during December–January–February (DJF), with marginal differences between the two
simulations. Among all 5 km experiments, the best performing scheme was the BM scheme for
almost all seasons. Furthermore, the 5 km simulation did not exhibit significant differences relative
to the 25 km of the diurnal cycle. The 1.6 km simulation showed significant added value as it was
the only simulation that was able to simulate the high precipitation intensity in the morning and a
precipitation peak during the evening. The 1.6 km resolution was also the only resolution capable of
picking up the precipitation signals in the R4 region (South Peninsular Malaysia) compared to the
other two resolutions. While both CPSs and resolutions are important for accurate predictions, the
role of CPSs became less significant in a higher resolution simulation.

Keywords: precipitation; regional climate model; added value; downscaling; weather research and
forecasting (WRF)

1. Introduction

Climate models are an essential tool for the study of climate change. It can be described
as a numerical equation that represents the interaction between the atmosphere, the land,
and the ocean with the first ever successful climate model being constructed in 1956 [1].
With the advancement of technology and cooperation between scientists having become
the norm, climate models have become a reliable tool for climate scientists following the
creation of the first regional climate model (RCM) in 1989 using a nested downscaling
method [2,3]. Today, high-resolution climate models reaching a 1 km resolution can be
produced. As such, this work discusses the capability and performance of the weather
research and forecasting model (WRF), which is one of the most widely used RCMs in
climate modeling. Despite that, the model alone is not enough to simulate the climate
perfectly as some climate events are too small for the model to capture. It depends on the
resolution of the model itself. Hence, physical parameterizations are needed to circumvent
this weakness. Physical parameterization functions by replacing the physical processes that
are too small for the model to capture and simulate. One of the most important physical
parameterizations in simulating precipitation are clouds. Most clouds have an area of
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less than 1 km and simulating climate at a high resolution is computationally consuming.
Hence, these clouds are parameterized into the model with varying configurations and
equations known as cumulus parameterization schemes (CPSs).

CPSs provide a representation of shallow and deep cumulus clouds and are an integral
component in simulating precipitation. The CPSs are represented by simulating deep
and shallow convection, and each CPS has different trigger functions such as focusing on
shallow schemes while ignoring deep cumulus clouds or vice versa [4]. Many CPSs are
available, and each differs from one model to another as they are constructed according
to what the developers think is the most important. As a rule of thumb, the settings of
CPSs must be able to determine three important criteria, namely, the intensity, presence,
and impact of cumulus clouds. Determining which parameterization suits which region
is a daunting task as it changes as the resolution increases [5]. Despite the difficulty of
using high-resolution simulations, multiple evaluations in the tropical region of Southeast
Asia using different models and CPSs have shown that simulation resolutions of 25 km
and lower are not enough to fully simulate the climatology of Southeast Asia. Ratna
et al. [6] used a 27 km resolution WRF and showed that Malaysia had a significant negative
precipitation bias over Peninsular Malaysia during December–January–February (DJF).
The eastern part of Peninsular Malaysia was supposed to experience a significant amount
of rainfall during the DJF season because of the northeast monsoon, but the WRF model
was unable to replicate the full effect of the monsoon. This problem is not limited to the
WRF; it is also prevalent in other climate models such as the regional climate model system
(RegCM4) and the fifth-generation Penn State/NCAR mesoscale model (MM5) by Juneng
et al. [7] and Salimun et al. [8], respectively. The resolution and CPS are possible issues
that hinder the performances of these climate models because the rainfall mechanisms
in Peninsular Malaysia are affected by multiple large-scale events such as the Madden–
Julian Oscillation (MJO), the El Niño–Southern Oscillation (ENSO), and the Indonesian
Throughflow (ITF) [9].

Hence, analyzing the performances of the WRF models at a high resolution could prove
useful in simulating precipitation events in Peninsular Malaysia. Resolutions reaching
10 km and below are known as gray zones. Originally, the term was known as ‘Terra
Incognita’, which describes a state where atmospheric motions can be resolved fully or
partially using a model grid. The 1–10 km range is important in climate studies due to the
difficulty of resolving convection and boundary-layer turbulence with a coarse resolution.
Turbulence has features ranging from 1 km to 100 m, while moist convection occurs over
scales of around 1–10 km [10]. By the year 2007, this range was widely known as the gray
zone, illustrating our limited understanding of the inner workings of the high-resolution
phenomenon [11]. One such example is the convoluted boundary layer in the gray zone
being heavily impacted by the changes in potential temperature perturbations [12]. Working
out a model simulation in the gray zone has additional problems relating to computational
power and the usage of cumulus parameterizations at this resolution. Scientists must
decide if an increase in resolution is worth the computational stress. Through experiments,
Schwartz et al. [13] and Kain et al. [14] concluded that an increase in resolution is not
worth increasing computational costs as the results do not produce enough benefits to
counteract the amount of time and space required to run the model. Hence, scientists must
find a valid reason to run a high-resolution and demanding simulation. The inclusion of
cumulus parameterizations in the gray zone is also a highly debated subject. In fact, a
study by Field et al. [15] concluded that atmospheric instability was being removed too
easily by the conventional convection parameterization, which prevents the models from
resolving the vertical composition of the atmosphere at a high resolution. However, there
is some benefit to the use of high-resolution simulations, as shown by Petch et al. [16]
and Bryan et al. [17] who suggested that resolutions smaller than 1 km were needed to
predict convective systems. Furthermore, a study by Holloway et al. [18] over land and the
tropical Pacific Ocean revealed that a higher resolution provided a better representation of
precipitation and clouds.
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Cumulus parameterization schemes (CPS) provide a representation of shallow and
deep cumulus clouds and are an integral component in simulating precipitation. This
method functions by simulating deep and shallow convection, and each CPS has different
trigger functions such as focusing on shallow schemes while ignoring deep cumulus
clouds or vice versa [13]. Additionally, convection or deep cumulus clouds usually have a
horizontal scale of 10 km, and a 5 km horizontal grid spacing can thus hypothetically resolve
convection. However, shallow convection has a horizontal scale of 1 km or less which
makes its parameterization difficult [19]. Another problem to consider is that the usage of
CPSs in high-resolution simulations violates the underlying assumptions and hypotheses
made by Arakawa and Chen [20] and Hammarstrand [21]. This was because most of the
CPSs were designed with the assumption that the horizontal grid interval of the model is
higher than the spatial scale of the convective updraft. Nevertheless, scientists have tested
the function of CPSs in the gray area. For example, Deng and Stuffer [22] showed that using
CPS greatly decreased the problem of grid-point storms at a 4 km resolution. Similarly, a
2 km thunderstorm simulation by Kotroni and Lagouvardos [23] also supported the use of
CPSs in gray areas. Despite the difficulty of using high-resolution simulations, multiple
evaluations in the tropical region of Southeast Asia using different models have shown that
simulation resolutions of 25 km and lower are not enough to fully simulate the climatology
of Southeast Asia. The resolution and CPS are possible issues that hinder the performances
of these climate models because the rainfall mechanisms in Peninsular Malaysia are affected
by multiple mesoscale events such as the Madden–Julian Oscillation (MJO), the El Niño–
Southern Oscillation (ENSO), and the Indonesian Throughflow (ITF) [22]. Hence, this study
aimed to further test the capability of the CPS of the WRF model in simulating rainfall in a
tropical climate at a high resolution, in order to provide additional results and come closer
to solving the mystery of the gray zone. Considering the drawbacks of high-resolution
studies, we compromised with the computational restrictions at hand and tried to identify
the best CPSs to simulate high-resolution models. In addition, we further investigated the
capabilities of these different horizontal resolutions for the capture of local features such as
diurnal phenomena.

2. Materials and Methods
2.1. Experimental Design

The WRF model was used in this experiment, which was designed by the National
Centre of Atmospheric Research (NCAR) with the capability of simulating both idealized
and real data applications [24]. This model can implement a variety of physical options
that cater to both long and short simulations. This experiment had three domains with
horizontal resolutions of 25 (Domain 1), 5, (Domain 2), and 1.6 km (Domain 3). The
simulation was run over 5 years from 2013 to 2018 with a spin-up time of one year, while
the 1.6 km simulation only covered a one-year simulation of 2013 with a spin-up time of
two months. The simulations were set up to run in a non-hydrostatic mode with initial
and boundary conditions provided by the European Center for Medium-Range Weather
Forecasting (ECMWF) reanalysis (ERA-Interim). ECMWF reanalysis was used because
it is one of the best performed reanalysis models in the Southeast Asia (SEA) domain [5].
Domain 1 covered the whole of Southeast Asia following the spatial design by CORDEX
Southeast Asia, while Domain 2 covered Peninsular Malaysia; Domain 3 was a little bit
smaller than the second to provide breathing room for the leaking of boundary conditions
(Figure 1).

Borneo Island was not included in this experiment purely due to the computational
costs of running a high-resolution study. An initial test was conducted to determine
computational costs and the results showed that a one-year simulation cost almost one
terabyte of storage. Hence, only the area of Peninsular Malaysia was considered in this
study. There were three stages in conducting this experiment. First, the CPSs in the 5 km
resolution simulation were compared to find the best performing CPS. Next, we compared
the 5 and 25 km resolutions with every setting kept the same so that the only variable to
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compare was the difference in the resolution. Finally, the 25, 5, and 1.6 km resolutions were
compared to investigate if there was any added value in using a finer resolution for diurnal
analyses.

Figure 1. Experimental domain configurations. D01, D02, and D03 have resolutions of 25, 5, and
1.6 km, respectively.

The physics configuration used in this experiment follows the same settings as the
WRF model validation experiment conducted by Ratna et al. [6] in Southeast Asia except for
the selections of CPSs (Table 1). Default WRF land surface model (LSM) 21-MODIS IGBP 21-
category data were used in this experiment. The CPSs used in this study included the Kain–
Fritsch (KF), Betts–Miller–Janjic (BM), Grell–Devenyi (GR), and Non-cumulus (NC) CPSs.
The KF scheme is a deep and shallow sub-grid scheme using a mass flux approach [25];
the BM scheme is an adjustment scheme for deep and shallow convection where the
thermodynamic considerations determine the temperature and humidity profile [26]; the
GR ensemble scheme is a 144 sub-grid ensemble method that is both multi-closure and
multi-parameter [27]; and the NC run is a simulation which does not use a cumulus
parameterization scheme. NC runs were included because the behavior of CPSs change
as the resolution increases; as shown in a study conducted by Jeworrek et al. [28], some
CPSs were inactive when they reached a high-resolution simulation and produced the same
result as an NC run. Due to the computational restriction, in this study, we separated the
effect of resolutions and CPSs to achieve a better understanding of CPSs in a high-resolution
simulation. However, additional research on the combined impact of CPSs and resolution
is required in future studies.

Table 1. Physics Configuration of WRF Model as compared to Ratna et al. [6].

Physics Scheme Ratna Configuration This Experiment’s
Configuration

Microphysics Scheme WSM 3-Class Simple Ice Scheme WSM 3-Class Simple Ice Scheme
Land Surface Processes Unified NOAH Scheme Unified NOAH Scheme

Planetary Boundary Layer Yonsei University Scheme Yonsei University Scheme
Long Waves Rapid Radiative Transfer Model (RRTM) Rapid Radiative Transfer Model (RRTM)
Short Waves Dudhia Scheme Dudhia Scheme

Cumulus Parameterization Betts–Miller–Janjic

Betts–Miller–Janjic
Kain–Fritsch

Grell–Devenyi
Non-Cumulus Run
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2.2. Model Validation Method

The evaluation of the WRF model performances was based on a comparison of the
model results and two observational data records. The data obtained from daily gridded
precipitation records from the Climate Hazards Group InfraRed Precipitation with Station
data (CHIRPS), the Tropical Rainfall Measuring Mission (TRMM), and 16 rain gauges
located in Peninsular Malaysia are shown in Figure 1. The performances were evaluated
by annual average and seasonal performances. The spatial evaluation was based on the
bias comparison between the models and observational data with a 95% significance test.
Taylor diagrams were included to check the performances of all simulations based on
their root mean square error (RMSE), standard deviation (STD), and correlation (COR).
The seasons were divided into four standard seasons, namely DJF (December, January,
February), JJA (Jun, July, August), MAM (March, April, May), JJA (Jun, July, August), and
SON (September, October, November). Additional significance tests were conducted at a
95% confidence in the bias of each season. Indeed, precipitation in Malaysia is strongly
affected by two monsoon seasons: the northeast monsoon that occurs from October to
March and the southwest monsoon, which begins around May and ends in September.
The effects of these monsoons differ from region to region due to the position of the
Titiwangsa Range in the center of Peninsular Malaysia. Hence, the area was divided into
four distinct regions, as shown in Figure 1. Additionally, it is common to focus only on
annual and seasonal analyses in evaluation studies of long-term simulations due to limited
data sampling rates and sparse observational networks. However, diurnal precipitation is
crucial for the proper evaluation of clouds and precipitation in tropical countries such as
Malaysia since daily precipitation in Peninsular Malaysia is heavily affected by large-scale
events such as the El Niño Southern Oscillation (ENSO), which is due to the temperature
gradient differences in the Pacific Ocean. The ENSO evolves northeastward through the
Pacific Ocean starting from JJA season. During DJF season, the ENSO would suppress the
precipitation around Peninsular Malaysia [29]. Indian Ocean Dipole (IOD), on the other
hand, is the Indian Ocean counterpart that could positively and negatively influence the
precipitation intensity of Peninsular Malaysia as it converges with the ENSO event [30].
Precipitation in Peninsular Malaysia is also heavily affected by intraseasonal events such as
the Madden-Julian Oscillation (MJO). The MJO has 8 phases that can be separated into dry
and wet phases. The wet phase occurs around phase 1–3 and the dry phase occurs in phase
4–8 in Peninsular Malaysia [31]. In addition, Peninsular Malaysia has well-documented rain
gauges spread throughout the country that have been operating for more than 50 years. As
a result, diurnal analyses with 95% confidence intervals (shaded error plot) were conducted
based on station data provided by the Malaysian Meteorological Department (MMD).

3. Results & Discussion
3.1. Cumulus Evaluation

For the first experiment, we focused on the 5 km resolution to determine whether the
changes in CPSs would have a significant impact on the results. Figure 2 shows the means
and biases of the spatial patterns of seasonal precipitation for all CPS experiments (BM, KF,
GR, and NC) using the CHIRPS observational data. In Figure 2, the DJF season is shown
on the first row, which consists of the results for CHIRPS: (a), BM (e), KF (i), GR (m), NC
(q), BM-Bias (u), KF-Bias (y), GR-Bias (cc), and NC-bias (gg). During the DJF season, all
CPS experiments were unable to capture the amount of heavy precipitation during the
northeast monsoon with a high significance along the northeast of Peninsular Malaysia.
From Figures 3 and 4, both TRMM and CHIRPS were able to closely simulate the pattern of
precipitation annually and seasonally throughout the region with a slight overestimation of
rainfall intensity. Observational data also show the same underestimation of precipitation
in the R3 Region during November and December. This correlates with a study done by [32],
where both CHIRPS and TRMM have a tendency to overestimate monthly precipitation
but underestimate the amount of precipitation during an extremely heavy rainfall event
when compared with station data. The CPSs used were unable to produce the correct
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amounts of precipitation along the east coast and southern part of Peninsular Malaysia.
The BM scheme was the second best at simulating high rainfall distributions in the eastern
part of Peninsular Malaysia while the GR and NC runs tended to produce lower rainfall
distributions. Both in Figures 2 and 3, GR and NC revealed almost identical precipitation
distribution results. The GR scheme produced a higher rainfall distribution than NC but at
a very small rate and this could only be seen on the spatial scale and in the results of the
root mean square error (RMSE), standard deviation (STD), and correlation (COR), as shown
in Figure 4. The Taylor diagram showed that there is little difference between the GR and
NC runs. There are a few reasons for the GR scheme having problems at a high resolution.
The first is that the grid size is too small for the GR scheme to complete its calculation in
each grid because of its long equation. The behavior of the GR scheme at a finer resolution
was similar to a study conducted by Wagner et al. [33] and Jeworrek et al. [28]. At a high
resolution, GR schemes were inactive and produced precipitation results similar to an NC
run. This is the primary reason why GR and NC runs had almost similar spatial results
in Figure 2 and near identical Taylor results in Figure 4. Usually, the GR scheme always
has a problem with ideal convection in areas with very high rainfall distributions, but this
experiment shows that 5 km is a high enough resolution for the GR scheme to simulate
precipitation well [34,35]. The results also show that the WRF model was able to simulate
precipitation in Peninsular Malaysia well without invoking any CPSs at a 5 km resolution.
The inefficiency of models for capturing rainfall trends during the northeast monsoon has
been addressed in a few previous not exclusive to the WRF model [7,8,36]. Southeast Asia,
including Malaysia, is one of the most difficult regions for a model to simulate the effects
of climate and weather as it has a complex terrain ranging from mountainous ranges to
small islands that spread across the northeast maritime region. In the future, further studies
should be conducted to determine the physical parameters that are suitable to represent
the weather system over this area, especially during the northeast monsoon.

Figure 2. Spatial patterns of precipitation for 2014–2018; (a–d) observation, (e–h) BM simulation,
(i–l) KF simulation, (m–p) GR simulation, (q–t) NC simulation, (u–x) biased BM simulation, (y–bb) bi-
ased KF simulation, (cc–ff) biased GR simulation, and (gg–jj) biased NC simulation. From top to
bottom, the rows represent the DJF, MAM, JJA, and SON seasons, respectively. The hatched area
indicates significance at the 95% level. Units are in mm/day.
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Figure 3. Annual precipitation for four different regions over Peninsular Malaysia based on Figure 1
for different CPSs; (a) R1, (b) R2, (c) R3, and (d) R4. Units are in mm/day.

Figure 4. Taylor diagram of precipitation over Peninsular Malaysia for the (a) DJF, (b) MAM, (c) JJA,
and (d) SON seasons with different CPS simulations.
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In Figure 2, the MAM season is shown on the second row, which consists of the
results for CHIRPS: (b), BM (f), KF (j), GR (n), NC (r), BM-Bias (v), KF-Bias (z), GR-bias
(dd), and NC-bias (hh). During the MAM season, there was an increase in precipitation
which starts around early May, as shown in Figure 3. Generally, there were two peaks
in which the precipitation was at its highest, which coincided with May and October or
November and all the CPSs were able to simulate this. These patterns were even more
prominent in the R2 region (Figure 3) where two distinct peaks are clearly shown. During
this season, the KF scheme highlighted an absurd amount of over precipitation in the high
altitude region (Figure 2p) where it had the highest bias, reaching 8 mm/day. The KF
scheme had a very low performance relative to the other schemes. This is in line with the
configuration of the KF scheme, which simulates high rainfall distributions even for dry
season simulations [36–38]. This is consistent with the Taylor diagram results in Figure 4
where the KF scheme had the highest STD and RMSE among all CPSs especially during the
MAM season. Despite that, KF schemes have a high correlation throughout the seasons.
The KF scheme is presumed to have a high correlation because it has a better representation
of extreme precipitation events, which is also the reason for the KF schemes to be used
widely in typhoon simulations around Southeast Asia [6,39,40].

The JJA season in Figure 2 is shown on the third row, which consists of the results
for CHIRPS: (c), BM (g), KF (k), GR (o), NC (s), BM-Bias (w), KF-Bias (aa), GR-Bias (ee),
and NC-Bias (ii). During JJA, the BM scheme was capable of simulating the magnitude of
precipitation derived from CHIRPS data quite well with biases of 1 to 2 mm/day, especially
in the mountainous area of the Titiwangsa Range (Figure 2w). The other schemes tended
to overestimate the rainfall magnitude. The capability of WRFs to function in complex
terrains has always been a problem, as stated by Kong et al. [41], who noted a significant
cold bias throughout the seasons in 15 km resolution simulations. In terms of cold biases,
the KF scheme produced the worst results among all schemes as it heavily overestimated
precipitation throughout the seasons. Figure 3 shows the annual cycle of precipitation for
all CPSs in the four different regions shown in Figure 1. During JJA, which is supposed
to be the driest season, all CPSs tended to simulate a higher amount of precipitation than
gridded observational data from both CHIRPS and TRMM as well as station data, except
for the BM scheme. During JJA, the BM scheme was the only scheme that produced a
slight underestimation of precipitation intensity. These performances can be attributed to
the conception of the BM scheme itself where temperature and moisture structure were
independently constructed instead of being coupled in the same equation. An extensive
study by Ratna et al. [36,42] also showed that the BM scheme is arguably the best scheme
for simulating rainfall in tropical regions.

Overall, between all four choices of CPSs, none of them were able to simulate the
effects of the northeast monsoon skillfully during DJF, which represents one of the most
crucial seasons in Peninsular Malaysia, characterized by annual flooding and storms. The
KF scheme, which supposedly tends to overestimate the amount of precipitation in tropical
climates, was still unable to recreate the effects of the monsoon. The KF scheme had an over-
all poor performance across all seasons due to its overestimation of precipitation. Indeed, it
is not designed for long precipitation simulations in the tropical area but is instead better
suited for simulating storms and explicit events over small regions [25,43,44]. The perfor-
mance of the NC run was below satisfactory as it produced little to no cumulus rain; this is
understandable because the recommended resolution for using NC was at a 3 km resolution
and above [28]. The results produced by the GR scheme were almost identical to those of
the NC run, which indicated a lack of precipitation produced by the cumulus scheme. This
problem stemmed from the small grid spacing, which the GR scheme could not handle
due to the problem of idealized convection, as stated by Gilliland and Rowe [45], who
also recommended a code modification to solve the underlying problem. The BM scheme
proved to be the most reliable out of all of the CPSs, as supported by both Figures 2 and 4.
It has been consistently shown that the BM scheme is the most suitable for Southeast and
East Asia [6,8,46]. Indeed, the BM scheme is favorable under tropical conditions due to
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the trigger function of the scheme, which is only triggered for surroundings with deep
moisture. While this limitation is disadvantageous for environments dominated by arid
conditions, the climate of Peninsular Malaysia is rarely arid as it is located at the equator
and is consistently exposed to rain and sunlight.

3.2. Differential of Model Resolution Simulations
3.2.1. The Differences in 25 km and 5 km Simulations

For the second experiment, a higher resolution simulation was produced by downscal-
ing the horizontal resolution of 25 km to 5 km with the same CPS, which is the BM scheme.
The bias between the WRF simulation and CHIRPS observational data can be seen in row 1
(DJF) of Figure 5m,q. Both resolutions showed a high dry bias in the northeastern region of
Peninsular Malaysia. This bias was present not only in this experiment, but also in other
studies, such as those by Juneng et al. [7] and Salimun et al. [8]. Indeed, the monsoon arrives
from the northeast of Peninsular Malaysia during the DJF seasons and is accompanied
by a high amount of precipitation. A study by Raghavan et al. [47] covering the whole of
Southeast Asia showed that none of the ten models studied produced satisfactory results,
especially during the DJF and JJA seasons when the Peninsular Malaysia area showed a
high dry bias. Ratna et al. [6] and Roux et al. [48] were also unable to simulate the expected
amounts of precipitation during the DJF and SON seasons. Considering that this problem
continues to persist in all models, by process of elimination, the models should not be the
problem. Further work should investigate either the external forces that propagate the
simulation or the physics involved in air–sea interactions. Additionally, Figure 5 depicts
the precipitation patterns between the 25 and 5 km resolutions as being very similar and
hard to differentiate, with a slight improvement of the rainfall features and intensity along
the east coast of Peninsular Malaysia during DJF. Besides that, an enhancement of features
in the mountain range was better depicted by the 5 km resolution simulation compared to
that of the 25 km for all seasons. This shows that the 5 km simulation was able to better
resolve the complex topography along the mountainous region compared to the 25 km
resolution simulation. The results of this study are consistent with those of previous studies
by Roux et al. [48] and Wang et al. [49]. Indeed, these authors also noted that the WRF has
advantages for simulating mountainous areas as well as high altitude intermediate areas
and sloping plains when using high-resolution simulations.

Figure 6a–d depicts the annual precipitation patterns in four different regions of
Peninsular Malaysia from R1 to R4, respectively. Region R1 covers the west of Peninsular
Malaysia, R2 covers the center of Peninsular Malaysia, R3 covers the west coast of Penin-
sular Malaysia, and R4 covers the south of Peninsular Malaysia. These four regions have
different annual spatial precipitation patterns due to the monsoons and the position of
the Titiwangsa Range in the center of Peninsular Malaysia affecting the wind patterns
covering the whole of Peninsular Malaysia [50–52]. Observational data from CHIRPS,
TRMM, and the stations were used as references. Both CHIRPS and TRMM conformed
to the annual spatial patterns obtained from the station data. According to Figure 6, the
models performed better when simulating the precipitation patterns in R1 (Figure 6a) and
R4 (Figure 6d) than in R2 (Figure 6b) and R3 (Figure 6c). One of the reasons for this would
be the topography of these four areas. R1 and R4 cover areas with a relatively simple
topography, which only experience a few prominent climate events that heavily impact the
yearly amount of precipitation. On the other hand, R2 consists of a high altitude region
extending from the border with Thailand southward towards the center of Peninsular
Malaysia. In general, WRF climate models tend to generate higher amounts of precipitation
in high altitude regions, hence the over precipitation shown throughout the R2 region.
Regardless, among all regions, R2 exhibited the most improvement between the 25 km
and 5 km simulations with the 5 km simulation showing a better performance because
WRF generally have better performances in high altitude regions if a high resolution is
used. Distinct changes in precipitation patterns were seen in previous studies [53,54] when
resolutions of 9 km and higher were used. In the case of Figure 6c, region R3 was heavily
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impacted by the northeast monsoon, which is accompanied by heavy precipitation from
November until January. As shown in Figure 6c, both the 5 and 25 km models were able
to simulate the precipitation patterns closely with the observational data until October
but they could not replicate the spike in precipitation intensity from November onwards,
replicating the same spatial pattern as the DJF season in Figure 5b,c. This follows the same
pattern as that of studies conducted by Juneng et al. [7] and Ratna et al. [6] where the
precipitation intensities in the northeast region of Peninsular Malaysia (R3) were lower than
expected from November until January. There is a high probability that the cause was the
inability of the RCM to simulate the effects of the northeast monsoon. It is still debatable
whether the problem was the air–sea interaction of the RCM model that generalizes the
air–sea mixing on the surface or whether the problem stemmed from the low-resolution
climate data that was provided by the GCM. Further experiments are needed to rectify the
problem by focusing on simulating a proper northeast monsoon movement.

Figure 5. Spatial pattern of precipitation for the year 2014–2018; (a–d) observation, (e–h) 25 km
simulation, (i–l) 5 km simulation, (m–p) biased 25 km simulation, and (q–t) biased 5 km simulation.
From top to bottom, the rows represent the season of DJF, MAM, JJA, and SON seasons, respectively.
Both 25 km and 5 km are using BM schemes. The hatched area indicates significance at the 95% level.
Units are in mm/day.
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Figure 6. Annual precipitation for four different regions over Peninsular Malaysia based on Figure 1;
(a) R1, (b) R2, (c) R3, and (d) R4. Units are in mm/day. Both 25 km and 5 km are using BM schemes.

As supporting evidence, further analyses was conducted using Taylor diagrams to
evaluate the COR, RMSE, and STD of both the 5 and 25 km simulations. As shown in
Figure 7, the 5 km simulation exhibited a slight improvement consistently during all four
seasons, in contrast to the 25 km simulation. Still, the differences between these two
models were not significant enough to warrant a comparison between the use of higher
resolution simulations for climate studies. Considering the results from Figures 5–7, a
notable improvement of the 5 km run was shown in two categories: spatial precipitation
pattern in the Northeast Peninsular region during DJF season and the annual precipitation
in the R2 region. During DJF, dry biases along the northeast of Peninsular Malaysia are
significantly less in the 5 km run as compared to the 25 km. In Figure 3, 5 km consistently
follows the intensity of precipitation in the R2 region compared to 25 km, especially during
May and October. Twenty-five km runs have a tendency to overestimate the amount of
precipitation during these two months. This shows that 5 km has a significant improvement
in the high altitude region of Peninsular Malaysia. As a reference, this experiment only
considered resolution as the variable and the other setting remained constant. It is generally
accepted that an increase in horizontal and vertical resolution would further improve the
results of the reanalysis. However, according to a study by Demory et al. [55], an increase
in resolution does not simply have a linear positive effect on precipitation. Precipitation
over the ocean will decrease, while that over land will increase in intensity. This is due
to the partitioning of moisture fluxes falling more towards non-local moisture than local
circulation. Hence, a change in the resolution without any changes to the physics that
regulate the ocean to air interactions will not significantly improve the results.
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Figure 7. Taylor diagram of precipitation over Peninsular Malaysia for the (a) DJF, (b) MAM, (c) JJA,
and (d) SON seasons. Both 25 km and 5 km are using BM schemes.

3.2.2. Added Value of Using Higher Resolution Simulations

A simulation with a resolution of 1.6 km (D03) was used as a higher resolution
simulation for the WRF model from the parent domain of 5 km (D02) because the 3:1 ratio
is preferable in the dynamical downscaling of WRFs. The grid of the WRF was constructed
using an Arakawa-C grid, which has a better interpolation accuracy and efficiency if a ratio
of 3:1 is used [56]. A high-resolution simulation was used because Peninsular Malaysia
covers an area of roughly 131,732 km2 with complex mountainous terrain at the center of it.
Thus, a high resolution is needed to depict the local anomalies and convection that occur in
the area. An investigation of the diurnal cycles in Peninsular Malaysia is further required
to provide a better understanding of the simulation of rainfall. Indeed, a good depiction
and representation of a diurnal cycle is one of the most important results that gauge the
performance of an atmospheric model, especially in tropical regions [57]. Figures 8–11
shows the mean diurnal cycle in regions R1, R2, R3, and R4, respectively. According to
Figure 8, both the 25 and 5 km resolutions tended to create lower hourly precipitation in
the morning, but the 1.6 km simulation was able to produce the same precipitation pattern
as the observation, especially in Setiawan (d), Alor Setar (e), and Butterworth (f). From
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Figure 9, in the mountainous region of R2, the 1.6 km simulation fared much better than the
other models, especially in the morning. In terms of rainfall patterns, the 1.6 km resolution
was once again able to most closely follow the erratic increase of precipitation, while both
the 25 and 5 km simulations tended to underestimate the amount of precipitation from
morning until noon before peaking in the evening. This precipitation pattern was the
same throughout all regions, and all stations showed an increase in precipitation during
1600 LST; according to Oki et al. [58], these peaks are evidence of the thermodynamic
forces affecting the convective rainfall in the evenings. This is consistent with findings
from Oki et al. [58] who observed the same pattern. This will cause large STD during
the afternoon/evening due to seasonal effects during the intermonsoon season of MAM
and SON. Thus, a high amount of STD during the afternoon/evening can be observed
(figure not shown). If error bars are included, clear information cannot be captured. In
both R2 and R3 regions in Figures 9 and 10, precipitation was expected to peak higher
than in other regions and all three simulations followed the same pattern. However, all
simulations tended to peak early while the observational data showed the peak occurring a
lot later and higher. Figure 10 shows the diurnal cycles in the R3 region, which is heavily
influenced by the northeast monsoon during the DJF season. In both Figures 2 and 5, the DJF
season exhibited the highest precipitation bias for both the 25 and 5 km resolutions, while
tending to underestimate the amount of precipitation in the northeastern part of Peninsular
Malaysia. The diurnal cycle for both 25 km and 5 km simulations again showed the same
pattern of underestimation with a low precipitation intensity. The 1.6 km simulation, on
the other hand, was able to simulate the diurnal cycle with a much closer intensity to that
of the observational data and fared much better than the 25 and 5 km runs. Figure 11
yields one of the most interesting results. In the southern part of Peninsular Malaysia,
R4 exhibited three obvious peaks in almost all the stations during 700 LST, 900 LST, and
1900 LST. Both the 25 and 5 km simulations were unable to pick up the first two signals in
the morning and peaked early for the third signal. On the other hand, the 1.6 km simulation
was able to pick up on all three signals with varying intensities. In all simulations, all
models were able to simulate the precipitation trends and patterns with a high accuracy but
had difficulty simulating the precipitation spike in the evening. The 25 km model tended
to overestimate the amount of precipitation, especially in the early morning and during the
evening precipitation. There is a noticeable lag in peaks in all three models consistently
during the evening for almost all stations, which suggests that the precipitation during
the morning did not dissipate quickly enough [59]. The 5 km simulation also tended to
underestimate the precipitation most of the time and in some cases was unable to simulate
the sudden increase in precipitation during the evening. If the simulation was able to pick
up the signal to increase the precipitation, it tended to overestimate greatly. In all four
regions, the 1.6 km resolution was shown to have significant added value in regions where
extreme climate is combined with a difficult topography. The 1.6 km simulation was also
better able to simulate a higher precipitation intensity during the morning than the 25 and
5 km simulations. However, the 1.6 km resolution tended to overestimate the amount of
precipitation and exhibit erratic rainfall patterns. Another issue that is visible in all three
models was the inability to pick up a second signal of the precipitation spike after the initial
spike at 1600 LST. This was not exclusive to WRFs, as models such as the NHRCM are
characterized by suppressed diurnal precipitation [52,60]. All three simulations relaxed
and always showed a downward trend after the initial spike. While this was the usual
trend, in some places in the R2 region, they tended to exhibit another spike in precipitation
after the initial one at 1600 LST and all three models continued to show a downward trend
despite the station data showing otherwise.
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Figure 8. Diurnal cycles for all station data for 1 year (2013) in region 1 of Peninsular Malaysia;
(a) Lubok, (b) Chuping, (c) Bayan Lepas, (d) Sitiawan, (e) Butterworth, and (f) Alor Setar. Units are
in mm/hour.

Figure 9. Diurnal cycles for all station data for 1 year (2013) in region 2 of Peninsular Malaysia;
(a) Batu Embun, (b) Kuantan, (c) Temerloh, and (d) Muadzam. Units are in mm/hour.



Atmosphere 2022, 13, 1557 15 of 19

Figure 10. Diurnal cycles for all station data for 1 year (2013) in region 3 of Peninsular Malaysia; (a) K.
Kuala Terengganu, (b) Kota Bharu, (c) Kuala Terengganu, and (d) Kuala Krai. Units are in mm/hour.

Figure 11. Diurnal cycles for all station data for 1 year (2013) in region 4 of Peninsular Malaysia; (a) Batu
Pahat, (b) Kluang, (c) Kuala Pilah, (d) Senai, (e) Mersing, and (f) Melaka. Units are in mm/hour.

Despite the increase in resolution for both the 25 and 5 km simulations, the differences
were not significant. This was simply due to the differences between the 25 and 5 km



Atmosphere 2022, 13, 1557 16 of 19

simulations, as shown in Figure 7 where there are only marginal differences in the results
of the Taylor diagram despite the 5 km model performing better. The probable cause for
this was the difference between seasonality and the diurnal cycle which, in terms of time
variability, was a huge difference. In this diurnal analysis, we could conclude that there
were two factors that contributed to the lack of accuracy of the WRF model in simulating
precipitation in Malaysia. The first event was the peak during the evening and the second
event was the underestimation of precipitation during the morning. This problem occurred
consistently in all regions and all simulations had difficulties in simulating the erratic
nature of the evening precipitation. Auriol et al. [61] concluded that a resolution of 4 km
or higher is needed for a better precipitation simulation on a convection-permitting scale.
However, according to Jeworrek et al. [28], as the resolution reaches the gray zone (around
1–4 km), several precautions must be heeded. One of them is the noise that could build
up into major errors. It has been stated that formally deterministic fluid systems will have
an observational error that acts as noise at first but eventually decreases the capability of
the precipitation simulation due to an effect called double penalty [62,63]. This is because
the error might have originated from the input of the coarser domain, which has a low
resolution or the usage of the same scheme with a different resolution. The nature of a
nested simulation relies too much on the initial boundary conditions of a coarser input and,
in hindsight, it is advisable that upon nesting at a higher resolution, each resolution must
be configured to their highest performance. In this experiment, we already saw the stark
differences a CPS alone could produce in a precipitation profile at a 5 km resolution. There
is a myriad of settings and configurations that should be considered in further studies
before proceeding towards a finer resolution and the results of this experiment support
this. Another problem is that a 5 km resolution is not high enough to simulate diurnal
precipitation. The area of Peninsular Malaysia is small, surrounded by water bodies, and
has a complex topography which renders simulations by RCMs extremely difficult. In this
study, we found that further increasing the resolution to 1.6 km resulted in a significant
increase in added value as it allowed a higher precipitation intensity to be simulated in the
morning in all four regions; in Figure 11, which shows the results for region R4, only the
1.6 km simulation was able to pick up the three peak signals present in the observations.

4. Conclusions

This experiment was designed to investigate the impact of CPSs and the importance
of high-resolution precipitation simulations using the WRF model. The 25, 5, and 1.6 km
horizontal resolutions used by Ratna et al. [6] were implemented as a template while
keeping the other variables except for CPS constant, yielding insightful results.

For the first study, the CPS comparison for the 5 km resolution model showed the
BM scheme as the best among the other CPSs investigated in the study. The GR scheme
produced rainfall distribution results that were similar to those of the NC run. Indeed,
the GR scheme could be problematic as it tended to turn off the simulation of cumulus
cloud formation and, thus, both CPSs simulated lower rainfall distribution than the other
CPSs. The KF scheme tended to produce high rainfall distributions relative to the other
schemes, especially in region R2 and in high altitude areas. However, it had a good
performance in simulating the effects of the northeast monsoon compared to other CPSs.
Overall, the BM scheme had the best performance in simulating rainfall distributions in
Peninsular Malaysia, consistent with other studies conducted in the tropics. In nested
model simulations, the model tended to have a better performance if the same settings
were used. This could explain the marginal differences in the performance of the 5 and
25 km simulations considered in this study.

A comparison between the 25 and 5 km simulations showed an improvement in
the use of higher resolutions. However, during the DJF season, the eastern region of
Peninsular Malaysia exhibited a high bias due to high rainfall distributions generated
by the northeast monsoon phenomenon. Both resolutions were unable to simulate the
high rainfall distribution in the eastern part of Peninsular Malaysia. Indeed, the northeast
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monsoon is difficult to simulate well and other models such as RegCM4 and MM5 have a
similar problem simulating the intensity of rainfall in the northeast of Peninsular Malaysia
during DJF. Overall, although the 5 km simulation had a better performance than the 25 km
one, the differences between the two models were not significant.

Further investigation at higher resolutions using 1.6 km simulations led to a significant
increase in added value as these were able to simulate a higher precipitation intensity in
the morning in all four regions compared to the results of the 25 and 5 km simulations. The
1.6 km simulation had the only resolution that was able to pick up the three peak signals
present in the observations. This indicates that the 1.6 km resolution could effectively
resolve atmospheric convection even when CPSs were not used. This also implies that
resolution had a significant influence on the model performances and that 5 km was
not a high enough resolution. However, further studies are required to determine the
best configuration for higher resolution simulations as many factors must be considered
to minimize the errors. The atmospheric configuration for this experiment was quite
challenging as the northeast monsoon is a complex feature which many models have
consistently failed to simulate skillfully. Atmospheric thermodynamics have always been
an integral part of understanding cloud microphysics and convection parameterization.
Hence, future studies on air−sea interactions are suggested to further investigate the cause
of this phenomenon.
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