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Abstract

:

Many studies have confirmed that the complexity of a time sequence is closely related to its predictability, but few studies have proposed methods to reduce the time sequence complexity, which is the key to improving its predictability. This study analyzes the complexity reduction method of observed time sequences based on wind speed data. Five sampling methods, namely the random method, average method, sequential method, max method and min method, are used to obtain a new time sequence with a low resolution from a high resolution time sequence. The ideal time sequences constructed by mathematical functions and the observed wind speed time sequences are studied. The results show that the complexity of ideal time series of periodic sequences, chaotic sequences and random sequences increases in turn, and the complexity is expressed by the approximate entropy (ApEn) exponent. Furthermore, the complexity of the observed wind speed is closer to the complexity of a random sequence, which indicates that the wind speed sequence is not easy to predict. In addition, the complexity of sub-time series change with different sampling methods. The complexity of sub-time series obtained by the average method is the lowest, which indicates that the average method can reduce the complexity of observed data effectively. Therefore, the complexity of sub-time series sampled from the high-resolution wind speed data is reduced by using the average method. The method that can reduce the complexity of wind speed substantially will help to choose the appropriate wind speed data, thus improving the predictability.
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1. Introduction


As the complexity of the observed sequence is closely related to its predictability, it is vital to reduce the complexity of the observed dataset [1]. If the system is not so complex, it is easy to predict, such as a train moving at a constant speed or the simple pendulum with a periodic variation. However, if the time series is completely random or chaotic, it is not easy to predict, like the tossing of a coin or the three-body motion in the Poincare section [2]. In a weather or climate system, most motions are difficult to predict as they are randomly and chaotically forced [1,3,4]. Therefore, many researchers have focused on the complexity of a time sequence.



The complexity of an ideal sequence constructed by mathematical functions usually remains unchanged when the length of the sub-sequence is changed. Hou et al. [5,6] studied the logistic model and Lorenz model using the Lemper-Ziv complexity algorithm, and found that their complexities of time series with different lengths were basically the same. In fact, the complexity of the real (observed) data has been verified to be changeable, especially for an atmospheric system and a climatic system, which are difficult to predict. Chou [7] considered that the uncertainty of initial conditions, boundary conditions and physical laws is the main reason for the low predictability of the atmospheric system. In addition, the nonlinear effect causes predictability to decrease, and the forcing and dissipative effects causes predictability to increase, which means that the predictability (complexity) of a system is changeable. Jin and He et al. [8,9,10,11,12] identified a large number of observed time series and found that the complexity of observed sequences in different periods is dissimilar, and the complexity can be used to identify the change in dynamic structure.



The key to accurate predictions is to reduce data complexity. Some dimensionality reduction techniques have been proposed to reduce the complexity of observation data. They use a few modes to represent the main information of complex data to reduce data complexity, such as the empirical mode decomposition method [13], the k-means clustering method, the empirical orthogonal functions (EOF) method [14] and its improved methods, including the extended EOF (EEOF) [15], the rotated EOF (REOF) and the complex EOF (CEOF) [16]. In addition, some sampling methods have also been used to reduce the complexity of data sequences. Zhang et al. [17] resampled the data for radar quantitative precipitation estimation by transforming the data into the wavelet domain to reduce its complexity. The sampling interval has also been found to have some impact on the predictability of time series [18]. For the observed time series, there are different sampling intervals and different sampling methods when collecting data, due to the accuracy of observation instruments, the method for obtaining data and the purpose of the research. However, the complexity of the sequence obtained by these sampling methods, and whether or not it affects the predictability of the sequence, are still inconclusive. Thus, it is necessary to figure out their impacts on the complexity and predictability of the data sequence.



Among different meteorological elements, the predictability of wind speed is relatively low [19]. The wind speed time series has chaotic characteristics at different time scales because wind speed observation is significantly affected by microtopography, seasonal variation [20,21] and many other factors [22], including altitude, temperature, humidity and cloud thickness. These studies indicate that wind speed is difficult to predict. In recent years, some machine learning techniques have been used to predict wind speed, and presented good performance [23]. However, these prediction methods mainly focused on the prediction results. If the complexity of observation data itself can be reduced, the effectiveness of these forecasting methods will be improved. A couple of sampling methods have been used to analyze how to reduce data complexity.



Many exponents have been used to measure the complexity of time series, such as the information entropy [24], approximate entropy (ApEn) [8,9,10,25,26,27], complexity [28], Lyapunov exponent [29,30] and Hurst exponent [31,32]. These methods detect the complexity of time series based on different parameters, showing great potential in identifying abrupt changes and studying predictability. The ApEn exponent has been widely used in many fields to represent the complexity of sequences due to its strong anti-noise ability [8]. In addition, the exponent requires a shorter sequence length and has strong robustness [9].



In this study, the ApEn exponent is taken to express the complexity of wind speed sequence, and five different sampling methods are used to sample a new time series with a low time resolution from the high time resolution wind speed data. The remainder of this paper is organized as follows. Section 2 introduces the data and methods. The complexity of the ideal time series and observed wind speed is analyzed in Section 3. Section 4 provides the conclusion and discussion.




2. Data and Methods


2.1. A Description Method of Complexity—The Approximate Entropy


The ApEn is defined as the probability of generating a new pattern when the sequence dimension changes [25,26,27]. The larger the probability of generating a new pattern, the more complex the sequence and the larger the ApEn. The simple definition is as follows:



Step 1. Mark the time sequence as x1, x2, …, xn.



Step 2. Reconstruct sub-sequences from the sequence xn, each with a length of m, as shown in Equation (1), where k = n − m + 1.


   |       x 1       x 2     ⋯     x m         x 2       x 3     ⋯     x  m + 1        ⋮   ⋮   ⋱   ⋮       x  n − m + 1      ⋯   ⋯     x n       |  ⇒  |       X  11        X  12      ⋯     X  1 m          X  i 1        X  i 2      ⋯     X  i m        ⋮   ⋮   ⋱   ⋮       X  k 1      ⋯   ⋯     X  k m        |  =  |       X 1         X i       ⋮       X k       |   



(1)







Step 3. For each i, i ∈ [1, k], find the number of X(j), j ∈ [1, k] according to Equation (2). The    C i m  ( r )   is defined as Equation (2).


   C i m  ( r ) =   ( n u m b e r   o f    X j    s u c h   t h a t   d [  X i  ,    X j  ] < r )  k   



(2)




where   d [  X i  ,    X j  ]   expresses the maximum distance between Xi and Xj, as follows.


  d [  X i  ,    X j  ] = max    |   X  i p   −  X  j p    |    p = 1  m   



(3)







Step 4. Define the function    Φ m  ( r ) =  1 k    ∑  i = 1  k   log (  C i m  ( r ) )    .



Step 5. Define the ApEn as Equation (4).


  ApEn =  Φ m  ( r ) −  Φ  m + 1   ( r )  



(4)







Generally, the parameter m = 2 or m = 3, and the parameter r = 0.2 × std, where std represents the standard deviation of the original time series.




2.2. Sampling Methods


The continuous variable in the actual atmosphere needs to be sampled when it is recorded by the sensor. Different sampling methods and sampling intervals differently represent the data characteristics. The daily/monthly/yearly time series indicate the daily/monthly/yearly variation of meteorological elements. For the long-term data, the daily time series and the monthly-averaged time series are featured by the annual cycle, but if the annual-averaged data is used, this cycle vanishes. Five different sampling methods are introduced as follows. The schematic diagram of Figure 1 is used for the simple introduction. The entire time series is marked as Qn, where n represents the length of the time series. A fragment marked as Sm near point i is obtained from the entire time series, where m represents the fragment’s length. The meteorological element value at point i can be represented by different sampling methods.



(1) The random method. For the observation instrument, the observation should be carried out at the set time point. However, due to random error, the time of data collection is around that time point. Thus, a random observation value from Sm is selected as the value at point i. This is called the random method.



(2) The average method. The value at point i is represented by the average of the Sm sequence, such as the daily average, monthly average or annual average of temperature. This is called the average method.



(3) The sequential method. The value at point j (where j could be 1, 2, 3… or n) in sequence Sm is sequentially selected to represent the value at point i. This is called the sequential method.



(4) The max method and the min method. The maximum or minimum value in the sequence may also be taken as the value at point i, such as the daily maximum and minimum temperature. These two methods are called the max method and the min method.



The above five sampling methods, respectively marked as random, average, sequential, max and min, are applied to obtain sub-sequences from the original time sequence with a high resolution.




2.3. Ideal Time Series and the Observed Wind Speed


The data used as the ideal time series are constructed by mathematical equations. The complexity of time series is expressed by the value of ApEn. Three ideal time series marked as x1, x2 and x3 are constructed with Equation (5). The ideal time series x1 represents the wave function, which is ordered. The ideal time series x2 is the numerical solution of the logistic model. The values can be calculated by rewriting the logistic model as its difference form x(n) = x(n − 1) + τk[x(n − 1) − μ][ν − x(n − 1)], where the values of parameters are ν = −1.0, μ = 1.0, k = 135, τ = 0.01 and x(0) = 0.0005. The ideal time series x3 is created with random numbers. According to previous studies [33,34], the ideal time series x2 and x3 are chaotic.


   {     x    1    ( i ) = sin (   π ⋅ i  a  ) + cos (   π ⋅ i  b  )      x 2  ( i ) = >   d x   d t   = k ( x − u ) ( v − x )      x 3  ( i ) = r a n d o m ( i )      



(5)







Based on these three ideal time series, two mixed ideal time series are constructed by mixing x1 and the other two time series, as shown in Equation (6).


   {     y    1    ( i ) =  α 1   x 1  ( i ) +  β 1   x 2  ( i )      y 2  ( i ) =  α 2   x 1  ( i ) +  β 2   x 3  ( i )      



(6)







The ideal time series y1 is created by combining x1 and x2, where the parameters α1 and β1 are mixing coefficients, and α1 + β1 = 1. The ideal time series y2 is created with x1 and x3, and the sum of mixing coefficients α2 and β2 is also 1. Furthermore, it is noticed that the ideal time series x1, x2 and x3 are normalized before they are combined into y1 and y2.



The observed wind speed with high time resolution using a Gill Instruments Windmaster Pro 3D, which was set in the Zhangye National Climate Observatory. The observatory (100°17′ E, 39°05′ N, 1456 m) is located in the desert area in northwestern China, and it is one of the first five national climate observatory demonstration stations established by the China Meteorological Administration, focusing on the observation of desert land boundary layer and ecological environment. The observed wind speed data are regionally representative. The time resolution is 0.1 s (10 Hz), and more instrument parameters are shown in Table 1. The observation period was from 25 November 2017 to 4 December 2017. Ten days were included for a total of 8,640,000 time points, and they are marked as d1, d2, …, d10. For each point, the wind speed in U and V directions at 50 m height were observed. The total wind speed was studied.



The ideal sequences were used to verify the description of sequence complexity by the ApEn. The complexity of observed data was compared with that of the ideal sequence to determine the complexity of wind speed, and then the complexity of sub-sequence was studied by using the sampling methods.





3. Results


3.1. The Complexity of Ideal Time Series


The three ideal time series constructed by Equation (5) are shown in Figure 2. The curve (x1) in Figure 2a is an ideal sequence constructed by the wave function, which periodically changes. However, the other two curves (x2 and x3), constructed with the logistic model and random numbers in Figure 2b,c, are both chaotic. In order to study the symmetrical characteristics of these ideal sequences, the quartile values were analyzed (Table 2). The probability distribution of time series x1 is completely symmetric about the value of 0. For the time series x3, the distribution is almost symmetric about 0, which is also a composite normal distribution. However, the distribution of time series x2 is skewed. The ApEn values for x1, x2 and x3 are 0.0001, 0.3086 and 0.5396, respectively. The result shows that the complexity of ordered time sequences constructed by the wave function is almost 0. The complexity of the sequences constructed by complex functions like the logistic model is higher than that of the ordered sequence. The complexity of the completely random sequence is the highest.



To study the influence of the time-series length on series complexity, the entire time series were divided into 10 sub-series with the length of 1000 and 20 sub-series with the length of 500. The ApEn values for each sub-series are shown in Figure 3. The values of each sub-series intercepted from x1 are all 0.0001, indicating that the complexity of time series x1 does not vary with length. For the sub-series from time series x2, there is no significant difference between the ApEn values of sub-series with the lengths of 1000 and 500. Their average ApEn values are 0.3422 and 0.3475, respectively. Compared with the original ideal time series, the bias rates of the ApEn values of length−1000 and length−500 sub-series are 10.87% and 12.61%, respectively. The average ApEn values of the length−1000 and length−500 sub-series intercepted from x3 are 0.5884 and 0.5840, respectively, and the bias rates are 9.04% and 8.22%, respectively. The ApEn values of the sub-series from x2 and x3 also indicate that their complexities almost do not change with the time-series length. To further study the relationship between the time-series length and the complexity, different lengths of ideal time series were selected and the average complexities were calculated, as shown in Figure 4. The ApEn values are still 0.0001 for all sub-series from x1. For x2 and x3, the ApEn values of the sub-series are around 0.3363 and 0.5676, respectively, when the length is less than 5000. If the lengths of the sub-series from x2 and x3 are longer than 5000, the ApEn values of each sub-series remain unchanged, which are 0.3086 and 0.5396, respectively. Therefore, for a time series constructed by the mathematical function, the complexity is consistent with that of the original time series, which is consistent with the conclusion of Hou [5,6].



By mixing the ideal sequences, more complex sequences were obtained. In this way, we can study the change in the complexity of these new sequences. The complexities of mixed ideal time series y1 and y2 with the ideal time series x1, x2 and x3 were studied, and the ApEn values of 20 sub-series with the length of 1000 are shown in Figure 5, with different colors representing different sub-series. The box plots of ApEn values are shown on the right side. The horizontal ordinate represents the mixing-rate parameter α. When α = 1.0, the mixed time series y1 and y2 respectively represent the original ideal time series x2 and x3; when α = 0.0, both y1 and y2 represent the ideal time series x1. In addition, the ApEn values of sub-series with the length of 1000, which are intercepted from ideal time series x1, are marked as red stars. Specifically, the ApEn values of sub-series from y1 are between 0.2394 and 0.7669, and the ApEn values of sub-series from y2 are between 0.3949 and 0.7796. By comparing the values of box plots and red stars, it is found that the complexity of the mixed time series is remarkably greater than that of the wave function no matter the value of α, and their ApEn values are closer to the chaotic components. It is verified that the complexity of the time series mainly depends on the chaotic component. In other words, the sequence complexity represents the chaotic characteristics of the sequence.




3.2. The Complexity of the Observed Wind Speed


The observed wind speed for 10 days (marked as d1, d2, …, d10) and the complexity of the daily sequence changing with time are shown in Figure 6. The wind speed changes are almost disorderly, but the daily-averaged wind speed is slightly different. The maximum daily-averaged wind speed is about 4.97 m·s−1 on d2. The minimum daily-averaged wind speed is about 2.12 m s−1 on d10. The ApEn values are shown in Figure 6b, and the daily complexity does not seem to be related to the average wind speed. The wind-speed complexity is the lowest on d1, with the ApEn value being 0.2401. The complexity of the wind speed on d4 is the highest, with the ApEn value being 0.8251. It shows that the complexities of the wind speed at the interval of 0.1 s are completely different on each day, which is closer to the ApEn values of the random sequence. It verifies that the chaotic characteristics of the wind speed time series are more complex than the ordered time series, and that the wind speed time series is difficult to predict. The variation of weak wind speed might be very complicated, while that of large wind speed may be orderly. According to the ApEn value, the wind speed on d1 and d4 were selected to be further studied.



The time series were processed into an interval of 1 s by using different sampling methods from the original wind speed time series with an interval of 0.1 s. There was no significant difference between the ApEn values of the time series obtained by using the sequential method and the random method on d1, with both methods being carried out ten times, as shown in Figure 7a. For the sequential method, the maximum ApEn value is 0.7982 during the ten times, the minimum ApEn value is 0.6865, and the range is 0.1117. Whereas, for the random method, the range is 0.1523, with the maximum and minimum ApEn values being 0.8571 and 0.7048, respectively. The ApEn range of the random method is wider than that of the sequential method. The ApEn values of the other three methods are shown in Figure 7b. As can be seen, the average method has the lowest complexity. This result means that for the wind speed on d1 with the time interval of 1 s, neither the sequential method nor the random method can reduce the complexity of the wind speed time series, but the max and min methods can increase the sequence complexity. Whereas, for the time series of d2, the ApEn value with the min method (0.6853) is the least, and the average ApEn value with the random method is 0.6894, which is almost equal to that with the min method. The ApEn value with the max method (0.8025) is the largest. The comparison of the ApEn values between the two days shows that there is little difference among the complexities obtained by different sampling methods when the time interval is 1 s.



We further increased the sampling interval and studied the complexity. The sampling time interval was separately increased to 1 s, 2 s, 3 s, 4 s, 5 s, 6 s, 10 s, 12 s, 15 s, 20 s, 30 s, 60 s, 120 s, 180 s, 240 s and 300 s. Then, the ApEn values of different methods were calculated, as shown in Figure 8, and the ApEn values by the sequential method and the random method were the average ApEn values. On average, the ApEn values by the average method are lower than those by the other four methods, whether on d1 or d4. When the time interval is less than 6 s, the ApEn value by the average method on d1 is lower than those by other methods, while it is different on d2. When the time interval is greater than 60 s, the situation is similar on d1 and d4. The comparison between Figure 8c,d shows that the ApEn values by the average method are remarkably lower than those by other methods both on d1 and d4, with the time intervals of 6–60 s. The above results show that the average method can reduce the sequence complexity.



When the time intervals were 6–60 s, the ApEn values on all 10 days were calculated, as shown in Figure 9. As the ApEn values by the sequential method and the random method were still greater than those by other methods after several calculations, the two methods were not used. In Figure 9a, the 10-day-averaged ApEn values by the average method are less than those by the max method and the min method for all different time intervals of 6–60 s, except for 20 s. The average ApEn values for different time intervals by the average method, max method and min method are 0.6906, 0.7190 and 0.7376, respectively. For daily wind speed, the ApEn values by the average method are less than those by the other two methods, except for d7. The ApEn values on d4 and d5 are lower than those on the other days, and the ApEn value on d7 is the highest. Figure 9 shows that, in most cases, the complexity of the wind speed time series obtained by the average method is lower than those obtained by the other methods. The above analysis shows that the average method can obtain sequences with lower complexity.



In conclusion, because the wind speed data used in this study is 10 Hz, the complexity of the sequence after reducing the resolution (sampling intervals from 1 s to 60 s) shows that the average method can reduce the complexity of new sequences. For the daily or hourly observation data, using the average method to reduce the resolution of the sequence may obtain the sequence with lower complexity, which is easier to predict. This will be carried out in future research.





4. Conclusion and Discussion


Most of the research on wind speed prediction focuses on how to improve the prediction method, and there has been little research on reducing the complexity of the observation sequence itself. In this study, we used five methods to obtain a new time series from the observed time series with a high resolution and studied their complexities, which are expressed by the ApEn exponent. The main conclusions are as follows.



Based on three ideal time series constructed by the wave function, logistic model and random numbers, the ApEn values are confirmed to be useful to represent the complexity of time series. The more chaotic the time series, the larger the ApEn value. The ApEn value of any part intercepted from the ideal time series is the same as that of the original series, indicating that the complexity is an attribute feature of the time series, especially for the system with a certain complexity. The complexity is related to the chaotic term rather than the ordered term after the time series is mixed with time series with different complexities. The complexity of the time series mainly depends on its chaotic component. This also means that it is vital to separate or reduce chaotic components from the original time series for prediction. In fact, in the theory of short-term climate predictions proposed by Chou et al. [35], it is the linear separation technology that separates the time series into predictable stable components and unpredictable chaotic components. The theory has been successfully applied to the study of short-term climate predictions [36].



The ApEn value of wind-speed observation data is closer to that of the ideal series constructed by random numbers, indicating that the observed wind speed has a greater complexity. Many methods have been used to predict wind speed and have achieved good performance, such as mesoscale numerical models, statistical methods and some machine learning methods. However, if the sequence complexity is reduced before the prediction, the observation ability of wind speed can be further improved, which is completely different from the improvement of the prediction method. The ApEn values obtained by different sampling methods and with different lengths are almost the same, which means that the wind-speed time series is complex and difficult to predict. The wind speed is sampled by five methods, namely the sequential method, average method, random method, max method and min method. The ApEn shows that, for the time series with intervals of 6–60 s, the complexity of the wind speed obtained by the average method is the lowest. This indicates the average wind speed is easy to predict, while the maximum and minimum wind speed is as difficult to predict as the wind speed. However, the instantaneous maximum wind speed is often the most harmful. In crops, bridge construction, wind power generation and even rocket launches, it is necessary to predict the maximum wind speed, but from the research results, this kind of prediction is very difficult. This problem is common in the prediction of wind farms with a time resolution of 15 min. However, if the time interval is shorter (i.e., 1 min) with a lower complexity, we can predict the maximum wind speed more accurately.



The complexity of observed wind-speed time series is related to its variation, and it is closer to the complexity of the ideal sequence of random numbers. This means that the observed wind-speed is difficult to predict. By studying different sampling methods, we find that the complexity of time series with low time resolution obtained by the average method from the high-resolution series is lower than those obtained by other methods. Therefore, it is necessary to observe the wind speed with high time resolution first, and then use the average method to obtain the wind speed with low time resolution. Thus, the complexity can be effectively reduced. For example, the observation interval used in this study was 0.1 s, but such high accuracy is often not required in practical applications. For wind power generation, a time interval of 15 min can meet demands. In this way, the low-resolution data obtained from high-resolution observation data can bring more accurate wind speed predictions. In addition, with the high predictability of low resolution data, we can also make a prediction profile as the high-resolution adjoint function.



It is noted that only the complexity reduction of wind speed under the complex terrain in northwest China has been studied here, while the complexity reduction method for other meteorological elements also needs to be studied in future.
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Figure 1. Schematic diagram of sampling methods for time series. 
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Figure 2. Ideal time series constructed by (a) wave function (x1), (b) logistic model (x2) and (c) random number (x3). 
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Figure 3. The ApEn values of sub-series with lengths of 10,000, 1000 and 500. The value of parameter L represents the length of sub-series. 






Figure 3. The ApEn values of sub-series with lengths of 10,000, 1000 and 500. The value of parameter L represents the length of sub-series.



[image: Atmosphere 13 01746 g003]







[image: Atmosphere 13 01746 g004 550] 





Figure 4. The ApEn values of sub-series with different lengths. 
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Figure 5. The ApEn values of two mixed ideal series with different mixing ratios. (a) Time series y1 mixed by x1 and x2; (b) time series y2 mixed by x1 and x3. 
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Figure 6. (a) The observed wind speed and (b) the ApEn values of daily sequence changing with time. Note: The time interval of wind speed is 1 s for displaying, while the ApEn value has been calculated for the original data with the time interval of 0.1 s. 
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Figure 7. The ApEn values of 1-s observed wind speed obtained by the sequential order method and the random method (ten times) from 0.1-s time sequences for (a) d1 and (c) d2. The average and the box diagram of ApEn values of 1-s observed wind speed obtained by different sampling methods for (b) d1 and (d) d2. 






Figure 7. The ApEn values of 1-s observed wind speed obtained by the sequential order method and the random method (ten times) from 0.1-s time sequences for (a) d1 and (c) d2. The average and the box diagram of ApEn values of 1-s observed wind speed obtained by different sampling methods for (b) d1 and (d) d2.



[image: Atmosphere 13 01746 g007]







[image: Atmosphere 13 01746 g008 550] 





Figure 8. The ApEn values of observed wind speeds with different time intervals obtained by different sampling methods for (a) d1 and (b) d2; the average ApEn values for d1 and d4 with (c) different time intervals and (d) with the time interval of 6–60 s. 
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Figure 9. The average ApEn values (a) with different time intervals and (b) by different methods of the average, maximum and minimum. 
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Table 1. Instrument parameters.
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Parameters

	
Values






	
Wind Direction (°)

	
Resolution

	
0.1




	
Range

	
0~359




	
Wind Speed (m·s−1)

	
Resolution

	
0.01




	
Range

	
0~65
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Table 2. The quartile values for ideal series.
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	Quartile
	x1
	x2
	x3





	0%
	−1.35
	−2.03
	−1.72



	25%
	−0.83
	−0.67
	−0.88



	50%
	0.00
	0.26
	0.00



	75%
	0.83
	0.78
	0.86



	100%
	1.35
	1.27
	1.73
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