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Abstract: Tidal phenomenon is a significant dynamical phenomenon in the ocean, and the accurate
prediction of tide is an important task for various maritime activities. This paper proposes analysis
method considering tidal periodicity and apply it to the actual tide prediction. The results prove
that this method can solve the delay problem in tide prediction, improve the accuracy of prediction.
Compared with the tidal harmonic analysis method, the prediction result of this method is more
accurate and requires less data for short-term tidal forecast. Although this study can only provide an
accurate forecast for 3 days, it is enough to deal with risks. How to improve the accuracy of long-term
prediction is one of the future research directions.
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1. Introduction

With the development of modern marine technology, tidal observation and prediction
are the basic work in the development of marine resources or coastal engineering construc-
tion. Tides can be divided into two categories: astronomical tide and meteorological tide.
Astronomical tides are periodic fluctuations of seawater caused by celestial gravity, while
meteorological tides are relatively irregular and generally caused by weather factors such
as wind and air pressure. Extreme conditions, such as strong wind and low pressure, may
cause storm surge, which is not considered in this paper. There are diurnal tides, semi-
diurnal tides and mixed tides. A lunar day, there is a high tide and low tide for the diurnal
tide. There are two high tides and low tides for semi-diurnal tides. The mixing of the two
tides is called a mixed tide. The periodicity is remarkable characteristic for tide. China has
a vast territory with a coastline of 3.2 × 104 km. The coastal areas economically developed.
The tidal phenomena in these areas directly or indirectly affect people’s production and
life. Thus, tidal prediction has an important role for the economy development [1].

Traditional tidal prediction models have been widely used in practice. To describe and
study the tide, the equilibrium tide theory was proposed by Darwin [2], but it did not con-
sider the tide effected by the complex seabed topography in nearshore areas. Doodson [3,4]
proposed least square method to calculate parameters in tide, but the disadvantage of this
method is that a large number of tidal records are needed for analysis. In order to solve
this problem, Kalman filtering method was proposed for calculating the harmonic parame-
ters [5]. Compared to least square method, it does not need a large number of tidal records.
Yen used the covariance matrix to solve the Kalman filtering method, and then predicted
the tidal level [6]. After the continuous development, the harmonic analysis method can
effectively predict the tide. This method is mainly based on harmonic constants. At present,
harmonic constants are often used as boundary conditions in numerical models, or they are
used to predict water levels and then drive models. However, harmonic analysis also has
certain disadvantages, and it can not take non-astronomical factors such as pressure, wind
and complex seabed terrain which will have a great impact on tide into consideration. If we
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only use harmonic analysis to predict tide, it will have great error. Due to the complexity of
environmental factors, it is difficult to establish a suitable model for tide prediction.

Artificial neural network is a complex and nonlinear information processing sys-
tem. Since 1943, it has developed rapidly, and now in pattern recognition, nonlinear
dynamic system identification, prediction has been widely used and achieved good re-
sults [7–10]. In recent years, due to the development of machine learning and computer
technology, artificial neural networks have provided many solutions for tide prediction,
and many researchers apply machine learning algorithms to solve marine problems, such
as French et al. [11] used artificial neural networks to predict the intensity of rainfall. Their
results showed that artificial neural networks could learn the complex relationship of
spatial and temporal evolution during rainfall. Tsai et al. [12] used BP neural network to
predict the tide value of Taizhong port in a short term under the condition of harmonic
constant uncertain, and then they applied BP neural network to do the prediction of water
level that mixed tide and storm. Cheng et al. [13] used artificial neural network method
and wavelet analysis method to forecast tide around Taiwan. Liu and Yin [14] used Support
Vector Machine(SVM) method to modularize tide, which also achieved good prediction
results, and other researchers also used other improved neural networks to predict [15–18].

At present, the methods of tide prediction using artificial neural network are as follows:
one is to predict neural network directly based on the measured tidal data [19–21]; the other
is to make prediction based on the characteristic wave height (such as H1/3, H1/10, etc.)
based on the spectrum analysis of the measured tidal level data [22,23], and the last one
is similar to the traditional harmonic analysis method and the prediction is carried with
the measured tidal data. The above methods have done a lot of work in applying artificial
neural network to tidal prediction, and achieved good prediction results [24–26]. However,
there are some problems (especially the first method): compared the predicted data with
observed data, there is a time delay phenomenon [27–29]. The fundamental reason of time
delay is that the corresponding periodic analysis between the input and output tide data is
not carried out. The regularity of tidal phenomenon is not organically combined with the
characteristics of artificial neural network.

Generally, tide data are recorded in the unit of hour. However, the time series of tide
is regular and has a certain period. Therefore, in view of its characteristics, this paper puts
forward the periodical analysis of tidal data to improve the prediction accuracy and solve
the problem of phase difference. The neural network has the self-organizing, adaptive
and self-learning ability, however, the algorithm has dependence for input/output data at
present, so the periodic analysis (maintaining the periodic correspondence of the network
input-output time series) is very necessary to solve the problem of phase difference and
to improve the accuracy of network prediction [30–32]. In order to improve the precision
of prediction and solve the problem of phase difference (time delay), tidal prediction is
carried out in this paper.

2. Methods and Data
2.1. Back Propagation(BP) Neural Network

In this paper, the neural network BP algorithm [33] is used for tide prediction. A
learning cycle of BP network contains two stages: one is pretransmission, which spreads
the input information forward layer by layer; the other is back transmission, which changes
the network weight according to the error of simulated and actual output.

2.1.1. BP Algorithm

The BP algorithm is a supervised learning algorithm. It consists of an input layer,
one or more hidden layer, and an output layer. Layers are connected sequentially starting
from the input layer through the hidden layers to the output layer, where the connections
between layers contain weights and each layer includes one or more neurons. These layers
are connected by neurons, and the general initial weights and thresholds can be randomly
valued [34,35]. The learning process is completed by constantly adjusting the network
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weights and thresholds through the mapping of the input values and the output values. In
the iterative process, the gradient descent method is adopted to minimize the total squared
error of the output calculated by the network

The structure of the BP neural network is as follows: I neurons in the input layer are
assumed, {xli}I

i=1 ⊆ <I(l = 1, · · · , L) is the input set, the output layer has K neurons,
{ylk}K

k=1 ⊆ <K(l = 1, · · · , L) is the output set, and the hidden layer has J neurons. For a
given training set, {(xli, dlk)}L

l=1(i = 1, · · · , I; k = 1, · · · , K), Ol j(j = 1, · · · , J) is defined as
the output value of the j-th hidden layer node due to the l-th input layer node.

Ol j = f (Tj) = f (
I

∑
i=1

wijxli + bj), l = 1, · · · , L; j = 1, · · · , J (1)

where {dlk}K
k=1 is the expectations output set, The wij is the weights of the i-th input level

node to the j-th hidden level node, bj is the threshold of the hidden level, and f I s the
transfer function of the hidden level, also called the activation function. In general, the
Sigmoid function can be adopted

f (x) =
1

1 + e−x (2)

Similarly, the output of the k-th output layer node due to the input of the j-th hidden
layer node can be expressed as:

ylk = f̂ (T̂k) = f̂ (
J

∑
j=1

vjkOl j + ck), l = 1, · · · , L; k = 1, · · · , K (3)

To compare the difference between the expectations output and the obtained output
from machine learning, the sum of the mean squared errors of the system output is defined
as follows:

E =
1
L

L

∑
l=1

1
2

K

∑
k=1

(dlk − ylk)

2

(4)

Based on the gradient descent method, the BP algorithm adjusts the parameters of the
target negative gradient direction as follows:

w(n+1)
ij = w(n)

ij − η ∂E
∂w(n)

ij

v(n+1)
jk = v(n)jk − η ∂E

∂v(n)jk

b(n+1)
j = b(n)j − η ∂E

∂b(n)j

c(n+1)
k = c(n)k − η ∂E

∂c(n)k

(5)

where (n) is the iterative step length and η is learning rate. The convergence properties
and convergence rate of the BP algorithm will depend largely on the learning rate, and the
value of the learning rate is related to the specific problem studied. According to previous
study [36], the learning rate is used as 0.1 in this study.

Before network calculation, relevant tide data should be pre-arranged, including
two aspects: analyzing the regularity and periodicity of tide data to ensure the periodic
correspondence between input and output data. All tide data in the network are normalized
with a unified standard:

Zi =
Yi −Ymin

Ymax −Ymin
(6)
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where Zi represents the normalized tide value; Yi represents the measured tide value before
normalization; Ymax and Ymin represents the maximum and minimum value in all tide
data, respectively.

2.1.2. Tide Time Series Prediction Model

The tide time series is expressed as {Xt}, where X t = X(t) (t = 0, 1, 2, 3, . . . , n), refers to
the tide value at any moment. The essence of tide prediction is to make predictions of the
present or future values based on its historical data, and there is a functional relationship
between the training values of the time series and the predicted data:

xn+k = F(xn, xn−1, xn−2, · · ·, xn−m+1) (7)

where k and m represent the number of predicted data and training data, respectively. The
neural network prediction of tide time series is to use the BP algorithm to fit the function
F(x), and then use F(x) for the neural network prediction. However, the characteristic of
BP network is that it can approximate any nonlinear continuous function on the basis of
training samples [37–39].

2.2. Data Source

The data in this paper came from Xuwen (Figure 1), which located in South China
Sea. The tide was observed by the pressure type tide gauge named KELLER (Figure 2),
a self-contained tide level instrument of DCX-22 made in Switzerland, with a measuring
range of 0–20 m and a measuring accuracy of +0.05%FS (Full Scale). KELLER collected data
with the interval of 10 min and each observation was a 1-min average with the accuracy of
0.01 m. KELLER is installed by “insertion rod method” (as shown in Figure 2). During the
installation, the PVC pipe with a diameter of 8 cm and 6mm thickness of the pipe wall is
selected, and water penetration holes are made on the pipe wall. The wooden pole of more
than 5 m is inserted into the measuring position, the mud entry depth is approximately
2 m, to ensure the stability of the wooden pole, the PVC pipe was fixed at the bottom of
the wooden pole, and finally the tide instrument was fixed in the PVC pipe. The depth of
observation point is approximately 5 m.
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Figure 2. Schematic diagram of the data acquisition.

A total of 1464 data were recorded for two months from 1 September 2012 to 31 October
2012. The measured data showed that the tidal type was normal semi-diurnal tide. In this
paper, the data of the previous month were selected as the experimental values, and the
data of the first three days of the second month were selected as the forecast value. That
means, m = n = 720, k = 72 in Equation (7).

The prediction methods of neural networks include one-step prediction and multi-step
prediction. It is one-step prediction when k = 1 in Equation (7) and it is multi-step prediction
when k > 1. There is also a method of making prediction on the basis of one-step prediction,
called iterative one-step prediction [40]. The specific practice is to feedback the result xn+1
of one-step prediction to the network as the input data for the next step prediction. This
paper proposes an iterative one-step prediction method based on the multi-step prediction,
which can be called an iterative multi-step prediction.

3. Tide Prediction

The factors affecting the prediction accuracy of neural network mainly include the
number of hidden layers, the number of hidden layer nodes, prediction method, fitting
error, iteration steps, etc.

3.1. Effect of Hidden Layers and Hidden Layer Nodes on the Prediction Accuracy of
Neural Network

The number of hidden layers and nodes of the neural network is related to the com-
plexity of the problem to be solved. The tidal phenomenon, which has obvious periodic
feature, is not a complex problem, so it only needs to use one hidden layer. The number of
nodes in the hidden layer is calculated by the following equation:

m =
√

n + l + α (8)

where m represents the number of hidden layer nodes, n represents the number of input
layer nodes, l represents the number of output layer nodes, α is a constant from 1 to 10.

Table 1 shows the effect on the network prediction accuracy when the hidden layers are
1 and 2, respectively. Increasing the number of hidden layers can maximize the complexity
of a problem, reduce the number of training steps in the network, but the result in Table 1
can be found that for the tide data which is periodic and regular time series, increasing
hidden layer is not very helpful for the improvement of prediction accuracy, and that is also
one of the manifestations of the ‘overfitting’ (overfitness) phenomenon. Therefore, using
one hidden layer to solve such problem is satisfactory, and the accuracy is relatively high.

Table 1. Effect of number of hidden layers on forecasting precision.

Hidden Layers Prediction Error Number of Cycle Steps Fitting Error

one 0.0091016 45
<0.005two 0.0113051 39
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Table 2 shows the influence of the number of nodes in the hidden levels on the network
prediction accuracy. It can be seen from Table 2 that the number of 7 has the smallest error.

Table 2. Effect of node number of hidden layer on forecasting precision.

Number of Nodes Prediction Error Number of Cycle Steps Fitting Error

6 0.008615866 35
<0.0057 0.008105314 40

8 0.009234574 71

3.2. Different Types of Prediction Methods Affect the Neural Network Prediction Accuracy

The multi-step prediction used in this paper can be called iterative multi-step predic-
tion, with the output value of the fitting network as the input data of the next prediction,
and achieve cumulative iteration. This paper also analyzes the effect of the prediction
method of the neural networks on the accuracy of the prediction, the results show that
iterative multi-step prediction has a high accuracy, and it is a feasible method to ensure the
accuracy in the time series prediction work.

3.3. Prediction Results and Discussions

In view of the time-delay phenomenon existing in the neural network tidal prediction
methods, the paper proposes a periodic analysis method, and uses the existing tidal data of
one month to predict tide data in the next 24 and 72 h.

Figure 3 shows the response of output element for data series; we can see that the
predicted values are in good agreement with the actual observations. The error values are
mostly in the range of −5 to 5 cm, with some points exceeding ±10 cm. Relative to the
observed data, the error is roughly within 5%.
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Figure 4 is the auto correlation of error in lag 0–20, and the auto correlation at lag 0
is equal to the mean squared error. So, we can know that the mean squared error is only
9.4 cm2, which indicates the predicted results agree well with the measured results
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Figure 4. The auto correlation of error in lag 0–20.

Figure 5 is the predicted tide values for 24 h and 72 h, calculated by using multi-level
iterative neural network in which the correlation between the 24 h predicted results and
the measured results is 0.9965, and the correlation between the 72 h predicted results and
the measured results is 0.9353. This means that for short-term forecasting, the prediction
results of the method provided in this paper have good applicability. Additionally, the
accuracy of prediction gradually decreases with the increase of prediction time. Therefore,
the prediction results of this study have limitations. We also made one-day and three-day
tidal predictions without iteration, and the correlation results were 0.9152 and 0.8646, re-
spectively. It is clear that prediction accuracy without iteration is greatly reduced, especially
for 3-day forecasts.
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Figure 5. The predicted tide values of 24 h (left) and 72 h (right).

The harmonic analysis method is to calculate the harmonic constants of the local tide
and to predict the tide level. Table 3 shows the amplitudes and phase lags of different tidal
components based on harmonic analysis. Figure 6 shows the difference between actual
values and predicted values based on harmonic constants. The correlation between the
measured and actual values for 1 day is 0.9173, and it is 0.9230 for 3 days. It can be seen
that the accuracy of tidal prediction value obtained by harmonic constant is less than the
prediction result of neural network.

Table 3. Results of four tidal components obtained by harmonic analysis.

Tide Frequency Amplitude Phase Lags Tide Frequency Amplitude Phase Lags

M2 0.081 78.16 94.86 S2 0.083 43.98 119.05
O1 0.039 38.31 173.66 K1 0.042 32.01 218.63
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Figure 6. The difference between actual values and predicted values based on harmonic constants for
24 h (left) and 72 h (right).

4. Discussion

With the continuous development of science and technology, people begin to shift
their attention from land research to marine research. Among them, tidal observation can
help coastal cities to predict weather in advance and can also provide marine environment
forecast for the development of marine resources. In the traditional tide observation, a
large number of research has started to use intelligent algorithms for prediction. With
the continuous development of artificial intelligence technology, how to apply it to tide
prediction has become the current focus of research. In the study, it is believed that the
tide data has certain rules, but the time delay in it makes it difficult for most intelligent
algorithms to achieve accurate tide prediction in application. Therefore, in the study, the
adaptive ability of the BP neural network is used to periodically analyze the tide data and
to improve the accuracy of the tide prediction.

In the research, the BP neural network is used to build a tidal time series prediction
model, aiming to use the tidal values at different times to build a tidal prediction model,
and to predict the future tidal values. The result shows that the error of tidal data prediction
is controlled within 5%. Previous studies have shown that the use of neural networks
can fully consider the weather conditions in the ocean, so the tidal data prediction can be
controlled within a reasonable range, which is consistent with the results of this study [41].
The research results show that the lag error of time series prediction model combined with
BP neural network is small, which is similar to the actual results. In previous studies, it was
proposed to use BP neural network to predict ocean temperature. The use of time series
data of ocean temperature can effectively improve the prediction accuracy of the model,
which is consistent with the low lag results shown in the study [42]. In addition, in order
to understand the similarity between the tidal prediction results and the actual values,
a correlation analysis was conducted. The results show that the correlation coefficients
between the predicted values and the actual values are above 0.9, which is consistent with
the opinions put forward in previous studies [43].

To sum up, a BP neural network can show more effective prediction ability in tidal
prediction, and the difference between the predicted value and the actual value is not
significant. However, from the experimental results, it can be found that the prediction
accuracy gradually decreases with the increase of prediction time because the prediction
model in the study takes less account of other factors in the ocean, and other factors that
affect the tides in the ocean need to be taken into account in further research to improve the
comprehensiveness of the prediction model.

5. Conclusions

In this paper, the neural network BP algorithm is used to predict the tide time series.
Considering the periodicity of tides, periodic analysis and data training are carried out in
this paper. The results show that the prediction results after periodic analysis well solve
the time delay problem, and improve the prediction accuracy of the network.
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Compared with the traditional harmonic analysis method, the artificial neural network
method has the advantage of fewer requirements on the measured data, which can use the
limited measured data to predict with high accuracy. In actual work, the marine engineering
construction department has an important demand for tide level prediction. Although this
study can only provide an accurate forecast for 3 days, it is enough to deal with risks. How
to improve the accuracy of long-term prediction is one of the future research directions.
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