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Abstract

:

Novaya Zemlya bora is a strong downslope windstorm in the east of the Barents Sea. This paper considers the influence of the Novaya Zemlya bora on the turbulent heat exchange between the atmosphere and the ocean and on processes in the ocean. Another goal of this study is to demonstrate the sensitivity of simulated turbulent fluxes during bora to model coupling between atmosphere, ocean and sea waves. In this regard, a high-resolution numerical simulation of one winter bora episode was carried out using the COAWST (Coupled-Ocean-Atmosphere-Wave-Sediment Transport) modeling system, which includes the atmospheric (WRF-ARW model), oceanic (ROMS model), and sea waves (SWAN model) components. As shown by the simulation results, in the fully coupled experiment, turbulent heat exchange is enhanced in comparison with the uncoupled experiment (by 3% on average over the region). This is due to the atmosphere-sea-waves interaction, and the results are highly sensitive to the choice of roughness parameterization. The influence of the interaction of the atmospheric and oceanic components on turbulent fluxes in this episode is small on average. Bora has a significant impact on the processes in the ocean directly near the coast, forming a strong coastal current and making a decisive contribution to the formation of dense waters. In the open sea, the bora, or rather, the redistribution of the wind and temperature fields caused by the orography of Novaya Zemlya, leads to a decrease in ocean heat content losses due to a decrease in turbulent heat exchange in comparison with the experiment with flat topography.
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1. Introduction


A great number of studies using state-of-the-art earth system models, primarily regional climate models, demonstrate the need for atmosphere-ocean coupling on seasonal and climatic scales for different regions of the world [1]. Coupling primarily affects the sea surface temperature and heat fluxes and removes both positive and negative biases, which are present in the uncoupled models [2,3,4,5]. Air-sea coupling indirectly affects precipitation [6,7] and ocean characteristics (e.g., [8]), including ocean currents [3]. The main positive coupling effect is found in the tropics, especially in the Indian Ocean region when modeling the monsoon and associated precipitation (e.g., [7,9]), and also in the East Asian monsoon region [10]. Benefits of coupling have also been found in Europe (e.g., [11,12]) and for sea ice modeling in the Arctic [13,14].



In recent decades, coupled modeling has been used not only in climate studies, but also for lesser time scales. Many modern numerical weather prediction systems, for example, in Canada [15] and in the European Centre for Medium-Range Weather Forecasts [16], use coupled models of atmosphere and ocean and the effect of coupling on weather forecasts is significant [17]. For mesoscale phenomena, model coupling make sense if the mesoscale object is relatively long-lived (sufficient to affect the processes in the ocean) and is accompanied by strong interaction between the atmosphere and the ocean (for example, in strong winds). One of the most representative examples of such an object is the phenomenon of tropical cyclones, which are the subject of a large number of studies on coupled modeling (e.g., [18,19,20]). More recently, coupled modeling has been applied to polar lows [21]. Coupling is of great importance for modeling mesoscale phenomena in upwelling coastal regions (e.g., [22,23,24].



On the other hand, the effect of model coupling for both regional climate and weather events sometimes is not obvious [4,12,20,25,26]. The results of coupled modeling still could give biased values [7,27]. Therefore, the added value of the coupled simulations is still arguable (given the relative high cost of such simulations), and for each region and for each phenomenon sensitivity experiments are needed to reveal the impact of the model coupling.



Orographic winds, such as downslope windstorms, sometimes reach hurricane strength and are accompanied by sudden temperature changes. Therefore, under such conditions, a strong interaction of the atmosphere with the ocean should be expected. For example, significant differences in heat fluxes between coupled and uncoupled simulations was found for Adriatic bora [28,29]. Taking into account the interaction between the ocean and the atmosphere under bora conditions improves simulated turbulent heat fluxes [5]. In turn, increased ocean-atmosphere heat exchange during orographic winds affects the heat content of the upper ocean, its stratification, and can provoke deep convection in the ocean [30]. In addition, strong and frequent coastal winds affect the water circulation, sediment transport and biological characteristics in the coastal zone [6]. These anomalies can be carried by currents to other regions.



Warm Atlantic waters spread to the Barents Sea and enhance ocean-atmosphere heat exchange. This process is especially pronounced during cold-air outbreaks and strong winds. The Novaya Zemlya bora is the strongest and very frequent orographic wind in the Barents Sea [31,32]. According to the Malye Karmakuly weather station, the bora on the western coast of Novaya Zemlya (hereafter, “NZ”) is observed on average 138 days a year, with 25% of the wind speed exceeding 20 m s−1 [33]. The maximum measured wind gusts reach 50 m/s on the southern island and 60 m s−1 on the northern island. Bora is observed in all seasons (although it is rarely strong in the warm season) and can last up to 17 days.



Under the conditions of the Novaya Zemlya bora, the following processes, caused by air-sea interaction, are expected: (1) the formation of young and steep waves with high roughness; (2) strong mechanical mixing of the upper layer of the ocean due to strong wind and waves; (3) intense turbulent heat exchange between the ocean and the atmosphere and evaporation of moisture from the ocean surface due to high wind speed and low air temperature and humidity; (4) cooling and salinization of the upper layer of the ocean due to heat exchange with the atmosphere and increased evaporation and (5) the resulting intensification of convective mixing in the ocean, as well as (6) water densification; (7) modification of ocean currents. Some impact of air-sea interaction during bora on the Atlantic waters could be expected, since one of the branches of the warm current flows not too far from NZ. As for water densification, the western coast of NZ is a known region of dense water formation in polynyas during the cold season [34]. These polynyas are usually formed under the action of a strong wind from the shore, i.e., bora. The dense water formed in the polynyas is the source of the Arctic Intermediate and Bottom Water.



The following effects of model coupling are considered in this study. Firstly, the two-way coupling of atmospheric and sea waves models is expected to influence the sea surface roughness (most likely increasing it), and, consequently, turbulent exchange and wind speed. Secondly, the interaction between atmospheric and oceanic models should lead to a cooling of the sea surface temperature and, consequently, to a decrease in turbulent heat transfer. The effect of coupling between sea waves and ocean models is not so obvious for the phenomena under consideration, though it also could appear in the simulation results.



Since the effect of model coupling can be ambiguous, and its usefulness for Novaya Zemlya bora has never been explored before, one of the main goals of this study is to evaluate the effect of model coupling on simulated turbulent fluxes during the Novaya Zemlya bora. At the same time, we do not seek to determine which model—coupled or uncoupled—gives the best results compared to the observation, since the number of observations in this region is not sufficient for robust verification. Another goal is to evaluate the effect of the bora itself on air-sea heat exchange and on the processes in the ocean listed above. For this study, we chose an episode of strong bora, which was observed in December 2006. At this time of the year, the bora is already becoming strong and quite long, but the western coast of NZ is not yet completely ice-covered.



The main method of this study is a mixture of sensitivity tests and factor separation method. Several coupling strategies and parametrizations controlling the momentum transfer were tested. The effect of bora was distinguished by comparison of numerical experiments with and without NZ orography. One of the goals of identifying the bora effect is to show how important it is to take bora into account in turbulent flux estimates. Most flux estimates in the Barents Sea are made on the basis of reanalyses (e.g., [35,36]), which, due to their poor resolution, are not able to resolve the bora accurately.



The paper is organized as follows. Section 2 describes the design of numerical experiments and the models used. Section 3.1 is devoted to a general review of modeling results and their verification. The impact of model coupling on turbulent fluxes under bora conditions is considered in Section 3.2. The impact of bora itself on turbulent heat fluxes, as well as on ocean mixing, heat content and circulation is shown in Section 3.3. A discussion of the results and conclusions is given in Section 4.




2. Materials and Methods


2.1. COAWST Model


The study is based on simulation results obtained using the COAWST (Coupled-Ocean-Atmosphere-Wave-Sediment Transport) modeling system [37] version 3.6. This system links the models of the atmosphere (Weather Research and Forecasting model, hereafter “WRF”), the ocean (Regional Ocean Modeling System, ROMS) and sea waves (Simulating Waves Nearshore, SWAN) and using the Model Coupling Toolkit [38] models communicate with each other online. The ocean model receives from the atmospheric model the fluxes of heat, momentum and moisture, pressure and solar radiation (i.e., upper boundary conditions), and from the wave model the wave parameters to calculate wave-induced mixing. The atmospheric model receives SST from the ocean model, and significant wave height (SWH), average wavelength, and peak period to calculate the roughness length from the wave model. There are three options of roughness length calculation in a coupled mode: parametrizations of Taylor and Yelland [39] (hereafter—“Taylor_Yelland”), Oost et al. [40] (hereafter—“Oost”) and Drennan et al. [41] (hereafter—“Drennan”). In the “Taylor_Yelland” parameterization, the roughness length depends on the steepness of the waves, in “Oost” it depends on the reciprocal wave age and wavelength, in “Drennan” it depends on the reciprocal wave age and wave height. Finally, the wave model receives wind from the atmospheric model and currents and sea level data from the ocean model. For more details on the design of the model, see [37].



In recent versions of COAWST, there is no ability to simulate the sea ice. So, a sea ice parametrization of Budgell [42] from the Hedstrom’s version of ROMS model (https://github.com/kshedstrom/roms, accessed on 10 July 2022) was adapted for COAWST and added as a part of the ocean model. This sea ice model is based on ice thermodynamics from [43] and elastic-viscous-plastic rheology from [44,45]. It performs quite well in the Barents Sea, as shown by comparison with satellite observations of sea ice, especially in winter [42,46].




2.2. Atmospheric Model


The initial and boundary conditions for the atmospheric model WRF [47] were taken from the ERA5 reanalysis. Test runs with different initial data showed that the runs started from the ERA5 reanalysis outperformed those that started from ASR and CFSR reanalysis. Spectral nudging to reanalysis data above the boundary layer every 6 h prevented the simulated atmospheric circulation from deviating too much from the reanalysis. In experiments without interaction with the ocean model, the SST was taken from SODA (Simple Ocean Data Assimilation) ocean reanalysis (from which the ocean model starts) so that all experiments started from the same SST. Due to the coarse resolution of the land/sea mask in oceanic reanalysis, in some few grid nodes (mainly in the southeast of the region, in the Kara Sea), there was no information on SST; data from the ERA5 was used there. The initial sea ice field was a mixture of ice concentration and snow on ice from AMSR-E/Aqua data with 12.5-km resolution and ice thickness from ASR (Arctic System Reanalysis) v2. For simplicity, the same SST and sea ice were maintained throughout the calculation in experiments without coupling with the ocean model.



Preliminary simulations have shown that the wind speed and temperature during bora at Malye Karmakuly station are best reproduced using the Quasi–normal Scale Elimination (QNSE) [48] boundary layer parametrization, which is consistent with the previous results [49]. In the COAWST model, only Mellor–Yamada–Janjic and Mellor–Yamada Nakanishi Niino boundary layer schemes contain the parameterizations of sea surface roughness depending on the wave parameters. Therefore, these roughness parametrizations were added to the QNSE parameterization as well. It has previously been shown that changing land-use parameters to more realistic ones and reducing the tabular roughness coefficient for the tundra to more realistic values also significantly improves the results of modeling downslope windstorms in the Arctic [49]. Therefore, the land use and roughness parameter for the tundra on Novaya Zemlya was also changed here in accordance with the study of Shestakova [49]. The remaining parametrizations in the WRF model were as follows: the WRF Single-Moment 6-class parametrization of cloud microphysics [50], the Rapid Radiative Transfer Model for Global Climate Models parametrization of radiation fluxes [51], the Noah land surface parametrization [52]. The integration time step was set at 18 s.




2.3. Ocean Model


The ROMS model [53] was initialized from the SODA 3.3.2 reanalysis with 0.25° spatial resolution [54]. This reanalysis has been prepared using atmospheric forcing from the MERRA2 reanalysis. It has a time resolution of 5 days (averaged fields), and for the considered bora episode, the file with the central date of 7 December 2006, i.e., an average from 5 to 9 December, was chosen as an initial field. The initial sea ice concentration, ice thickness and snow thickness on ice for the ocean model were the same as for the atmospheric model; initial ice velocities were set to zero; sea ice temperature was set from ERA5 reanalysis. The tides were set from the OSU (Oregon State University) TPXO database, which is a product of a barotropic tide model with the assimilation of the TOPEX/Poseidon altimeter data [55]. Vertical mixing in ROMS was set using the Mellor–Yamada level 2.5 parameterization [56]. Bathymetry was set according to ETOPO2 database with 2′ spatial resolution. The open boundary conditions were taken from SODA (the same file as initial data) and set constant throughout the calculation. The following boundary-conditions options were used: the Chapman option [57] for surface elevation, the radiation and nudging scheme [58] for baroclinic velocity, the Flather option [59] for barotropic velocity, and the gradient scheme for scalars (including sea ice parameters). The baroclinic integration step was 15 s.




2.4. Sea Waves Model


The SWAN model ran in third-generation mode, taking into account wave breaking in the open sea and in shallow water and quadriplet interactions by default. Triadic wave interactions were not taken into account. Most of the experiments involving the wave model were carried out with the Komen formulation of wind-waves growth [60] (hereafter—“Komen”). The default bottom friction was used [61] with a constant of 0.067 m2 s−3. SWAN model started from the previously calculated wave spectra (so called “hot start”) to account for the effect of ocean swell from the North Atlantic. We ran the SWAN model coupled with the WRF model for four days prior to the start of the main experiments (i.e., from 5 to 8 December 2006) with two nested domains: the outer one, with a grid spacing of 15 km, covered most of the North Atlantic; the inner one, with a grid spacing of 3 km, coincided with the domain used for the main experiments (Figure 1). The GFS FNL analysis with a resolution of 1° was used as the boundary and initial conditions for the WRF model in these preparatory calculations.




2.5. Experimental Design


The model domains are shown in Figure 1. The WRF model domain with 460 × 480 horizontal grid nodes and 50 unevenly-spaced vertical levels covered most of the Barents and Kara Seas. The SWAN and ROMS domains were smaller than the atmospheric one to avoid sharp gradients at the boundaries. The horizontal grid spacing for all models was 3 km. The ROMS grid consisted of 333 by 363 horizontal grid nodes and 26 vertical levels with non-monotonic vertical resolution (grid spacing increased with depth). The SWAN grid had 404 × 424 grid nodes; spectral resolution was 10°. The coupling interval between models was set at 30 min. All experiments were started at 00 UTC 9 December and finished at 06 UTC 13 December 2006. The first day (9 December) was considered as a spin-up time and was excluded from the analysis. Table 1 summarizes the information about all the experiments.



The control experiment “A” was run using only a stand-alone WRF model. Two experiments (“AO” and “AW”) represented two-way coupling of atmospheric model with the ocean and sea waves models, respectively. “AWO” is a fully three-way coupled simulation. Additional series of calculations were run to assess the sensitivity of the results to some parameters in a fully coupled mode. The “AWO Janssen” experiment used wave growth due to wind according to Janssen [62,63] (hereafter “Janssen”). It is based on a quasi-linear wind-wave theory and differs from “Komen” by explicitly accounting for the interaction of waves and wind. In the “Komen” parameterization, the drag coefficient is calculated according to a semi-empirical formula depending on the wind speed. In the “Janssen” parametrization, friction velocity is calculated iteratively based on wind speed and wave spectrum.



Another series of experiments tested the sensitivity of simulated results to the sea-surface roughness length parametrization. While the standard Charnock formula [64] was used in WRF when uncoupled with SWAN (“A” and “AO” experiments) and “Drennan” scheme was used in most of the coupled calculations, two other schemes was also tested in experiments “AWO Taylor_Yelland” and “AWO Oost”. As shown by a previous study [35], the “Drennan” parameterization in the Barents Sea conditions gives the smallest roughness length and turbulent momentum and heat fluxes of all the listed parameterizations. This parametrization also gives the smallest model bias in wind speed and SWH in the Barents Sea when compared with altimeter data (unpublished results). The drag coefficient constraint (2.85 × 10−3) for strong winds from [65], which is commonly used in tropical hurricane simulations, was used in all our SWAN runs.



While all these experiments were aimed at showing the sensitivity of turbulent heat exchange over the sea to coupling technique, the “AWO flat” experiment was designed to show the impact of bora itself on the heat fluxes and processes in the ocean. In this experiment, topography height was set to zero everywhere, simulating conditions of a simple cold-air outbreak under eastern winds without accounting for flow modifications by the orography. In some way, this experiment is an attempt to simulate a situation that could be found in a reanalysis with a very low resolution and thus with very smooth topography over NZ.





3. Results


3.1. Description of the Bora Eipsode and Model Verification


According to the Malye Karmakuly weather station, located on the southern island of Novaya Zemlya (Figure 1), bora was observed on 10–12 December 2006; the average 10-min wind speed attained 34 m s−1, and gusts reached 45 m s−1 (Figure 2a). An extensive cyclone, centered over the Greenland Sea, influenced the Barents Sea region during this period. It caused a rather strong (especially on 10 December) wind up to 15–20 m s−1 near the surface mainly of a southeasterly direction. All the numerical experiments reproduced the general course of the wind speed at the weather station; however, the maximum wind speeds did not reach the observed values (Figure 2a). This maximum wind speed underestimation is typical when modeling strong downslope windstorms in the Arctic with the WRF-ARW model [49]. The spatial distribution of wind speed during bora was well reproduced by the model (Figure 3) when compared with the QuickScat scatterometer data with a 12.5 km resolution. The mean model bias for the wind speed in the open sea was −1 m s−1 in experiments without simulating waves (“A” and “AO”) and about −0.5 m s−1 in experiments taking waves into account when compared with satellite altimeters Envisat, ERS and GFO (see pp. 2–4 in [66] for the description of these altimeter data archives); the mean absolute error was about 1.5 m s−1, and the correlation coefficient was 0.8 (Table 2). In general, the verification results indicate a satisfactory reproduction of the wind by the model, as well as the influence of wave accounting and the choice of roughness parameterization on the results of wind modeling (Table 2).



Novaya Zemlya bora can lead to both an increase and a decrease in air temperature [33], and consequently to different effects on turbulent heat fluxes. In this episode, the air temperature and relative humidity over the sea generally decreased compared to the ambient air not affected by the bora, which, in combination with high wind speed, should have led to an increase in turbulent heat fluxes from ocean to the atmosphere. The air temperature at Malye Karmakuly station was underestimated by the model by 2–5 °C. Nevertheless, preliminary model runs showed that the QNSE parametrization used in these experiments gives the closest values of wind speed and temperature to the observations compared to other boundary layer parametrizations.



During this episode, ROMS simulated an increase in vertical mixing in the upper layer of the ocean. Intensive mixing in the open sea began even before the start of the bora and was caused by strong large-scale winds. The depth of the mixed layer downstream the southern part of the archipelago, in the open sea, increased during the experiments from 100 m to 200 m. Near the coast, the ocean mixed up to the bottom (Figure 4). In the southern part of the coast, the water temperature decreased more near the bottom (by almost 1 °C, Figure 4a), and in the northern part of the coast, the water temperature decreased at the bottom and slightly increased in the upper layer (by 0.1–0.2 °C), possibly due to the intervention of warmer water from below while mixing (Figure 4b). However, if we consider the change in water temperature (both surface and column-averaged) during the bora in the whole region, then it is quite difficult to detect any regularities. The field of temperature variation during the course of the simulation is quite patchy. This could be due to heterogeneity of heat fluxes in combination with different water density stratification in different areas, as well as due to the influence of ocean currents and sea ice, which significantly complicates interpretation.



SWH during bora reached 2 m at a distance of 20 km from the coast, and 3.5 m at a distance of 50 km according to simulations. A faster growth of waves with distance from the shore was observed downstream of the fjords, where strong gap winds were blowing. Unlike a downslope windstorm, gap winds spread over a greater distance and decay more slowly. The steepest waves (with steepness up to 0.06–0.07), typical for bora [66], were simulated near the coast, at a distance of up to 15 km from the shore. In general, the model adequately reproduced SWH during this episode (Figure 5a) in comparison with the altimeter data (correlation coefficient 0.8). However, the bias (−0.5 m) and the root mean-square error (0.7 m) were quite large. The statistical characteristics of SWH model errors in all experiments were close except for “Taylor_Yelland” and especially “Oost” experiments, which were worse than others (Table 3).



The dynamics of sea ice were also simulated. The largest changes in the position of the sea ice edge occurred in the north and northeast of the Barents Sea (the edge moved slightly to the north). These changes are consistent with the AMSR-E satellite ice observations. Some new ice has formed in Moller Bay (see Figure 1) and near the northern part of the NZ coast according to the model. The sea ice near the central part of the NZ coast was carried northward by a strong coastal current, and part of this ice melted. In general, most of the western coast of Novaya Zemlya was covered by fragmentary sea ice. Due to the coarse resolution of the satellite data, it was difficult to verify the simulated ice dynamics in the coastal region.




3.2. Impact of Model Coupling on Turbulent Fluxes


The turbulent heat fluxes averaged over the whole NZ region were almost the same in “A” and “AO” experiments (Table 4). The expected effect of the decrease in heat fluxes due to SST cooling with online interaction between atmosphere and ocean appeared only in a narrow zone near the coast (Figure 6b). The field of heat fluxes difference followed the field of water temperature anomaly in the “AO” experiment. The latter was determined by many factors, heat advection with currents and sea ice thermodynamics among them. The ocean-atmosphere coupling has also a zero effect on the momentum flux (Table 4, Figure 7b).



In experiments with the wave model coupled with the atmospheric model, the heat and momentum fluxes increased near the coast (Figure 6 and Figure 7c,d) due to an increase in the drag coefficient compared with the uncoupled experiment. The drag coefficient, calculated as    C D  =  u * 2  /  U 2   , was 2 − 2.2 × 10−3 in experiment “A” and 2 − 2.4 × 10−3 in experiments “AW” and “AWO” near the coast (Figure 8). The increase of drag coefficient near the coast and its decrease in the open sea when using the “Drennan” parameterization compared to the standard Charnock scheme was caused by the dependence of the former on the inverse wave age. Offshore wind causes young waves near the coast with the wave age increasing with fetch (distance from shore). The decrease of the drag coefficient in the open sea in “AW” and “AWO” experiments compared to “A” experiment occurred over a large area and, in total, outweighed the effect of drag increase near the coast, so the spatially-averaged momentum flux anomaly is negative (Table 4). Such a decrease in drag coefficient compared to the Charnock scheme is typical for the “Drennan” parameterization, at least in the Barents Sea conditions [35]. The same remark applies to the wind speed: it decreased near the coast, where the drag coefficient increased, but its average anomaly is positive (Table 4).



In the “AWO” experiment, the effects of sea waves and ocean added up and the average anomaly of turbulent heat fluxes compared to “A” experiment was 7 W m−2 (or 3% of the fluxes magnitude in experiment “A”) (Table 4). The effect of SST cooling due to air-ocean interaction was smaller than the effect of increased sea surface roughness due to air-sea-waves interaction, so the heat fluxes anomaly in the “AWO” experiment was positive everywhere near the coast (up to 100 km from the shore) (Figure 6d). In some areas, the positive relative heat flux anomaly exceeded 50% of the heat flux magnitude (for example, near Russkaya Gavan Bay (see Figure 1)). The maximum heat flux anomaly attained 1000 W m−2.



In fact, the effects of the ocean and sea waves did not simply add up in the “AWO” experiment, but there was also a slight shift of the heat fluxes positive anomaly edge away from the coast (by about 5 km). This was due to wave-current interaction, which results in a Doppler shift (product of wave number and current velocity) in the wave frequency (up to 0.2 s−1 near the coast) and a change in their phase velocity. The phase velocity of the waves ranged from 5 m s−1 near the coast to 13 m s−1 in the open sea, while the velocity of the surface current ranged from 1 m s−1 near the coast to 0.1 m s−1 in the open sea. In the “AWO” experiment, the phase velocity mainly decreased (by up to 1 m s−1) compared to the “AW” experiment, which led to a decrease in the wave age (which is the ratio of the phase velocity to the friction velocity) and, consequently, to surface roughness increase according to the “Drennan” formulation. However, this effect is small in terms of spatially-averaged heat fluxes.



The influence of wind input parameterization in SWAN (“Komen” and “Janssen”) on the average heat and momentum fluxes was small (Table 4). On the contrary, the choice of roughness parameterization had a significant impact. The “Taylor_Yelland” parameterization gave higher drag coefficient values near the coast and in the open sea compared to the “Drennan” parameterization (Figure 8b,c), although on average the differences in heat fluxes between these parameterizations were small (Table 4). The “Oost” parameterization gave higher values of both the drag coefficient (Figure 8d) and the heat and momentum fluxes near the coast and in the open sea; the difference between the “Oost” and “A” experiments was on average 6–7% (Table 4), and the wind speed decreased everywhere compared to experiment “A”. It is worth nothing that the “Oost” experiment showed the worst fit to observed altimeter wind speed and SWH data (Section 3.1).




3.3. Impact of Bora on Turbulent Fluxes and Ocean Processes


In this section, the results of the “AWO flat” and “AWO” experiments are discussed. The latter is considered the control, i.e., the experiment in which bora is reproduced. As shown above, the influence of roughness parameterizations was strong, but the “AWO” experiment with “Drennan” parametrization was more accurate than “Taylor_Yelland” and “Oost” experiments, according to the results of verification with altimeter data.



The total turbulent heat fluxes, on average over the region, were significantly lower (by 18%) when bora is taken into account than in the flat experiment (Table 4). The exception is the narrow coastal zone, where the bora enhanced the fluxes. It is known that bora is very strong near the shore, but quickly weakens over the sea due to friction or a hydraulic jump (when jet stream decouples from the surface). As a result, a wake is usually forming at some distance from the shore. This wake was clearly seen downstream from the northern island of NZ (Figure 3), where mountains are higher and hydraulic jump and other nonlinear effects are more pronounced. This region of the wind wake during bora occupied a larger area than the region of high wind speeds. Thus, the presence of orography redistributes the wind field and, when averaged over the whole region, this led to a weakening of turbulent heat fluxes in the “AWO flat” experiment compared to the “AWO” experiment, although the momentum flux, on average, increased due to the very high speed of bora winds.



Qualitatively, the pattern of ocean currents was similar in experiments with and without bora. In both experiments, a strong southern coastal current developed along the western coast of NZ (Figure 9a). In the “AWO” experiment, the current in the northern part of NZ coast was more pronounced and stronger than in the “AWO flat” experiment (Figure 9b). The depth-averaged current velocity in the “AWO” experiment was higher by 0.1–0.15 m s−1 in the southern and central parts of the NZ coast and by 0.2–0.25 m s−1 in the northern part (the maximum difference there reached 0.5 m s−1) compared to the “AWO flat” experiment. Surface current direction approximately coincided with the wind direction and its velocity reached 0.9 m s−1 in the “AWO” experiment. Such velocities are not unbelievable: there are known cases of the bora-caused drift of icebergs (that have broken off from NZ outlet glacier) at a speed of more than 0.75 m s−1 [67].



As mentioned in the introduction, the western coast of NZ is a source of dense water during the cold season. The simulation results revealed water densification along the NZ coast during bora (Figure 9c), caused by salinization due to brine release during the ice formation and enhanced evaporation and to a lesser extent by water cooling during heat exchange with the atmosphere. Densification in most parts of the coast was stronger in the experiment with bora than in the flat experiment (Figure 4c and Figure 9d), mainly due to stronger evaporation (although in some places the changes were associated with differences in sea ice dynamics in these two experiments). The water salinity near the coast in the southern part reached 35.5, and the density was 1029 kg m−3 in “AWO” experiment, while salinity did not exceed 34.5 (less than the typical value for Arctic Intermediate Water), and the density was 1028 kg m−3 in the “AWO flat” experiment. In the “AWO” experiment, dense water was concentrated at the bottom.



In the SODA reanalysis, water temperature near the coast decreased (comparing the average of 10–14 December with the average of 4–9 December), and the depth of the mixed layer increased (although it did not reach the bottom, in contrast to simulations). However, the salinity near the coast was much lower (about 33.5) and remained almost the same through all this period. In the absence of direct observations of salinity in this area, it is impossible to judge which salinity value was correct, but given the known fact that dense waters form off the coast of NZ during strong winds [34], our simulation results seem more plausible.



In the “AWO” experiment, the ocean lost about 3% of its heat content during the bora episode, while in the flat experiment, the ocean lost 0.5% (or 12 MJ m−2) more. Downstream the northern part of NZ, where the wind wake and the positive air temperature anomaly were most pronounced in the “AWO” experiment, and locally downstream the central and southern parts, the average ocean heat content during bora was higher in the “AWO” experiment than in the “AWO flat” (Figure 10). Figure 4 also demonstrates that ocean downstream the northern island and partly downstream the southern island was the coolest in the flat experiment. Thus, orography and orographic winds save heat in the ocean, concentrating heat losses near the coast (where the heat content is small), and decreasing turbulent heat transfer from the ocean to the atmosphere in wakes. It could also be noted from Table 5 that the differences between experiments discussed in the previous section (even the experiments with different roughness parametrizations) are small in terms of ocean heat content.



Figure 11 shows the water temperature cross-section through the central part of NZ and confirms that the influence of orography on the ocean heat content in the open sea is generally small. A remarkable feature in the eastern Barents Sea is the presence of Atlantic water with high temperature and salinity. Atlantic water is clearly visible in Figure 11 as a warm spot at a depth of 120 m with a temperature of up to 3.5 °C (according to the SODA reanalysis data for 5–9 December) at a distance of about 250 km from the NZ coast. After 5 days, the temperature in SODA reanalysis slightly decreased (Figure 11b), but not as much as in simulations (Figure 11c,d). In both experiments (“AWO “and “AWO flat”), the temperature of the Atlantic water decreased by almost 1 °C and, in general, the depth of the mixed layer increased. Differences between the experiments are small. Differences between the reanalysis and simulation results are probably due to the difference in atmospheric forcing: the MERRA2 atmospheric reanalysis with a rather coarse resolution was used in SODA reanalysis. The wind speed and turbulent fluxes are usually lower and consequently the ocean heat loss is smaller in the coarse-resolution reanalyses than in high-resolution simulations.



The cross-sections of turbulent kinetic energy (TKE) in the south and north of NZ (Figure 12) confirm that the influence of bora does not extend far into the sea. Near the coast, TKE in the “AWO” experiment is higher than in the “AWO flat” experiment. At a distance from the shore in the southern cross-section, the differences between the experiments are small, since the height of the mountains in the south of NZ is small and the wind wake in this case is not as strong as downstream the northern island. In the north, there is absolutely no mixing in “AWO” experiment due to the wake.





4. Discussion and Conclusions


Numerical experiments with the COAWST coupled model for one winter episode of strong Novaya Zemlya bora (10–12 December 2006) were aimed at estimating the role of the ocean-atmosphere interaction in energy exchange at the sea surface under bora conditions and the role of bora in ocean processes. Below the main results are summarized:




	
When the interaction between the atmosphere and sea waves is taken into account, turbulent heat exchange increases (on average by 3%) due to an increase in the roughness coefficient near the coast (up to 100–150 km from the coast) caused by young steep waves.



	
When the interaction of the atmosphere and the ocean is taken into account, the turbulent heat exchange averaged over the region does not change compared to the control experiment. SST cooling was found only in a narrow strip near the coast, while the difference in SST between the control and “AO” experiments is multidirectional elsewhere. This could be due to complexity of processes determining water temperature, such as heat advection with currents, heat release and consumption of sea ice freezing/melting.



	
When both ocean and wave models are coupled with the atmospheric model, the above effects of ocean and sea waves add up and we see two zones where (1) fluxes increase due to rough waves on a distance of up to 100 km from the shore and (2) the effect of coupling on fluxes is generally small in the open sea. In this fully coupled run, the effect of decreased heat fluxes due ocean cooling near the coast is overwhelmed by the greater increase of roughness (and turbulent fluxes, consequently) due to sea waves.



	
Bora reduces the turbulent heat exchange between the ocean and the atmosphere (compared to similar conditions in the absence of bora) by 18% on average over the region, although in the coastal region, heat transfer locally increases by 50–150%.



	
Bora intensifies ocean current along the western coast of Novaya Zemlya by 0.1–0.25 m s−1 on average



	
Orography of NZ and orographic winds conserve heat in the ocean. The average ocean heat content in this region decreased by 2.7% during bora, but it decreased even more in the flat experiment



	
Since the direct influence of bora winds extends only to the coastal zone, bora does not directly affect the mixing of the Atlantic water, since it flows too far from the coast.



	
Salinization (due to increased evaporation and formation of new ice during bora) and, to a lesser extent, cooling of coastal waters leads to a strong water densification. In the flat experiment, this densification is weakened, and the water density is noticeably lower than the density of the Arctic Intermediate Water. Thus, bora clearly contributes to the formation of dense waters on the NZ shelf, and accounting for bora is necessary for a correct assessment of this process. Water densification was also revealed during the Adriatic bora [68]; however, only the effect of model coupling, but not the bora itself, on densification has been considered. Summarizing, when modeling the ocean and sea ice to study the formation of bottom waters near Novaya Zemlya with coarse-resolution atmospheric forcing (as, for example, in [69]) one should be careful about the resulting estimates.








All the expected processes associated with the air-sea interaction (see the Introduction) were found in our simulations, though with some deviations. For example, the effect of atmosphere-ocean models coupling on heat fluxes turned out to be small on average. Some effect of currents and sea waves interaction was found, though also small. We did not found any significant influence of bora on the Atlantic water. There is no direct influence of bora wind in the open sea, since the horizontal scale of bora does not exceed 100 km. However, bora as a phenomenon as a whole—including the formation of a wind wake, as well as the adiabatic heating of the descending air, which spreads over a long distance (e.g., [70])—largely determines the atmosphere-ocean energy exchange and ocean mixing, especially downstream the northern more mountainous part of NZ. Bora has a significant impact on the processes in the ocean directly near the coast—coastal currents and especially formation of dense waters.



The main limitations of this study are the following. First of all, the reliability of the conclusions obtained using the modeling results could not be proved due to the lack of ocean in-situ observation. Secondly, the obtained modeling errors of wind speed and significant wave height (when verifying against the altimeter data and Malye Karmakuly weather station) are quite large. Therefore, the flux estimates obtained here arenot accurate. Thus, the emphasis of this work was not on the absolute values of the fluxes, but on the differences between the experiments.



For the same reason (lack of coastal offshore observations), we cannot reliably determine whether the coupled model reproduces the processes in the atmosphere and ocean near the coast better or worse than the uncoupled model. Comparison of wind speed and temperature at the Malye Karmakuly station did not reveal any differences between coupled and uncoupled models. Nevertheless, at least in the open sea, the coupling of the atmospheric and sea wave model using the Drenan et al. (2003) roughness parametrization gives a smaller error in the wind speed compared to a stand-alone atmospheric model and compared to the coupled simulations with other roughness parameterizations.



In addition, there is a known problem of the applicability of standard theories and parametrizations under coastal wind conditions. For example, this study uses the roughness length upper limit for strong winds [65]. This constraint is commonly used in hurricane simulations, since too high drag prevents the hurricane development to the observed intensity. However, the issue of using this limit in the conditions of coastal winds, though very strong, remains open. For instance, observations of atmospheric turbulence on the offshore platform in Katsiveli (Crimea) on the Black Sea coast show that even with a wind of 15 m s−1 directed from the shore, the drag coefficient exceeds 3 × 10−3, and with winds from the sea, the drag is much less [71]. The Monin–Obukhov similarity theory is generally not applicable when there are offshore winds because internal boundary layers form due to a sharp change in surface roughness between land and sea. In the first kilometers offshore, there is strong advection of turbulence from land at some height over the sea (e.g., [72]), while the lowest layer near the surface usually is adjusted to the sea surface roughness. Thus, even if observations of turbulent fluxes in the coastal region are available, it is not entirely clear how they can be compared with the simulation results.



We performed the flat experiment to find out the importance of accurately taking into account orography and bora winds on heat flux estimates and to assess whether the flux estimates obtained from the low-resolution reanalysis are correct. However, the “AWO flat” high-resolution experiment cannot be associated with low-resolution reanalyses, since the latter smooth the wind speed (and consequently the turbulent fluxes) not only in mountainous areas due to poor orography representation, but also in the open sea [73,74] due to poor representation of extreme values. We calculated the difference in the total heat flux averaged over the same area and over the same time period between different reanalyses and the “AWO” experiment. The difference for the DOE reanalysis [75] with ~1.9° horizontal resolution is −13%, a similar difference is −83% for the ERA-Interim reanalysis [76] with ~0.7° resolution and −29% for the CFSR reanalysis [77] with 0.5° resolution. Thus, the highest average turbulent heat fluxes in different reanalyses are lower than in the “AWO” experiment, while in the “AWO flat” experiment, they are higher than in the “AWO” experiment. Therefore, it would be better to perform simulation with coarse resolution rather than with flat topography, if the adequacy of reanalyses heat fluxes are investigated.



Finally, a major limitation of the work is that only one bora episode was simulated. More episodes are planned to be simulated to validate the results obtained in this study.
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Figure 1. Coupled model domains: WRF (coincides with the boundaries of the map), SWAN (yellow rectangle) and ROMS (red rectangle). Color shows topography height (m). X-mark shows the location of the weather station. 
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Figure 2. 10-m wind speed (solid lines), gusts (dashed line) and direction (markers) (a) and 2-m air temperature (b) from observations and simulations at the Malye Karmakuly weather station. 
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Figure 3. Wind speed and direction from scatterometer data (a) and experiments “A” (b) and “AWO” (c) at 22 UTC on 10 December 2006. Grey contours show sea-level pressure (hPa). 
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Figure 4. Water temperature (a,b) and density anomaly (density “minus” 1000) (c,d) vertical profiles averaged in 15-km radius from the points (a,c) 72.3° N, 51.9° E and (b,d) 76.6° N, 63.6° E at the beginning (00UTC on 10 December, black line) and the end (18UTC on 12 December, colored lines) of bora in different experiments. 
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Figure 5. Scatter diagram of SWH (a) and wind speed (b) from altimeter data and simulation results (“AWO” experiment). Regression line, regression equation and correlation coefficient are also shown. 
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Figure 6. Total turbulent heat flux (W m−2) in experiment “A” (a) and difference in heat fluxes (W m−2) between coupled experiments “AO” (b), “AW” (c), “AWO” (d) and uncoupled experiment “A” averaged over the bora period (10–12 December). Areas with sea ice from experiment “A” in (b–d) are shaded in white. 
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Figure 7. Momentum flux (N m−2) in experiment “A” (a) and difference in momentum fluxes (N m−2) between coupled experiments “AO” (b), “AW” (c), “AWO” (d) and uncoupled experiment “A” averaged over the bora period (10–12 December). Areas with sea ice from experiment “A” in (b–d) are shaded in white. 
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Figure 8. Drag coefficient (×103) in experiments “A” (a), “AWO” (b), “Taylor_Yelland” (c) and “Oost” (d), averaged over the bora period (10–12 December). 
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Figure 9. Depth-averaged current speed (m s−1) (a), difference in current speed (m s−1) between “AWO” and “AWO flat” experiment (b), change of water density (kg m−3) during bora (c) and difference in water density (kg m−3) between “AWO” and “AWO flat” experiments (d) averaged over the bora period (10–12 December). 
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Figure 10. Difference in ocean heat content (MJ m−2) between “AWO” and “AWO flat” experiment averaged over the bora period (10–12 December). 
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Figure 11. Cross-section of water temperature (°C) across 74.1° N in SODA reanalysis for 7 December (average over 5–9 December) (a), for 12 December (average over 10–14 December) (b) and in “AWO” (c) and “AWO flat” (d) experiments at the bora end (18 UTC 12 December). 
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Figure 12. Cross-section of TKE (m2 s−2) along 72.3° N (a,b) and 62° E (c,d) in “AWO flat” (a,c) and “AWO” (b,d) experiments. 
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Table 1. List of experiments.
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	WRF
	ROMS
	SWAN
	Description





	“A”
	+
	−
	−
	Stand-alone WRF run



	“AO”
	+
	+
	−
	Atmosphere-ocean coupling



	“AW”
	+
	−
	+
	“Komen” formulation of wave growth by the wind, “Drennan” roughness length parametrization



	“AWO”
	+
	+
	+
	Full coupling



	“AWO Janssen”
	+
	+
	+
	As “AWO”, but “Janssen” formulation of wave growth by the wind



	“AWO Taylor_ Yelland”
	+
	+
	+
	As “AWO”, but “Taylor_Yelland” roughness length parametrization



	“AWO Oost”
	+
	+
	+
	As “AWO”, but “Oost” roughness length parametrization



	“AWO

flat”
	+
	+
	+
	As “AWO”, but flat topography
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Table 2. Statistical characteristics of model errors in wind speed (m s−1) when compared with the altimeter data during the period 10–12 December 2006.
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	Bias
	MAE
	RMSE
	R





	“A”
	−1
	1.6
	2.1
	0.81



	“AO”
	−1
	1.6
	2
	0.82



	“AW”
	−0.5
	1.4
	1.8
	0.82



	“AWO”
	−0.6
	1.4
	1.8
	0.83



	“Janssen”
	−0.5
	1.4
	1.8
	0.82



	“Taylor_Yelland”
	−0.8
	1.6
	2
	0.8



	“Oost”
	−0.9
	1.6
	2
	0.8
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Table 3. Statistical characteristics of model errors in SWH (m) when compared with the altimeter data during the period 10–12 December 2006.
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	Bias
	MAE
	RMSE
	R





	“AW”
	−0.47
	0.58
	0.7
	0.77



	“AWO”
	−0.5
	0.6
	0.72
	0.77



	“Janssen”
	−0.52
	0.61
	0.73
	0.77



	“Taylor_Yelland”
	−0.62
	0.68
	0.81
	0.76



	“Oost”
	−0.76
	0.8
	0.94
	0.74
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Table 4. Average differences in sensible (H), latent (LE) and total (H+LE) heat fluxes (W m−2), momentum flux τ (N m−2) and wind speed U10 (m s−1) between experiments in the NZ region. The relative differences are indicated in brackets, rounded to integers (in %). The region of averaging coincides with the region shown in Figure 6, Figure 7 and Figure 8, areas with sea ice were excluded.
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	H
	LE
	H + LE
	τ
	U10





	“AO”–“A”
	1 (0%)
	1 (1%)
	1 (0%)
	0.00 (0%)
	0 (0%)



	“AW”–“A”
	2 (2%)
	4 (4%)
	6 (2%)
	−0.01 (−4%)
	0.4 (3%)



	“AWO”–“A”
	3 (2%)
	4 (4%)
	7 (3%)
	−0.01 (−4%)
	0.3 (3%)



	“Janssen”–“A”
	3 (2%)
	5 (4%)
	8 (3%)
	−0.01 (−3%)
	0.3 (3%)



	“Taylor_Yelland”–“A”
	5 (3%)
	4 (4%)
	9 (3%)
	0.00 (1%)
	0.0 (0%)



	“Oost”–“A”
	8 (5%)
	8 (8%)
	16 (6%)
	0.02 (7%)
	−0.4 (−3%)



	“AWO”–“AWO_flat”
	−27 (−28%)
	0 (0%)
	−28 (−18%)
	0.02 (7%)
	0.2 (2%)
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Table 5. Differences in ocean heat content ΔOHC (MJ m−2) between the bora end (06UTC on 13 December) and bora beginning (06UTC on 10 December) averaged over the region 45–70° E, 71–77.5° N (excluding areas with sea ice). The relative differences are indicated in brackets (in % of the heat content at the bora beginning OHC1).
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	“AO”
	“AWO”
	“Janssen”
	“Taylor Yelland”
	“Oost”
	“AWO Flat”





	ΔOHC

OHC1 = 2063 MJ/m2
	−55

(−2.7%)
	−56

(−2.7%)
	−56

(−2.7%)
	−56

(−2.7%)
	−56

(−2.7%)
	−68 (3.3%)
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