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Abstract: This paper presents a new blending approach to applying large-scale correction to the
initial condition in a limited-area numerical weather prediction (NWP) model. The new approach
combines the implementation benefits of the known approaches and shows significant improvement
in the forecast quality when implemented in a tropical NWP model. Sensitivity studies indicate
that many improvements come from blending the horizontal winds alone. Adding temperature and
specific humidity to the horizontal winds result in forecast quality degradation in the early hours of
the simulated tropical environment.
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1. Introduction

Limited-area modeling (LAM) of the atmosphere is subject to biases due to the imper-
fect treatment of the lateral boundaries [1] that provide large-scale information to the LAM.
These biases are more apparent for longer time integrations, causing the LAM to drift away
from the driving model as in the regional climate simulations [2]. Limited-area numerical
weather prediction models also face the same issue, but the biases are assumed to be small
because of the shorter integration length. However, imperfect large-scale information
affects limited-area NWP models during their initialization step, which is the focus of the
current study.

Regional or limited-area NWP models reinforce large-scale information to a greater
degree by continuously assimilating observations via data assimilation (DA) techniques
within the computational domain, but it is not complete. Being limited in area, these NWP
models lack observations from outside the computational domain, making the large-scale
representation in the analysis questionable [3]. Misrepresentation of large-scale information
in the analysis, together with imperfect treatment of the lateral boundaries, is often found
to result in poorer forecast accuracy compared with the global model forecasts [4,5].

NWP systems often perform partial cycling by restarting the DA cycle from global
analysis (e.g., [6]) to overcome the issue of large-scale misrepresentation. Restarting from
global analysis results in the loss of small-scale features generated by the fine-grid LAM
and therefore requires additional simulation time for spin-up. One solution is to combine
the large-scale information in global analysis with the small-scale features from the LAM.
The early approaches in this direction, known as digital filter-blending, applied a digital
filter [7] on both the LAM guess and global analysis on a low-resolution grid and applied
the differences to the LAM guess [8]. Recently, Ref. [9] proposed a warm start method to
reduce the initial spin-up in a cycling regional model, where they used the global model
forecast instead of the analysis to obtain the correct large-scale information.
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Another approach is to add an extra term to the cost function of the variational
data assimilation to measure the departure of the LAM analysis from the global model
analysis [10,11].

Except for [9], all other approaches rely on the global analysis for the implied large-
scale correction, which we find restrictive for possible delays in the arrival of the global
analysis in the absence of a good network. Moreover, the technique employed in [10,11]
required changes in the model, which we wanted to avoid. Our development and the
method proposed in [9], which fulfills our requirements, started around the same time but
with different aims. Ref. [9] focused on LAM without DA, whereas our aim is to retain the
LAM DA.

This approach is commonly known as blending. It uses a scale-selective filter in the
physical space to replace the questionable large-scale information in the LAM analysis
with presumably correct large-scale information from the global driving model. There are
two known ways to implement blending in the DA framework: (a) background blending,
wherein the large-scale information from the driving model forecast is blended into the
forecast from the LAM to yield an updated background for the DA cycle [5,12]; and
(b) analysis blending, wherein the large-scale information from the driving model analysis
is blended into the LAM analysis [13,14].

The advantage of background blending over analysis blending is that it can be applied
to all the cycles as long as the driving model forecast (instead of analysis) is available,
making it more suitable for operational use. For this reason, background blending has
become more popular than analysis blending. Recent work includes [15], proposing a
dynamic method to select the blending scale (i.e., the scale at which the forecast from the
driving model and LAM gradually blend). The Met Office in the U.K. also has plans to
implement background blending in their regional NWP model [16]. The advantage of
analysis blending is that it is easier to implement, and it does not interact with the DA
system directly.

The current study had two aims, the first of which was to propose an alternate blending
technique that inherits the benefits of both existing techniques, that is, a technique that
is easier to implement while relying on driving model forecasts instead of analysis. The
second aim was to perform a systematic study to highlight the sensitivity of blending to
the blended variables, which was missing in the previous studies.

The following section presents a description of the different blending approaches,
followed by an overview of the simulation details in Section 3. The impact of blending
is qualitatively and quantitatively discussed in Section 4. The manuscript ends with
conclusions in Section 5.

2. Blending Approaches

The primary objective of any blending approach is to correct the model’s large-scale
biases to improve the forecast quality. Here, we describe the known blending approaches
within the framework of variational data assimilation (VAR) [5] using the notations in [17].
A full list of notations used is listed in Table 1 for quick reference.

For any state vector x (bold indicates a vector quantity) in the LAM, its blended
equivalent is defined as

x̃ = x + (xG − x) (1)

Here, overbar ( ) represents the low-pass filter, subscript G ( G) represents the driving
global model variable, and tilde (̃ ) represents the blended variable. Using δxa as the
analysis increment from LAM DA, the analysis xa can be written as

xa = xb + δxa (2)

where xb is the background state. When large-scale correction is applied through the
blending technique, the aim is to obtain a new analysis xa

LC that is “large-scale-corrected”.
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In the following section, we first describe the existing blending techniques and propose our
new approach at the end.

Table 1. List of variables with their notations.

Notations Meaning Notations Meaning

x State vector δx Analysis increment
¯
x Filtered (low-pass) state vector xa

LC Large-scale corrected analysis
xG Driving model state vector ∆xLC Large-scale correction
x̃ Blended state vector K Kalman gain

xa Analysis vector yo Observations
xb Background state vector H Observation operator

∆ Grid size B Background error
covariance matrix

Lc
Cut-off length scale for

low-pass filter ε
Filtering parameter (see

Equation (13))

2.1. Analysis Blending

As depicted in Figure 1, analysis blending is applied after the DA step and requires
global analysis. The resultant analysis is a blend of large-scale information from global
analysis and small-scale information from LAM analysis, i.e.,

xa
LC =

~
x

a
= xa + xa

G − xa = xb + xb
G − xb + δxa + δxa

G − δxa (3)
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and the analysis increment. This approach has a clear advantage in using the best estimate 

of large-scale correction from the global analysis. Such an approach makes sense in NWP 

centers running both global and regional models because the delay in receiving global 

analysis is minimal, but not for other centers. 

2.2. Background Blending 

Figure 1. Schematic showing different blending approaches. From left: Analysis blending corrects
the large-scale information in the LAM analysis using global (GL) analysis; background blending
corrects the large-scale information in the LAM background using global forecast (fcst), which is then
used in the LAM data assimilation (DA); background blending 2 corrects the large-scale information
in the LAM background as in background blending but after DA.

Another way to interpret this change to the old analysis (xa) is to view it as an
equivalent large-scale correction (∆xLC) of the following form

∆xLC = xa
LC − xa = xb

G − xb + δxa
G − δxa (4)

Equation (4) implies that the large-scale correction is applied to both the background
and the analysis increment. This approach has a clear advantage in using the best estimate
of large-scale correction from the global analysis. Such an approach makes sense in NWP
centers running both global and regional models because the delay in receiving global
analysis is minimal, but not for other centers.

2.2. Background Blending

Realizing the practical limitations of analysis blending, [5] proposed blending recent
global model forecasts with the LAM forecasts to create a large-scale-corrected background.
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This approach requires the blending to be implemented before the DA step (see Figure 1),
modifying the background state as

~
x

b
= xb + xG − xb (5)

which is then used to evaluate the analysis increment

δ
^
x = K

[
yo − H

(
~
x

b
) ]

(6)

where K is the Kalman gain, and yo indicates the observations. Note the use of blended
background with the observation operator H. Circumflex (̂) is used with the increment to

indicate that the use of
~
x

b
in Equation (6) has appropriately modified the original increment.

Finally, the large-scale-corrected analysis can be written as

xa
LC = xb + xG − xb + δ

^
x (7)

giving the equivalent large-scale correction term as:

∆xLC = xG − xb + K
[

H
(

xb − xG

)]
(8)

Like analysis blending, the large-scale correction in this approach also affects the
background and the analysis increment. Note that unlike analysis blending, where the
LAM analysis increments are directly corrected through the use of the global analysis
increment, the analysis increment in background blending is indirectly corrected through
the use of a corrected background that is then fed into the DA algorithm.

While this approach has a clear advantage for real-time use, it suffers from drawbacks.
First, it experiences complications due to its dependence on the DA technique. For 3DVAR,
Equations (5) and (6) need to be executed only once; for the advanced techniques such as
3DVAR first guess at appropriate time (FGAT), these equations would have to be executed
several times within the analysis window. If performed correctly, global forecasts at the
matching observation time are needed for Equation (6), which adds a burden in terms of
data transfer and creates further complications due to the need to ensure that the global
forecasts come from the same cycle; otherwise, Equation (6) may feel an unwanted jump.
The second concern is the suitability of Equation (6), which assumes the background state
xb is from the LAM that was used to derive the background error covariance matrix B

implied in K. The use of a blended background
~
x

b
in Equation (5) therefore makes its

suitability questionable.
Despite the inconsistent xb and K, background blending has been demonstrated to

significantly improve the forecast quality in different parts of the world [5,12,15,16]. This
suggests that the errors due to incorrect large-scale information in LAMs are perhaps more
significant than the errors due to the aforementioned inconsistency.

2.3. Forecast Blending

The approach adopted in the present study is meant to resolve the inconsistency
between xb and K in the background blending approach. It uses the global forecast at the
nominal analysis time to estimate large-scale correction by comparing it with the consistent
LAM background (see Figure 1). This large-scale correction is then appropriately added
to the analysis increment. That is, the large-scale-corrected analysis in this case takes the
following form

xa
LC = xb + δxa + ∆xLC (9)

using
∆xLC = xG − xb (10)
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Equation (10) is essentially the first term on the right-hand side (RHS) of Equation (8).
Adding Equations (9) and (10) results in

xa
LC = xb + xG − xb + δxa (11)

which can be equivalently written as the sum of a blended background and analysis
increment.

xa
LC =

~
x

b
+ δxa (12)

Equation (12) implies that the presented approach (indirectly) corrects only the back-
ground, leaving the analysis increment untouched. The fact that the DA algorithm does
not use the blended background to estimate the new increment helps to resolve the issue of
inconsistency in the background blending approach. It also makes the implementation easy,
as only one global forecast corresponding to the nominal analysis time is needed instead of
several, as in the background blending approach.

However, it does suffer from a potential double-counting of large-scale information:
one from the large-scale increment (the second term on the RHS of Equation (11)) and
another from the LAM analysis increment (the last term on the RHS of Equation (11)). This
double-counting is more apparent if the global analysis is used instead of the forecast in
Equation (11), with a perfect LAM DA that can incorporate the information of observations
outside the LAM domain. In this case, the large-scale analysis increment, i.e., δxa, is likely to
have an overlap with the contributions due to blending the increment

(
xG − xb

)
. However,

because the current approach uses a global forecast instead of analysis and perfect LAM DA
is not possible, we think that the effect of this double-counting, if any, would be negligible.

3. Simulation Details

The model used in this study was SINGV [18,19], which is based on the Met Office’s
Unified Model [20]. It uses 3DVAR FGAT and is cycled every 3 h. The analysis increments
were added through incremental analysis update (IAU). The simulation domain, centered
over Singapore, covers the Malay Peninsula and the Sumatran island of Indonesia with
1092 × 1026 points in longitude and latitude, respectively. Eighty levels were used in
the vertical that reached up to 38.5 km. The grid resolution was 1.5 km in the horizontal
direction and was vertically stretched. Further details of the model’s physics and the DA
technique can be found in [19,21].

Four sets of simulations were performed for June 2019, cycling eight times per day.
Data from two cycles, 03Z and 15Z, were used for analyses as they were of interest to the
forecasters for operational use. The forecast length for these two cycles was 42 h. The four
sets of simulations were: (a) CTRL, which did not blend any variable; (b) EXPT_uv, which
blended horizontal winds u and v; (c) EXPT_uvT, which blended potential temperature
in addition to the winds; and (d) EXPT_uvTQ, which blended specific humidity on top of
EXPT_uvT. For the purpose of blending, the 6th-order low-pass tangent filter proposed
in [22] was used. The filter is implicit and was applied in the physical space, having the
following amplitude response

F(k) =
[

1 + ε tan6
(

k∆
2

)]−1
(13)

for wavenumber k and grid size ∆. The filtering parameter ε is defined as

ε−1 = tan6
(

kc∆
2

)
(14)

such that the energy at the cut-off wavenumber kc is half the energy at k = 0. The cut-off
length scale Lc (= 2π

kc
) was set at 900 km for the simulations performed here, which was

slightly larger than half the simulation domain (~750 km). The scale selective nature of the
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filter is demonstrated in Figure 2, where the horizontally averaged kinetic energy spectra at
z = 5 km are shown for the unblended SINGV, driving model (ECMWF), and the blended
SINGV for one of the cycles. It should be noted that a shorter cut-off length scale of 500 km
is used in this figure for better illustration.
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Figure 2. Comparing the horizontally averaged kinetic energy spectra at z = 5 km from unblended
SINGV, ECMWF, and blended SINGV forecasts just after initialization to demonstrate the scale-
selective nature of the used algorithm. Scales in wavelengths larger than Lc (=500 km) in unblended
SINGV (in red) are replaced with that from the ECMWF forecast (in blue), resulting in the blended
spectrum (in black).

4. Results and Discussion

The simulation results are discussed in this section. Blended and unblended simu-
lations are first compared against ECMWF forecasts and analysis in Section 4.1 to assess
the effectiveness of the blending algorithm. The added value in the blended simulations is
then evaluated against observation in Section 4.2.

4.1. Blending Effectiveness

The aim of any blending algorithm is to align the large scales of the otherwise drifting
LAM to the driving model. Given that the presented algorithm uses a global model forecast
to provide the desired large-scale correction instead of the analysis, it is helpful to check how
well the blended forecasts compare against the global model analysis. Figure 3 compares the
domain-averaged vertical profile of the root mean squared error (RMSE) against EMCWF
analysis, with temperature and eastward wind being used as representative thermodynamic
and kinetic variables. The rest of the variables showed similar behavior and are therefore
not shown here.
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Figure 3. Vertical profiles of root mean squared error (RMSE) of temperature (T), in (a–c), and
eastward wind (u), in (d–f), with respect to ECMWF analysis for CTRL and experiments at the
indicated forecast lengths in hours. The vertical dashed line is at 0.8 K and 2.5 m/s in the top and
bottom panels to assist in visualizing the increase in RMSE with the forecast.

Figure 3 shows that RMSE for all the experiments and variables increased with forecast
length. For both variables, RMSE had the trend EXPT_uvTQ < EXPT_uvT < EXPT_uv < CTRL
in the early forecasts, indicating that the blending algorithm worked as expected despite
using the global model forecast. These differences became relatively small toward the
end of the simulation, as evident in Figure 3c,f. RMSE reached a minimum when both
thermodynamic and kinematic variables were blended, suggesting that blending all the
variables is advantageous, as performed in previous studies. However, only blending
the winds also helped in reducing the RMSE for temperature (and specific humidity, not
shown).

One of the advantages of the current approach is that the large-scale correction ∆xLC
(see Equation (10)) is combined with the analysis increment to be incrementally applied
through the IAU operator. This ensures that the model does not feel unwanted jumps
during initialization. This is demonstrated in Figure 4, which compares the time evolution
of the absolute mean sea level pressure tendency

(∣∣∣ dPmsl
dt

∣∣∣), horizontally averaged over
the model domain, between CTRL and experiments through different cycles. As expected,
the pressure tendency in experiments and the CTRL were relatively similar at the nominal
analysis time (03Z and 06Z) and a few hours later in the forecast except for in EXPT_uvTQ,
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where the differences in tendency between successive cycles were slightly larger than in
the CTRL.
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Figure 4. Time evolution of absolute mean sea level pressure tendency
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tally over the simulation domain, on a randomly selected day.

Figures 3 and 4 suggest that the blending algorithm works as expected by smoothly ad-
justing the prognostic variables in LAM forecasts (in a large-scale sense) toward a state that
is most accurate at the time (ECMWF analysis in present case). To assess how it influences
precipitation forecast, which is of high interest in this region, the monthly mean rainfall
forecasts from the experiments and CTRL are compared against the ECMWF forecast. It
is shown in Figure 5 for the entire simulation domain. Overall, all the experiments and
the CTRL reproduced the ECMWF rainfall pattern. The western Sumatran coast (see box 1
in the ECMWF panel) has the heaviest rainfall due to the pronounced diurnal cycle in
that region [23,24]. On and off of the Sumatran coast, the rainfall intensity was largest in
EXPT_uvTQ and weakest in CTRL. The rainfall pattern in box 1 was best captured in CTRL
even in the absence of blending. Box 2, close to the northern boundary, shows light rainfall
in ECMWF, whereas the experiments showed signs of heavy rainfall. Box 3 over the South
China Sea east of Singapore is of particular interest, where EXPT_uvTQ showed no rainfall,
but ECMWF showed signs of light rain.

From Figure 5, we inferred that the effectiveness of blending, as seen in the prognostic
variables, does not necessarily translate into the derived quantities such as rainfall. This
is not surprising given that rainfall results from the coupled and nonlinear interaction
of those prognostic variables. At the same time, however, the poor performance (of the
experiments) against the ECMWF forecast does not imply poor forecast quality unless
verified against the observation. This is described in the next section.
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Figure 5. Monthly (June 2019) mean rainfall in millimeters per hour from: (a) ECMWF, (b) CTRL,
(c) EXPT_uv, (d) EXPT_uvT, and (e) EXPT_uvTQ. CTRL and experiments are regrided to ECMWF
resolution. The boxes in (a) indicate the regions where experiments show marked differences
compared to ECMWF forecast.

4.2. Forecast Verification

The advantage of blending is presented in this section, in terms of improvements in
forecast verification scores. Standard atmospheric variables u, v, T, and RH for the entire
month from the cycles at 03Z and 15Z were verified against the data from 19 radiosonde
stations in the whole simulation domain. Error statistics (bias and RMSE) were calculated
for selected vertical levels for lead times T+09 and T+33, as a representative for early and
late forecast hours, respectively. Attention is given to identifying a systematic of blending
on the experiments, across vertical levels or in time or bot).

With respect to CTRL, the relative humidity (RH) error statistics in Figure 6a do not
show a systematic impact of blending horizontal winds (EXPT_uv). Adding thermody-
namic variables, temperature, and specific humidity in addition to the winds (i.e., EXPT_uvT
and EXPT_uvTQ), however, resulted in a systematic reduction in RMSE at 925 and 500 hPa
at all lead times. The mean bias, on the other hand, was found to have increased at 925 and
500 hPa for the short (T+09) lead time. The temperature error statistics in Figure 6b show a
large spread. There was a systematic reduction in mean bias when temperature is added to
the winds (EXPT_uvT) at upper levels at all the lead times. The RMSE was also found to
decrease in all the blending experiments at 925 hPa at all lead times. As for the horizontal
winds, there was no significant impact of blending, except for a systematic reduction in
RMSE in the meridional wind at 925 and 700 hPa at T+09 in all blending experiments (see
Figure 6c).
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Figure 6. Mean error statistics: (a) relative humidity (RH), (b) temperature (T), and (c) meridional
wind (v) estimated against all stations in the domain are shown for 03Z and 15Z cycles at the indicated
levels.

Not shown here, but the differences in mean bias and RMSE between the experiments
generally fell within the uncertainty (95% confidence) and therefore could not be concluded
to be statistically significant.

The precipitation forecast was evaluated against the Global Precipitation Measurement
(GPM) [25] precipitation product. Fractions skill score (FSS) diagnostics [26] were used to
allow for a scale-selective evaluation of the precipitation forecasts. Nearest neighbors were
used to identify the scale of interest. The scores were then calculated for these neighbors
of different sizes for different forecast lead times. The scores vary from 0 (worst) to 1
(best) for a given “truth”. Here, we used the GPM as the truth and calculated the FSS
using three-hourly accumulated rainfall for the entire month, from 03Z and 15Z cycles.
Scores were calculated for different length scales but here we summarize the results for
10 km × 10 km grid boxes, equivalent to one GPM grid box. Hinton diagrams [27,28] were
used to visualize a matrix of the scores whereby the abscissa was the forecast length and the
ordinate was the precipitation threshold (both absolute and relative). The triangle area was
the difference in FSSs between experiment and control (e.g., EXPT_uv-CTRL in Figure 7a),
with green upward-pointing triangles indicating higher skill in the experiment and purple
downward-pointing triangles indicating otherwise. The maximum difference was 0.0731,
which dictates the size of the largest triangle. Bold black lines around the triangles indicate
statistically significant scores at the 0.05 level, as determined by the Wilcoxon signed-rank
test [29].

Contrasting the findings in Figure 5, the verification scores in Figure 7 show marked
improvements in the precipitation forecast due to blending. In particular, we found a
significant improvement in EXPT_uv (see Figure 7a) in the first 18 h. Adding temperature
to the blend (see Figure 7b) made T+3, T+21, and T+24 forecast significantly worse, reducing
the benefits of blending the horizontal winds. Adding specific humidity (EXPT_uvTQ)
to the blend further degraded forecasts up to T+6, but improvements were found in
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the later hours. This result is puzzling as a similar study using SINGV over the same
simulation domain [30] found significant improvement in the precipitation scores (see
Figures 9 and 10 in Ref. [30]) due to the addition of the thermodynamic variables in the
assimilation cycle. Drawing parallels between [30] and the present study is, however, not
fair as the moisture (and temperature) source in [30] was a localized radiosonde as opposed
to large-scale contributions from the driving model in the present study. However, Ref. [30]
highlighted the longer adjustment period after initialization, which is due to the inclusion
of thermodynamic variables (see Section 5b in [30]). We think this is the reason for forecast
degradation in the early hours in the present study.

It is an important finding as none of the earlier studies had attempted isolating the
impact of blending different variables, which, based on the results shown here, is clearly
required.
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Figure 7. Hinton diagrams showing the differences in fractions skill scores (max = 0.073) for June
2019 for (a) EXPT_uv—CTRL, (b) EXPT_uvT—CTRL, and (c) EXPT_uvTQ—CTRL. Here, green
upward-pointing triangles indicate higher skill for experiments, and purple downward-pointing
triangles indicate otherwise. A range of absolute and relative rainfall thresholds (ordinate) for a grid
box size 10 km × 10 km are used to summarize the impact at increasing forecast lengths along the
abscissa.

5. Conclusions

An alternate blending approach was presented that has merits over the existing
approaches. In contrast to the most widely used background blending approach of [5],
the presented approach is simpler to implement and does not suffer from inconsistencies
in the background state (xb) and the background error covariance matrix (B). The new
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approach is similar to analysis blending in its implementation, which is also applied after
the DA step. However, because it relies on forecasts instead of the analyses for the implied
large-scale correction, this technique is termed forecast blending.

This new approach was implemented in SINGV, which uses 3DVAR-FGAT, and was
tested over the tropical domain used operationally at MSS. In addition to the control, which
was an unblended simulation, three simulations were performed to assess the benefits of
blending dynamic and thermodynamic variables.

In agreement with the earlier findings, the results presented here demonstrate a clear
advantage of improved large-scale information in the initial condition of a limited-area
NWP model. However, caution is warranted when deciding which variables to use for
blending. When comparing the verification scores for CTRL, EXPT_uv, EXPT_uvT, and
EXPT_uvTQ, blending the horizontal winds alone (EXPT_uv) seemed to be best, especially
over the tropics, where reliable precipitation forecast is of high importance. Significant
degradation in forecast quality occurred in the early hours when the thermodynamic
variables are added to the blend.

It is also noted that the presented approach was only tested over a specific domain for
a limited period, and more tests are needed to demonstrate its usability elsewhere.
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