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Abstract: The use of ensemble models to forecast the dispersion and transport of airborne volcanic ash
in operational contexts is increasingly being explored. The ensemble members are usually constructed
to represent a priori uncertainty estimates in meteorological fields and volcanic ash source parameters.
Satellite data can be used to further filter ensemble members within an analysis time window by
rejecting poorly performing members, leading to improved forecasts. In this study, the ensemble
filtering technique is used to improve the representation of temporal source variations. Ensemble
members are initially created by representing the source time variations as random functions of
time that are modulated by crude initial estimates of the variations estimated from satellite imagery.
Ensemble filtering is then used to remove members whose fields match poorly with observations
within a specified analysis time window that are represented by satellite retrievals of volcanic ash
properties such as mass load, effective radius, and cloud top height. The filtering process leads to
an ensemble with statistics in closer agreement with the observations. It is shown in the context of
the 30 May 2014 Sangeang Api eruption case study that this method leads to significantly enhanced
forecasting skill beyond the analysis time window—about 20% improvement on average—when
compared to a system that assumes constant emission rates for the duration of the eruption, as is the
case in many operational volcanic ash forecasting systems.

Keywords: volcanic ash; dispersion modeling; inverse modeling; ensemble modeling; quantitative
forecasts; satellite retrievals; data assimilation; ensemble filter

1. Introduction

It has long been recognized that improved quantitative volcanic ash forecasting models
are required to enable airline operators to better manage the risks of flying during eruption
events [1]. To achieve this goal, volcanic ash forecasting models need to better represent
the uncertainties in forecasted meteorological fields, such as winds and rainfall rates,
volcanic ash source parameters (including eruption heights and mass emission rates), and
other dispersion model uncertainties (e.g., parameterizations used to represent various
physical processes, such as wet and dry deposition). In recent years, significant strides
have been made in this regard. The advent of ensemble numerical weather prediction
(NWP) models, such as the Bureau of Meteorology’s ACCESS-GE model [2], have enabled
the operational implementation of ensemble volcanic ash forecasting models such as the
Dispersion Ensemble Prediction System (DEPS) used by the Darwin Volcanic Ash Advisory
Centre (VAAC Darwin). This system can represent uncertainty in the aspects of winds and
rainfall, thereby improving forecasting skill and reliability.

As well as developments in NWP models, there have also been developments in
volcanic ash remote sensing capabilities, both in hardware, such as the Himawari-8 satellite
sensor [3], and in software, with the advent of advanced retrieval algorithms capable of
retrieving ash properties such as mass load, effective radii, and cloud top heights [4–8].
These remote sensing advancements have enabled better estimates of volcanic ash source
parameters, such as the volcanic mass emission rate, as a function of height and time by
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making use of inverse modeling techniques [9–14]. These inverse modeling approaches can
be described as variational methods. The goal of the variational algorithms is to minimize
a cost function, which usually comprises terms that seek to find a compromise between
an a priori solution based on simple physical considerations, such as the Mastin empirical
relationship [15], and a solution yielding ash mass loads closer to the retrieved values. An
optimal solution is found by taking into consideration the estimated errors of the a priori
solution and the retrievals, which are usually assumed to be normally distributed. In some
versions, the cost function may also contain other terms to further constrain the solution.

Inverse modeling can also be performed by ensemble filtering. In this approach,
different ensemble members are generated by sampling the source parameter uncertainty
space and using different NWP members to create different realizations of the modeled ash
fields. This ensemble of test simulations is then filtered by keeping only those members
whose pattern correlations, with respect to observations, are high. The pattern correlation
cut-off number is computed to maximize the probabilistic Brier score so that areas with
high probability of exceeding a series of thresholds coincide, on average, with areas in
which observations exceed the series of thresholds. The methodology has been applied
using semi-qualitative detection observations (i.e., binary fields indicating the presence or
absence of pollutants) with eruption height as the control variable [16–18]. It has also been
applied using mass load satellite retrievals, with additional parameters (see Section 2.1)
controlling vertical emission rates, particle size distribution, and time variation as control
variables [19]. It was also shown to be useful in improving forecasting skill when the volcanic
ash dispersion model is driven by an ensemble of NWP fields with excessive spread [20].

Because the ensemble filtering approach is intrinsically based on a brute-force parameter-
space sampling algorithm, the computational cost rises exponentially with the number
of control variables, which limits its use to low-dimensional representations of the ash
source term. Since the computational task is very intensive, even with about ten control
variables that would be required to completely described the simple, low-dimensional
source term, training datasets comprising satellite retrievals from past eruptions within
the Darwin VAAC region are used to represent various source parameters (such as those
describing emission rates as a function of height and particle size) as functions of eruption
height [21]. This enables a considerable reduction in the number of control variables when
the method is applied to eruptions in real time, thereby making it computationally tractable
in operational contexts. Furthermore, it was shown that the “curse of dimensionality”
that afflicts all ensemble filtering schemes, in which ensemble size is at times too severely
diminished by the algorithm, could be ameliorated by dividing the ensemble members
into smaller batches and applying the algorithm to each batch rather than to the whole
ensemble [22]. The ensemble filtering method can also be used to reject poor retrievals
or detections as initial fields when a direct data insertion scheme is used to initialize the
dispersion models, as well as to find optimal top and base ash cloud heights, which can
further improve forecasting skill, in some situations [23].

As alluded to above, the source term representation in the ensemble filtering approach
needs to be a simple, low-dimensional, representation of the true source term to limit the
number of control variables. This can limit the ability of the scheme to model more complex
situations. For example, the time variation of the source in this scheme is a simple top hat
function, which means that emissions remain constant for the duration of the eruption.
This implies that events with very significant fluctuations in eruption strength, such as the
30 May 2014 Sangeang Api eruption in Indonesia, are difficult to model with this scheme.
Zidikheri et al. (2017) [19] attempted to solve this problem by introducing an ad hoc
function to model the fluctuations of the eruption height with time. However, this comes at
the cost of introducing new parameters to the source term, which increases the number
of control variables, thereby increasing the computational cost and making it difficult to
implement operationally. In this study, we approach this problem by introducing a new
ensemble generation scheme that can capture more complex features of the source term,
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without the exponential rise in computational cost entailed by the brute-force sampling
approach.

In this study, the approach to solve the time variation problem assumes that reasonable
a priori estimates of the temporal source fluctuations may be made and corresponding
uncertainties specified by keeping track of the fluctuations in cloud top height near the
source. This could be accomplished, for example, by noting the fluctuation of brightness
temperatures near the source, or indeed, of the retrieved cloud top height fields. A priori
ensemble members are then generated by random sampling of the top height uncertainty
and posterior ensemble members obtained by filtering the prior ensemble with respect to
satellite retrievals. This process removes members that do not agree with the retrievals
due to incorrect spatiotemporal patterns and leaves only members with similar patterns
of spatial and temporal variability as in the retrievals. The rest of this paper is focused on
describing the new scheme in more detail, applying it to the 30 May 2014 Sangeang Api
eruption, and evaluating the results.

2. Methodology

In Section 2.1, the ensemble generation method that was used in the studies referred
to in Section 1 ([16–23]) is described in detail. This method employs a top hat function
for the time dependence of the volcanic source, and it will be used to create ensembles
for the control run in this study. The new ensemble generation scheme that is the focus
of the experiments in this study is described in Section 2.2; this method uses random
functions to represent the time dependence of the source. Finally, in Section 2.3, the method
by which ensemble members generated by both approaches are filtered with respect to
observations is described. The Hybrid Single Particle Lagrangian Integrated Trajectory
(HYSPLIT) [24] model is used as the forward model in this study, and it is driven by the
24-member ACCESS-GE NWP ensemble model fields [2]. The observations are derived
from the National Oceanic and Atmospheric Administration (NOAA)’s VOLcanic Cloud
Analysis Toolkit (VOLCAT) [25] remote sensing software and comprise gridded fields of
mass load, effective radius, cloud top height, and ash detection retrieved from MTSAT [26]
satellite data (Himawari-8 satellite data only became available in late 2015, which is after
the period of interest in this study). Further details about the setup of the HYSPLIT model
and the satellite retrievals may be found in the work of Zidikheri and Lucas [22,23].

2.1. Ensemble Generation in Control Experiments

Ensemble members are generated by running a dispersion model with different mem-
bers of the ACCESS-GE ensemble and by perturbing the parameters describing a cylindri-
cally shaped ash source term whose mass distribution is given by

.
m(t, x, z, r) = κε ft(t) fx(x) fz(z) fr(r)

.
M (1)

where κ is a scaling coefficient, and ε is the fine ash fraction; the time (t) variation of the
source is described by

ft(t) =
{

1, t0 + ∆t0 < t ≤ t0 + ∆t0 + τ
0, otherwise,

(2)

which is modeled as a simple top hat function and depends on the eruption start time t0, the
start-time lag, ∆t0, which accounts for umbrella-cloud effects, and the eruption duration, τ;
the horizontal mass distribution (with x representing longitude and latitude)

fx(x) =

{
1
/

A(D) ,
∣∣x− x0

∣∣ ≤ D
/

2
0, otherwise,

(3)
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is simply a circle of diameter D, with area A, centered at the volcano location x0; the vertical
(z) mass distribution

fz(z) =
c + exp [− (z−µh)

2

2σh
2 ]∫ H

H0

{
c + exp[− (z−µh)

2

2σh
2 ]

}
dz

, (4)

(with H0 < z < H) comprises a constant emission rate c augmented by a Gaussian profile
centred at µh, and with standard deviation σh, bounded by the summit height H0 and the
eruption top height H; the particle radius (r) mass distribution

fr(r) =
r2 exp [− (ln r−ln µr)

2

2(ln σr)
2 ]∫ R

0

{
r2 exp

[
− (ln r−ln µr)

2

2(ln σr)
2

]}
dr

, (5)

(with 0 < r < R, R being the maximum particle radius, specified to be 50 microns) is
log-normal and depends on the mean particle radius µr and the standard deviation σr, the
latter being fixed to a value of 1.5 microns (see Section 6 of [19]); the volcanic mass emission
rate is denoted

.
M and computed from the eruption height H using the Mastin relationship

.
M = aHb with a and b being empirical coefficients [15].

As is evident from Equations (1)–(5), the source term is dependent on the parameter
set (po, κ, τ, H), where po = (∆t0, D, µh, σh, c, ε, µr) is a collection of parameters that
have been fitted to power–law relationships with eruption height, H, by using a dataset
of past eruptions to estimate the fitting coefficients [21,22]. This implies that the only
free parameters in this scheme are κ, τ, and H. This source parameter set is perturbed
Ns times for each NWP member, drawn from a set of Nm NWP members, to yield an
ensemble with N = Ns × Nm members; each ensemble member source term is written as
.

mk

(
t, x, z, r; pk

)
, with the subscript k ∈ {1, 2, 3, · · ·N} labelling the ensemble member. The

vector pk =
(

p̃k, κk, τk, Hk

)
represents a collection of perturbed parameters values with

p̃k = εk ◦ po(Hk) (6)

being the perturbed parameter values corresponding to the set po, which is a function of
eruption height. Here, the vector εk is a collection of random coefficients that multiply
po element by element (the so-called Hadamard or Schur product) to yield the parameter
perturbation for each ensemble member k. The random numbers comprising εk are normally
distributed (centered on po) and correlated (i.e., perturbations of different parameters are
not completely independent). The error covariance matrix that controls the magnitudes
and correlations of the parameter perturbations is also computed from the dataset of past
eruptions [21]. The parameters τk and Hk are considered independent and therefore are
based on uniform random sampling within the range of uncertainty of these parameters,
which are supplied directly to the system by the user. It is assumed that these uncertainty
ranges would be based on factors such as the inspection of satellite imagery and ground
or aircraft reports. In previous studies, only H was perturbed, and τ was simply specified
and held constant to minimize computational cost; this approach shall also be followed
when constructing control simulations in this study. The scaling parameter κk could also,
in principle, be randomly sampled, but this is not practical and is not in fact necessary. It is
instead simply estimated as the ratio of the spatial means of the observed and ensemble
member mass loads. This ensures that, in a spatially averaged sense, the ensemble mass
loads are always in agreement with observed mass loads for the time window in which
observations are available. In previous studies [21], the scaling factor was simply included
in the definition of the fine ash fraction, ε; that is, an effective ε′ = κε was defined and
computed as the ratio of spatial means, as described above. Here, however, κ and ε are kept
separate to enable a clearer comparison between this formulation and the new formulation
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described in Section 2.2, which also makes use of a scaling factor, but it is computed in a
slightly different way than that described above.

This simple source-term formulation has been demonstrated to work extremely well
in the context of several case studies [21–23]. As alluded to above, the simplicity of
the formulation enables the computation of power–law relationships between different
parameters and eruption height from a training dataset (these are contained in the vector p0),
which means that good source-term representations can be obtained, even when satellite
data are not available in real-time, provided that the eruption height can be estimated
by other means. This makes it a powerful tool in the tropics where satellite retrievals
are frequently not available due to the presence of convective clouds [21], which make
automatic detection of ash clouds difficult. However, the simplicity of the formulation also
means that the scheme cannot easily handle situations where there is significant temporal
variation. In the next section a new source-term representation scheme is developed with
the goal of addressing this limitation.

2.2. Accounting for Temporal Source Variations

To better model eruptions with substantial time variations, instead of Equation (1), the
following form for the source term is employed:

.
m(t, x, z, r) = κε(t) fx(x, t) fz(z, t) fr(r, t)

.
M(t) (7)

In this formulation there is no explicit time dependence term ft(t) as in Equation (1),
but the time dependence appears through the fine ash fraction ε(t), the horizontal function
fx(x, t), the vertical function fz(z, t), and the Mastin relationship

.
M(t). It should be

stressed these factors have the same forms described in Section 2.1. The only difference is
that here, the factors acquire time dependence through their dependence on the eruption
height, which in this section, is taken to be a function of time. Each ensemble member k is
associated with an eruption height function

Hk(t) = Ha(t) + ρk(t)∆H (8)

In Equation (8), Ha(t) is an a priori guess function, which, as alluded to previously,
may be estimated from satellite imagery; ∆H is the uncertainty in the estimates Ha(t),
which for simplicity, is taken to be independent of time, and ρk(t) is a sequence of random
numbers sampled from the interval [–1, 1]. In general, the random function ρk(t) may be
generated such that it is correlated, to a degree, with the a priori function Ha(t); that is, a
constraint is placed on ρk(t) such that the correlation

cor(ρk, Ha) > β (9)

is greater than a specified cut-off correlation β for each ensemble member. Different values
of β are trialed in this study, as further discussed in Sections 3 and 4. Different random
sequences ρk are repeatedly generated until the constraint described by Equation (9) is
satisfied for each ensemble member. The eruption height test values Hk(t) are then used

to compute ε(t), fx(x, t), fz(z, t), fr(r, t), and
.

M(t) in Equation (7). The scaling factor κ
is computed to minimize the root mean square error (RMSE) of the simulated ensemble
mean mass load with respect to satellite retrievals. This approach was found to yield better
results than simply computing the ratio of the spatial average of the retrieved mass load
to the simulated spatially averaged mass load for each ensemble member, as described in
Section 2.1.

2.3. Ensemble Filtering

Having generated ensemble members from a priori distributions of source parameters,
the ensemble is then filtered with respect to observations. In other words, a subset K̂ ⊆ K
is found, with K = {1, 2, 3, · · ·N}, so that members labeled by k̂ ∈ K̂ describe the filtered
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ensemble. As discussed in Section 2.2, the observations comprise a set of four fields,
namely mass load, effective radius, cloud top height, and detections, labeled by the index
f, which are defined at different geographical locations, x, and times, t, and denoted by
φ

t f
o (x). Likewise, corresponding fields may be computed from ensemble model simulations,

denoted by φ
t f
k (x). Spatial pattern correlations

rt f
k = cor

(
φ

t f
k , φ

t f
o

)
(10)

between each ensemble member k and the observations, for each observation time and
field, are then found and averaged over the different times and fields to yield the average
correlation rk for each ensemble member. Using the average correlation values, weights wk
are then to allocated to each ensemble member

wk(α) =

{
1, rk ≥ αR
0, rk < αR

(11)

with normalized form

w̃k (α) =
wk(α)

∑N
k=1 wk(α)

(12)

Here R is the maximum correlation value obtained within the ensemble, and α is a
parameter that defines the cut-off pattern correlation values below which the ensemble
member is rejected. The cut-off value is not set a priori, but it is computed to maximize the
multicategory Brier score (i.e., the ranked probability score) of the ensemble forecasts. To
define the multicategory score, we need the categorical indicator field

dt f c(x) =

{
1, φ

t f
o (x) > ϕ f c

0, otherwise
(13)

which is binary valued and indicates whether a field with index f at time with index t
exceeds a categorical threshold with index c at a location x. The categorical thresholds for a
field with index f are denoted by ϕ f c. These are the values used to define the thresholds for
each field and are listed in Table 1. The corresponding ‘indicator’ field for the ensemble
members is

et f c
k (x; α) =

{
w̃k (α), φ

t f
k (x) > ϕ f c

0, otherwise
(14)

Table 1. A description of the object denoted ϕ f c in Section 2.3. This object lists the field thresholds
used to compute the multi-categorical Brier scores as a function of field index, f, and category index,
c. These values are the same as those used in previous studies and were chosen to broadly represent
the different field values that are possible, both in retrieved and simulated values.

Field Number (f ) Field Name and
Units Category Number (c) Threshold Values

1 Mass load (g/m2) 1 1.0

1 “ 2 10.0

1 “ 3 100.0

1 “ 4 1000.0

2 Effective radius (µm) 1 0.0

2 “ 2 5.0
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Table 1. Cont.

Field Number (f ) Field Name and
Units Category Number (c) Threshold Values

2 “ 3 10.0

2 “ 4 15.0

2 “ 5 20.0

3 Cloud top height
(km) 1 0.0

3 “ 2 5.0

3 “ 3 10.0

3 “ 4 15.0

3 “ 5 20.0

3 “ 6 25.0

4 Detection (g/m2) 1 0.1

The exceedance probability (i.e., the fraction of ensemble members exceeding a thresh-
old) is defined as

Pt f c(x; α) = ∑N
k=1 et f c

k (x; α) (15)

and finally, the multicategory Brier score is defined as

s(α) =
∑Nt

t=1 ∑
N f
f=1 ∑N f

c
c=1

∫ [
Pt f c(x; α)− dt f c(x)

]2
dx

NtN f Nc
∫

dx
(16)

In Equation (15), the spatial averaging is indicated by integrals, while averages of times,
fields, and categories are indicated by sums. This is simply for notational convenience;
in practice, the averaging is performed in the same way (as discrete sums, rather than
integrals), although the number of spatial points tends to be much larger than the number
of times, fields, and categories. To find the optimal value of the cut-off parameter α, a crude
grid search algorithm is employed, which means the Brier score needs to be computed
several times to find its minimum value. Once the optimal α is computed, the binary-valued
weights may be computed from Equations (11) and (12). If the weight of an ensemble
member is greater than zero, then it is accepted; otherwise, it is rejected. In this way, the
accepted members will yield probabilistic scores that are in closer agreement to observations
than the original ensemble.

3. Eruption Case Study, Experimental Setup, and Verification Methods
3.1. Case Study

Sangeang Api, a volcano on an island to the northeast of Sumbawa, Indonesia (8.2◦ S,
119.07◦ E, 1.95 km summit elevation) erupted on 30 May 2014. The first and strongest
phase of the eruption was short and occurred at around 0800 UTC, leading to a plume well
exceeding 15 km in height, possibly as high as 20 km from some reports at the time of the
eruption. The second eruption phase was longer and started at around 1700 UTC. This
phase comprised at least three distinct “pulses” (i.e., intensification of volcanic activity) at
around 1700, 2000, and 2300 UTC. This eruptive behavior is clear in Figure 1a. This figure
shows the minimum 11 µm satellite brightness temperature over a small region (about 1
degree × 1 degree in size) centered at the volcano. Because at that point in time, there were
no meteorological clouds around the volcano, the sharp drops in brightness temperature
seen at 0832, 1732, 2032, and 2332 UTC are clearly associated with the rapid emergence of
high-altitude, optically thick volcanic plumes. In this study, we shall focus on the second
eruption phase starting around 1700 UTC, as it provides an excellent case study to ascertain
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the impact of strong fluctuations in source strength over the course of an eruption on the
forecasting skill, therefore providing a good test for the new methodology described in
Section 2.2. Based on the brightness temperature, the eruption height during the second
phase was somewhat lower than in the earlier phase. Straightforward linear regression of
brightness temperature against the ACCESS-GE control member vertical temperature profile
at the closest grid point to the volcano suggests peak heights of 13–14 km (as indicated on the
right-hand side of Figure 1a), assuming the cloud is very optically thick and behaves like
a black body. The corresponding VOLCAT satellite retrievals of cloud top height shown
in Figure 1b, on the other hand, suggest peak heights exceeding 16 km. Note that at 1732
UTC, VOLCAT did not provide a valid retrieval, most likely due to the ash cloud being
too optically thick, and therefore the heights in this case are just negative fill values, which
should be ignored. The difference of a few kilometers in the height estimates between
straightforward brightness-temperature analysis and VOLCAT estimates is possibly due to
different assumptions regarding the emissivity of the cloud and the use of different NWP
fields in the VOLCAT algorithm.
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Figure 1. (a) Minimum satellite brightness temperature values in an approximately 1◦ × 1◦ box
centered at the location of the Sangeang Api volcano. The vertical lines indicate times of interest,
namely 1732, 2032, and 2332 UTC, at which significant eruptions occurred. (b) Same as in (a), but for
maximum VOLCAT cloud top height field values. (c) Prior and posterior median (50th percentile)
eruption heights as a function of time used in Experiment 1 of this study. (d) Ratio of posterior to
prior source height ranges, defined as the difference between the 90th and 10th percentile heights in
the respective distributions; ratios less than 1 indicate reduction in uncertainty.

Figure 2 shows the mass load retrievals from VOLCAT at various times during the
eruption. Figure 2a shows the mass loads at 30/1930 UTC. At this point in time, the mass
load structure is predominantly unimodal; the pattern is dominated by the high mass load
area from the 1700 UTC eruption that has been swept to the southeast of the volcano. By
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30/2130 UTC (Figure 2b), the ash from the 2000 UTC eruption has created a more bimodal
pattern, with high mass loads appearing immediately to the southeast in the vicinity of the
volcano. A trimodal pattern can be discerned by 30/2330 UTC (Figure 2c), with the eruption
at around 30/2300 UTC also contributing to the mass load pattern. Figure 2d shows that by
31/0330 UTC, the eruption is continuing, but the emissions are more uniform, with less
distinctive modal patterns discernable than during the early stage of the eruption. The
corresponding cloud top height patterns are shown in Figure 3. The patterns of variability
in these fields closely mirror the mass patterns. This suggests that the high mass load
patterns are associated with the eruption being in a stronger phase and therefore reaching
greater heights in the atmosphere.
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3.2. Experimental Setup

The HYSPLIT dispersion model, which is the forward model in this study, is set up in
the same way as in previous studies [23]. The gridded wind fields used by HYSPLIT are
provided by the Australian Bureau of Meteorology’s ACCESS-GE ensemble NWP model,
which in the version used in this study, comprises 24 members that represent uncertainty
in the NWP fields.

The ACCESS-GE fields (in HYSPLIT ARL format) for the time period corresponding to
the 30 May 2014 Sangeang Api eruption are archived and available for download at http://
dx.doi.org/10.25914/6142ad42d977e (accessed on 1 December 2021). In the control run, the
ash source term is time-invariant for the duration of the eruption, as described in Section 2.1.
The new methodology described in Section 2.2 is used to construct the source term for
all other experiments in this study. In the new approach, time variation is introduced by
allowing the eruption in the model to vary with time in a random fashion, given prior

http://dx.doi.org/10.25914/6142ad42d977e
http://dx.doi.org/10.25914/6142ad42d977e
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constraints on this variation. Both approaches involve the use of satellite retrievals of
volcanic ash properties to estimate the source term by inverse modeling, with VOLCAT
satellite retrievals being used for this purpose. VOLCAT data corresponding to the 30 May
Sangeang Api eruption were downloaded from http://doi.org/10.5281/zenodo.3579613
(accessed on 1 December 2021) for use in this study.

In both the control run and experiments, simulations were performed in the period
30/1700 UTC to 31/0330 UTC. The simulation start time was chosen to correspond to
the start of the second eruptive phase, and the stop time was chosen to correspond to the
latest time at which good quality VOLCAT data were available to evaluate the results.
This period was broken into a 6.5 h analysis period, lasting until 30/2330 UTC, in which
inverse modeling was used to optimize the simulations, and a forecast period, 4 h in
duration, in which the simulations were not coupled to VOLCAT data (the data was only
used for evaluation in this period). The length of the analysis ‘time window’ was dictated
by the need to simulate the fluctuations in eruptive activity, which lasted until at least
30/2330 UTC, as can be clearly seen in Figure 1a.

In the control experiment, the free source parameters are the eruption height, H, and
the eruption duration, τ. Brightness temperature analysis and VOLCAT retrievals (e.g.,
Figure 1a,b) suggest peak eruption top heights over 16 km, with troughs just below 10 km
over the course of the eruption. However, to account for the possibility of clouds being
higher than these estimates, the 10–20 km range was chosen as a prior estimate from which
random samples were drawn to generate source terms for the ensemble members. The
start time was chosen to be 30/1700 UTC to correspond to the start of the second phase of
the Sangeang Api eruption, and the eruption duration, τ, was chosen to be long enough to
cover the whole simulation period, which was 10.5 h.

In all other experiments that used the new temporally varying formulation of Section 2.2,
the median of the a priori height function Ha(t) that was used is shown in Figure 1c; the
uncertainty ∆H = 3 km was used in Equation (8) based on the discussion in Section 3.1.
The simulation period was broken up into 11 1 h periods in which eruption heights (and
therefore, emission rates) were uniform; at longer timescales, however, eruption heights
were allowed to vary. In what follows, times associated with eruption heights refer to
the start of each 1 h uniform emission period. The prior estimate of the eruption height
at 1700 UTC is 15 km, which is roughly in between the maxima of 16.4 km, seen at 1832
UTC in the VOLCAT estimate (Figure 1b), and the value of about 13.5 km, obtained from
brightness temperatures (Figure 1a). The peak values at 2000 and 2300 UTC are specified
to be 1 km lower because the corresponding brightness temperature troughs are higher,
indicating lower peak heights. The prior height of 11 km at 1800, 1900, 2100, and 2200 UTC
is a compromise of the values of less than 10 km, obtained by brightness temperature
analysis, and values of just over 12 km, obtained with VOLCAT.

It is assumed that information beyond 2330 UTC is unavailable at the time the analysis
is performed to try to replicate a real-time operational scenario as closely as possible.
Figure 1a shows that the eruption slowly reduced in strength over the next few hours, but
this would have been hard to predict if the analysis were performed at around 2330 UTC,
which is a key assumption in these experiments. Instead, it is assumed that the eruption
continues in its ‘neutral’ mode (at about 11 km, which is the approximate height to which
the eruption seemed to settle to in between the periods of explosive activity within the
analysis time window) over the course of the forecast period (in this case, 4 h). Of course,
other assumptions may be made about the emissions beyond the analysis time window.
However, since the goal of this study is to compare the performance of the new temporal
variation scheme against the control, if similar assumptions about future emission rates
in both the control and experiment are used, then the details of the assumptions about
future emission rates should not significantly affect the results. In both the control and
the experiments, 10 random samples of the eruption height function were generated for
each of the 24 NWP ensemble members, yielding 240 ensemble members in total. Hence,
both control and test experiments had an equal number of members prior to filtering.

http://doi.org/10.5281/zenodo.3579613
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Four different time varying experiments were performed. Each experiment employed a
different value of the correlation cutoff β and was labeled 1–4 in order of increasing β, as
indicated in Table 2. Increasing the value of β creates temporal perturbations that are more
strongly correlated with the prior height function Ha(t). This can be a useful feature if the
uncertainty ∆H is large, but there is a high degree of confidence in the temporal variation
in Ha(t). One of the goals of this study is to investigate appropriate values of β.

Table 2. Different experiments used in this study. The control run utilizes the simple, low-dimensional,
time-invariant source term formulation described in Section 2.1 (and in previous studies). The other
experiments employ the new time variable formulation of Section 2.2 and differ in the correlation
cutoff β used to constrain the random temporal perturbations in the source height; β = 0 represents
unconstrained perturbations while β→ 1 represents perturbations highly correlated with the a priori
height function Ha(t).

Experiment β

0 (Control) -
1 0.0
2 0.5
3 0.7
4 0.9

3.3. Verification Methods

The root mean square error (RMSE) metric was used to verify the ensemble mean
forecasts relative to observations for each of the four fields used in this study, namely, mass
load, effective radius, cloud top height, and detection. The ranked probability score (RPS),
with 10 threshold values, ranging from the maximum observed field value to the minimum,
was used to verify the ensemble forecasts. In addition, skill scores, which compare the
values of these metrics for test experiments relative to control experiments, were computed
as follows:

Xs = 1− X
Xc

(17)

Here Xs is the skill score for a verification metric X, such as RMSE (RMSESS) or RPS
(RPSS), that is zero for a perfect score and increases for poorer scores, and Xc is the metric
value for the control experiment. The skill score is 1 for a perfect model (in which X = 0,
Xc > 0), 0 for a model with no improvement (X = Xc), and −∞ for an infinitely poorer
model ( X/Xc → ∞ ). One of the advantages of a skill score, particularly for RMSE, is that
scores for different fields can be meaningfully averaged to yield a single value, which is
otherwise difficult to accomplish with a dimensional metric such as RMSE, as, in general,
the different fields have different units.

4. Results
4.1. Source Term

As discussed in Section 3.2, in the control run, the source is time invariant for the
duration of the eruption. However, in the experimental runs, the source varies with time
due to the temporal variation of the eruption height, as formulated in Section 2.2. The height
variation is based on multiple random sampling of the prior eruption height uncertainty
space, whose median value is shown in Figure 1c; these heights are used to generate
prior ensemble members. These members are then filtered with respect to observations
(VOLCAT satellite retrievals) within an analysis time window, which is about 6 h, to yield
posterior ensemble members. The posterior members are propagated forward in time for
the duration of the forecast, which is 4 h in this case, but generally up to 24 h in operational
contexts. As alluded to in Section 3, 4 experimental runs (labeled 1–4) were performed,
each employing a different level of correlation between the prior height function and the
random temporal perturbations that were employed to model the variation of the eruption
height with time. Figure 1c also shows the median posterior source height function for
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the experiment labeled as ‘Experiment 1,’ which employed the value of β = 0 (effectively
meaning that perturbations were unconstrained in their temporal variability pattern). The
biggest changes to the median posterior function, which are a result of ensemble filtering,
include the drop in the peak heights at 1700 UTC and 2300 UTC. The changes at other times
are smaller in comparison. These shifts result in a temporal pattern with two similarly sized
peaks at 1700 and 2300 UTC, with a smaller peak at 2000 UTC. The relatively smaller size of
the peak at 2000 UTC is consistent with the brightness temperature and VOLCAT retrievals
shown in Figure 1a,b. Figure 1d shows the ratio of the posterior and prior distribution
ranges, here defined as the difference between the 90th and 10th percentile height values
in the distribution. Since this ratio is, for the most part, less than 1, this demonstrates that
the posterior distribution is associated with lower height uncertainty values than the prior,
which demonstrates that information from the observations has been assimilated into the
forecasting system.

4.2. Ensemble Mean Field Patterns

Figure 4 shows the ensemble mean mass load (in g/m2) obtained from the control
experiment, which utilizes the simple time-invariant source formulation described by
Equation (2). The mass load patterns are unimodal within the analysis time window
(Figure 4a–c), with high loads in the vicinity of the volcano. These patterns are not in very
good agreement with the VOLCAT mass load retrievals patterns in Figure 2. Similarly, the
ensemble-mean cloud top height fields (in km) in Figure 5 do not replicate the fluctuations
seen in the corresponding VOLCAT retrievals in Figure 3. This contrasts with the excellent
performance of the algorithm in earlier studies (see references in Section 1), which did
not involve eruptions with such strong temporal fluctuations. Hence, this case study
demonstrates the shortcomings of the simple time-invariant source formulation when
applied to eruptions with such characteristics.

In contrast to the control experiment, Figure 6, based on Experiment 1 (see Discussion
in Section 4.1), demonstrates the utility of the new formulation when applied to erup-
tions with strong temporal variability. The peaks in mass load during the analysis phase
(Figure 6a–c) correlate quite well with the peaks in the VOLCAT mass load retrievals in
Figure 2a–c. Similarly, the ensemble mean cloud top height in Experiment 1 (Figure 7)
is clearly better than the control during the analysis, with clearer patterns of highs and
lows, which correlates quite well with the retrievals in Figure 3. On the other hand, the
improvement during the forecast phase is less clear from a visual inspection of the mass
load pattern (comparing Figure 6d to Figure 4d). This is also the case for the cloud top
height pattern (comparing Figure 7d to Figure 5d). However, it does appear that the control
run predicts a broad region of higher cloud tops further to the north than the results found
in the retrievals. For example, the region of high clouds extends to nearly 8◦ S between
122◦ E and 124◦ E in Figure 5d. In Experiment 1, however, this region does not extend as
far to the north—it is a more confined pattern moving to the southeast—and therefore, is in
better agreement with the retrievals. One difficulty with this comparison is that as the cloud
becomes thinner through dispersal, it probably falls beyond the detection threshold of the
VOLCAT algorithm, and therefore, a significant portion of the ash cloud is not captured.
This might explain why the simulated pattern extends so significantly beyond the retrieved
cloud (in the southeast direction). The presence of meteorological clouds is also a possible
contributor to this detection failure.
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Figure 5. Ensemble mean cloud top height fields (in km) obtained from the control experiment in this
study utilizing a simple top hat function for the source time variation. The black triangle indicates
the volcano location.
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Figure 6. Ensemble mean mass load fields (in g/m2) obtained from an experiment employing the
time varying prior and posterior source height functions shown in Figure 1c,d. The black triangle
indicates the volcano location.
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Figure 7. Ensemble mean cloud top height fields (in km) obtained from an experiment employing
the time varying prior and posterior source height functions shown in Figure 1c,d. The black triangle
indicates the volcano location.

4.3. Verification Study

As discussed in Section 3.3, various metrics were employed to evaluate the simulated
mass load, effective radius, cloud top height, and detection fields with reference to VOLCAT
satellite retrievals over the course of the simulation. The RMSE score was used to evaluate
the performance of the ensemble mean fields (i.e., the forecasting skill) and the RPS was
used to evaluate the ensemble field exceedance probabilities (which is a measure of the
forecasting spread). Finally, verification scores for different fields were combined by
computing relative scores (i.e., skill scores) with reference to the control experiment and
averaging over different fields as indicated by Equation (17).

Figure 8 shows the ensemble mean RMSE scores for the control run and the 4 experi-
ments numbered 1–4. These experiments employ different values of the correlation cut-off
parameter β, as listed in Table 2. Lower RMSE values indicate smaller errors and therefore,
better forecasts. The experimental RMSE values are in most cases, smaller than the cor-
responding control run values for all fields and for most times, which indicates superior
forecasting skill. There is some variability in the RMSE scores between Experiments 1–4;
however, all experiments show some degree of improvement in the mass load and cloud
top height fields. However, Experiment 4 (with the highest β value) is, at best, neutral in the
effective radius and detection fields. Except for the mass load field, in which it is difficult to
discern a clear pattern trend, the RMSE values for all fields seem to indicate that high values
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of β lead to somewhat poorer RMSE values. The effective radius field RMSE shows the
most variability in scores. The mass load and height fields seem to have the most consistent
improvement, as better scores relative to the control run are demonstrated irrespective of
the β value. The improvements in the detection fields are small in comparison.
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Figure 8. Ensemble mean root mean square error (RMSE) scores for different fields as a function of
time for the control and different experiments in this study. The experiments utilize different values
of β (see Table 2). Lower RMSE values indicate better ensemble mean skill. The dotted vertical line
demarcates the analysis and forecast periods.

Figure 9 shows the RPS, with smaller RPS values indicating better probabilistic fore-
casting skill. All four fields in most of the experiments demonstrate some improvement
over the control run, with the cloud top height field showing the most improvement. Inter-
estingly, the improvement is rather modest in the analysis phase, but more pronounced
in the forecast phase, in most cases. Although the trend is not as clear as in the RMSE
scores, it does appear that experiments with low β values (Experiments 1 and 2) have some
advantages over experiments with higher β values (Experiments 3 and 4), especially in the
forecasting phase.
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Figure 9. Ranked probability scores (RPS) for different fields as a function of time for the control run
and experiments in this study. The experiments utilize different values of β (see Table 2). Lower RPS
values indicate better probabilistic skill. The dotted vertical line demarcates the analysis and forecast
periods.

Figure 10 shows the RMSESS and RPSS values relative to the control forecast. It
should be noted that unlike the corresponding scores (in Figures 8 and 9), higher skill
scores indicate better forecasting skill, and negative values indicate forecasting degradation
relative to the control. The skills scores in Figure 10 are an average of the skill scores
for the mass load, effective radius, cloud top height, and detection fields. The results
indicate that the ensemble mean RMSE is improved by 10–25% and the RPS by about
15–30% on average during the forecasting phase. Hence, it can be concluded that the
new time-varying formulation of Section 2.2 has been demonstrated to improve ensemble
forecasts, as far as the case study considered in this paper is concerned. Experiments 1 and
2 (with lower β values) show the most improvement in skill scores. If the lower β values
are considered to be the most appropriate, then RMSE improvements are just over 20%,
and RPSS improvements are just over 25% for this case study.
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Figure 10. RMSESS and RPSS values (see Section 3.3) as a function of time for the experiments in
this study. The experiments utilize different values of β (see Table 2). Positive skill scores indicate
improved skill relative to the control experiment. The dotted vertical line demarcates the analysis
and forecast periods.

5. Discussion

In this paper, a new scheme to account for time variation in the volcanic ash source
term was introduced. In this scheme, temporal variations in source emission rates occur
due to variations in the source height. The temporal source height function is obtained by
random sampling of an a priori specified uncertainty range at different times within an
analysis time window. The random sampling is performed for all ensemble members in
the forecasting system. An ensemble filtering scheme, whose development was described
in previous papers (see Section 1), is then used to create a new ‘posterior’ ensemble in
which members that do not match well with observations (represented by VOLCAT satellite
retrievals) are removed from the forecasting phase of the algorithm. This process was shown
to lead to a forecasting system that better matches the observations during the analysis
time window. In contrast, the original methodology considered in previous studies simply
represents the temporal variation of emissions as a top hat function; emissions are constant
over the duration of the eruption. This was shown to result in an unrealistic distribution of
mass over the analysis time window in an eruption with strong temporal fluctuations.

The algorithm was applied to the 30 May 2014 Sangeang Api eruption case study. This
eruption was of interest because it involved at least three distinct explosive episodes spaced
about three hours apart. This kind of activity is difficult to model with the simple source
formulation used in previous studies, in which the temporal variation is a simple top hat
function, but it is in principle possible to model with the new formulation presented in
this paper. Hence, this case study was an ideal testbed for the new algorithm. The results
obtained with the new formulation were very encouraging. The posterior source heights
displayed the expected temporal pattern with peak heights spaced 3 h apart, consistent
with the observed eruption characteristics. The ensemble mean mass load patterns were
also in very good agreement with satellite retrievals during the analysis time window. This
contrasts with the control run, in which the original formulation, with a top hat function in
the temporal dimension, was used. The mass load pattern in the control run did not display
the multimodal structure seen in the retrievals due to the lack of appropriate temporal
variability in the source term.

In this case study, a quantitative verification analysis also demonstrated the superiority
of this scheme over the original scheme. It was shown that the RMSE scores of the ensemble
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mean fields relative to observations, which measure the skill of the ensemble, were signifi-
cantly improved compared to the control forecasts. A similar degree of improvement was
also demonstrated for the RPS metric, which measures the reliability of the probabilistic
forecasts. Hence, it was demonstrated for the 30 May 2014 Sangeang Api case study that
the new source variation estimation scheme improves the ensemble forecasts. Experiments
employing different degrees of correlation between random temporal height perturbations
and the prior height function suggested that it might be advantageous not to constrain the
temporal pattern of the random perturbation too tightly. With low correlation between
random perturbations and the prior function, improvements to RMSE and RPS of over
20% were demonstrated. However, a difficulty with the verification in this study is that the
detection capability of the VOLCAT system typically deteriorates within a few hours of
tracking a distal cloud, making it difficult to verify forecasts beyond a few hours. That is the
principal reason for the relatively short duration of 4 h that was used for verification. Hence,
more case studies with retrievals available over longer periods are needed to provide a
better understand of the utility of this method over longer timescales.

6. Conclusions

It was shown in this study that a new scheme for representing source time variation in
a volcanic ash ensemble forecasting system that utilizes an ensemble filtering scheme can
be successfully applied to a case study involving strong temporal variability in eruptive
activity, namely the 30 May Sangeang Api eruption event. The resulting posterior source
height function was shown to have temporal characteristics which were in very good
agreement with observed eruption variability. Mass loads and cloud top height patterns and
verification scores obtained with the system were shown to be superior to corresponding
fields and scores obtained with a system used in previous studies, in which the time
variability was represented by a simple top hat function.
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